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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Study reveals limits of using land surface temperature to explain heat hazards in Miami-Dade County
        New findings underscore the importance of further research to enhance our understanding of urban heat dynamics in subtropical and tropical regions, ensuring that heat mitigation efforts are informed by the most accurate data available. A recent study examines the effectiveness of using land surface temperatures (LSTs) as proxies for surface air temperatures (SATs) in subtropical, seasonally wet regions. Scientists used satellite remote sensing data to explore how LST reflects human heat exposure ...

      

      
        New risk scoring system to account for role of chronic illness in post-surgery mortality
        A research team has created the Comorbid Operative Risk Evaluation (CORE) score to better account for the role chronic illness plays in patient's risk of mortality after operation, allowing surgeons to adjust to patients' pre-existing conditions and more easily determine mortality risk.

      

      
        Unpacking polar sea ice
        University of Utah mathematics and climate researchers are building new models for understanding the dynamics of sea ice, which is not as solid as you might think.

      

      
        Plant compound used in traditional medicine may help fight tuberculosis
        A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study.

      

      
        New theory demystifies crystallization process
        A new theory 'demystifies' the crystallization process and shows that the material that crystallizes is the dominant component within a solution -- which is the solvent, not the solute. The theory could have implications for everything from drug development to understanding climate change.

      

      
        deepSPACE design tool takes a concept to a multitude of configurations
        deepSPACE isn't a futuristic film, a new videogame or the next season of a classic TV series. In fact, the new design software developed by an aerospace engineer isn't about outer space at all. This new tool takes your concept and requirements and rapidly generates design configurations from conventional to out-of-this-world, including a 3D CAD model and performance evaluations.

      

      
        New design overcomes key barrier to safer, more efficient EV batteries
      

      
        Researchers use AI to help people see more clearly
        A serious, irreversible eye disease known as myopic maculopathy is on the rise.

      

      
        Spinning out a new biomaterials startup is harder than you think
        Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study shows that there are many challenges facing the spider silk industry.

      

      
        Medical and psychological harms of obesity depend on where you live, study indicates
        Researchers collected archival data on more than 3.4 million people living in the United States and United Kingdom. They found evidence that obesity tends to spur lighter medical and psychological harms when those who struggle with the disorder feel less conspicuous.

      

      
        How estrogen's millisecond-fast action happens
        Researchers discovered a mechanism by which estrogen can trigger fast neuronal responses.

      

      
        Environmental quality of life benefits women worldwide
        Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a new study.

      

      
        Satisfying friendships could be key for young, single adults' happiness
        A new analysis assesses the heterogeneity of factors linked with happiness among single Americans who are just entering adulthood, highlighting a particularly strong link between happiness and satisfying friendships.

      

      
        Storms, floods, landslides associated with intimate partner violence against women two years later
        Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a new study.

      

      
        As temperatures rise, researchers identify mechanisms behind plant response to warming
        Plants widen microscopic pores on their leaves in response to heat. But scientists lacked an understanding of the mechanisms behind this 'sweating' function. Now, biologists have unlocked the details behind these processes and identified two paths that plants use to handle rising temperatures.

      

      
        New method of generating multiple, tunable nanopores could revolutionize membrane technology
        Engineers found a novel path around tedious process of tunneling individual sub-nanometer pores for nanoporous membranes one by one. The team created a new method of pore generation that builds materials with intentional weak spots, then applies a remote electric field to generate multiple nano-scale pores all at once.

      

      
        New study explores how universities can improve student well-being
        Despite growing evidence of the importance of student well-being and an abundance of best practices, most institutions have yet to prioritize it as much as they do enrollment, graduation and grades. A new study provides guidance on how institutions can support and enhance student well-being, and breaks down the various benefits for learners during and beyond their university career. It identifies general student experiences that have resulted in improved well-being later in life, and shares guidi...

      

      
        Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation
        Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery.

      

      
        NASA's TESS spots record-breaking stellar triplets
        Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic 'strobe lights' captured by NASA's TESS (Transiting Exoplanet Survey Satellite).

      

      
        Neuroscience breakthrough: Entire brain of adult fruit fly mapped
        Scientists have made an enormous step toward understanding the human brain by building a neuron-by-neuron and synapse-by-synapse roadmap -- scientifically speaking, a 'connectome' -- through the brain of an adult fruit fly (Drosophila melanogaster). Previous researchers have mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and 5...

      

      
        Bottlenose dolphins 'smile' at each other while playing
        Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research shows that bottlenose dolphins (Tursiops truncates) use the 'open mouth' facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a 'smile,' they responded in kind 33% of the time.

      

      
        Scientists create flies that stop when exposed to red light
        Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.

      

      
        Hurricanes linked to higher death rates for 15 years after storms pass
        U.S. tropical cyclones, including hurricanes, indirectly cause thousands of deaths for nearly 15 years after a storm. Researchers estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period.

      

      
        Scientists decode key mutation in many cancers
        Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer. A new study reveals a previously unknown part of this dance -- one with significant implications for human health.

      

      
        How a bacterium becomes a permanent resident in a fungus
        An organism as a tenant in another -- in biology, this often works quite well. Researchers have now shed light on how such a partnership of a cell in a cell can establish itself.

      

      
        For long COVID, lithium aspartate at low doses is ineffective, but higher doses may be promising, study finds
        A small clinical trial has found that at low doses, lithium aspartate is ineffective in treating the fatigue and brain fog that is often a persistent feature of long COVID.

      

      
        Insights into KRAS mutations in pancreatic cancers
        A common mutation in the KRAS gene is associated with improved overall survival in pancreatic ductal adenocarcinoma (PDAC) compared with other variants, in part because the mutation appears to lead to less invasiveness and weaker biological activity, according to a multicenter study.

      

      
        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        Scientists use tiny 'backpacks' on turtle hatchlings to observe their movements
        Miniature accelerometers reveal new insights into the elusive period between turtles hatching and emerging above sand.

      

      
        Closer look at New Jersey earthquake rupture could explain shaking reports
        Geologists show how the earthquake's rupture direction may have affected who felt the strongest shaking on 5 April.

      

      
        Snakes in the city: Ten years of wildlife rescues reveal insights into human-reptile interactions
        An extensive exploration of ten years of wildlife rescue data reveals the complex interactions between humans and reptiles in Sydney's urban landscape, where the venomous red-bellied black snake is one of the city's most-rescued reptiles.

      

      
        Discovery of promising electrolyte for all-solid-state batteries
        Researchers have developed a solid electrolyte that could be a suitable material for all-solid-state batteries. Solid electrolyte composed of nanoparticles embedded in an amorphous matrix shows high conductivity, formability, and electrochemical stability.

      

      
        Dementia diagnostic markers change with time of day
        The time of day when blood is taken can affect the results of tests for diagnosing dementia, according to new research.

      

      
        Nanopillars create tiny openings in the nucleus without damaging cells
        Researchers have created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane. This new 'gateway into the nucleus' could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

      

      
        Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression
        A new study challenges the hypothesis that 'puppy dog eyes' evolved exclusively in dogs as a result of domestication.

      

      
        Reducing daily sitting may prevent back pain
        A new study showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.

      

      
        New study finds a promising combined therapy for multiple sclerosis
        Researchers have found a potential new way to improve the treatment of multiple sclerosis (MS) using a novel combined therapy. The results build on two harmonized Phase I clinical trials, focusing on the use of Vitamin D3 tolerogenic dendritic cells (VitD3-tolDCs) to regulate the immune response in MS patients. The team is now preparing to move into Phase II trials to further explore these findings.

      

      
        The rate of climate change threatens to exceed the adaptive capacity of species
        A recent study focusing on the Arctic Siberian primrose underscores the critical need to curb climate change to allow species time to adapt through evolution.

      

      
        A new injectable to prevent and treat hypoglycemia
        People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.

      

      
        Turning plants into workout supplement bio-factories
        It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.

      

      
        Smoke from megafires puts orchard trees at risk
        Exposure to megafire smoke can reduce yields of almond, walnut and pistachio trees. Study shows smoke reduces a tree's energy reserves long after a fire ends.

      

      
        Airborne plastic chemical levels shock researchers
        A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.

      

      
        Research in 4 continents links outdoor air pollution to differences in children's brains
        A research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

      

      
        Researchers integrate fast OCT system into neurosurgical microscope
        Clinical study of microscope-integrated system lays groundwork for using OCT to define tumor margins and reveal subsurface brain anatomy.

      

      
        Researchers discovered mechanism driving immune perturbations after severe infections
        Researchers have discovered a mechanism that drives the long-term decline in immune response that is observed after tuberculosis (TB) has been successfully treated. Their findings suggest a potential new way to restore immune responsiveness and reduce mortality risk after severe infections.

      

      
        Research provides new insights into role of mechanical forces in gene expression
        The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes. Transcription of a gene begins when RNAP binds to a 'promoter' DNA sequence and ends at a 'terminator' sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA. A team of r...

      

      
        Physicists explore possibility of life beyond Earth
        Are there planets beyond Earth where humans can live? The answer is maybe, according to physicists examining F-type star systems.

      

      
        Seeing double: Designing drugs that target 'twin' cancer proteins
        Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites. To design a drug that blocks a cancer-related protein, scientists took a hint from the protein's paralog, or 'twin.' Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize dr...

      

      
        New security protocol shields data from attackers during cloud-based computation
        Researchers developed a technique guaranteeing that data remain secure during multiparty, cloud-based computation. This method, which leverages the quantum properties of light, could enable organizations like hospitals or financial companies to use deep learning to securely analyze confidential patient or customer data.

      

      
        New mouse models offer valuable window into COVID-19 infection
        Scientists have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.
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Study reveals limits of using land surface temperature to explain heat hazards in Miami-Dade County | ScienceDaily
The findings underscore the importance of further research to enhance our understanding of urban heat dynamics in subtropical and tropical regions, ensuring that heat mitigation efforts are informed by the most accurate data available.


						
A recent study published in the journal PLOS Climate on October 2, 2024, examines the effectiveness of using land surface temperatures (LSTs) as proxies for surface air temperatures (SATs) in subtropical, seasonally wet regions. Scientists at the University of Miami Rosenstiel School of Marine, Atmospheric, and Earth Science, used satellite remote sensing data to explore how LST reflects human heat exposure in Miami-Dade County, Florida. The findings have important implications for urban heat adaptation strategies, raising questions about how well LST captures the full extent of outdoor heat exposure in this region and beyond.

Land Surface Temperature as a Proxy for Heat Exposure

"LST data, gathered by satellite imaging, have long been used to estimate surface air temperature -- the temperature people experience outdoors," said Nkosi Muse, a Ph.D. candidate in the Abess Graduate Program in Environmental Science and Policy at the Rosenstiel School and the lead author of the study. "LSTs are a key component of lower atmosphere processes and can be studied at high resolutions -- important for understanding urban heat risks and informing adaptive strategies, especially as cities grow hotter due to climate change and urban development," he notes.

The researchers indicate the accuracy of LST as a proxy can vary based on geographical and climatic factors. While widely studied in temperate zones, the relationship between LST and SAT in subtropical regions with high summer rainfall remains less explored.

This study, focused on Miami-Dade County, aimed to bridge this gap. Using Landsat 8 remote sensing data from 2013 to 2022, researchers compared LST readings with air temperature data from local weather stations to understand when and where LST is an effective proxy for SAT. Their findings revealed seasonal variations in the relationship between LST and SAT, underscoring the complexity of using LST data in subtropical, wet regions.

Seasonal Patterns of LST and the Urban Heat Island Effect

The study found that LST data captured the spatial distribution of heat across the county, notably highlighting the presence of a surface urban heat island (SUHI) effect -- where urban areas are hotter than surrounding rural areas. This effect was most pronounced during spring, with a mean SUHI intensity of 4.09degC, surprisingly higher than during the summer when it averaged 3.43degC. Notably, LST peaked in May and June, contrary to the typical northern hemisphere pattern where summer months like July and August tend to see the highest temperatures.




In contrast, SAT in Miami-Dade County reached its highest levels in August, with the relationship between LST and SAT varying significantly by season. During winter, LST closely aligned with SAT, but this connection weakened during wetter fall months. In summer months, there was no statistically significant relationship between LST and SAT.

Limitations of LST as a Heat Exposure Measure

While LST remains a useful tool for identifying spatial heat patterns in urban areas, this study suggests its limitations as a proxy for the air temperatures people experience in subtropical, seasonally wet regions like Miami-Dade. During the wet season, LST may underestimate the actual heat exposure residents face. The timing of LST data collection (11 AM ET/12 PM EST) might also play a role, as this snapshot does not capture the peak heat of the day, especially during humid, rainy months.

"These findings highlight the risks of relying solely on LST for urban heat adaptation strategies, especially in climates that do not follow temperate patterns," said Amy Clement, a professor of atmospheric sciences at the Rosenstiel School and a co-author of the study. "As cities around the world, particularly in subtropical and tropical regions, face increasing threats from heatwaves and rising temperatures, these results emphasize the need for more precise measurements to accurately assess heat risks and inform responses," she says.

Implications for Urban Planning and Future Research

The study's findings have immediate relevance for urban planners and policymakers working on heat adaptation strategies in subtropical and tropical regions. As Miami-Dade County continues to develop new heat policy and the City of Miami unveils its first ever "Heat Season Plan," these findings can be incorporated into further planning. The findings suggest that relying on LST alone may lead to a misrepresentation of heat risks, particularly during the wet season, when air temperatures can be significantly higher than surface temperatures.

As urban areas face growing pressure to protect at-risk populations from extreme heat, this research points to the need for more sophisticated approaches to measuring and mitigating heat exposure in Miami-Dade. Using LST data to identify neighborhoods most at risk from heat may overlook the intensity of heat exposure in some areas, particularly during the hottest months of the year. This could result in inadequate or misdirected heat adaptation strategies.

The study also opens avenues for future research, particularly in exploring how localized processes -- such as vegetation, water bodies, or urban materials -- affect surface energy balances and LST readings. Understanding these factors could improve the accuracy of LST as a tool for measuring heat exposure in diverse urban environments.
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New risk scoring system to account for role of chronic illness in post-surgery mortality | ScienceDaily
A UCLA research team has created the Comorbid Operative Risk Evaluation (CORE) score to better account for the role chronic illness plays in patient's risk of mortality after operation, allowing surgeons to adjust to patients' pre-existing conditions and more easily determine mortality risk.


						
For almost 40 years, researchers have used two tools, the Charlson Comorbidity Index (CCI) and Elixhauser Comorbidity Index (ECI), to measure the impact of existing health conditions on patient outcomes. These tools use ICD codes that are input by medical professionals and billers to account for patient illness. These tools, however, were not designed for patients undergoing surgery and often address chronic illnesses that are not relevant to surgical populations. They often capture data from medical billing records and lack nuanced information regarding pre-existing health conditions.

A total of 699,155 patients were used to develop the model, of which 139,831 (20%) comprised the testing cohort. The researchers queried adults undergoing 62 operations across 14 specialties from the 2019 National Inpatient Sample (NIS) using International Classification of Diseases, 10th Revision (ICD-10) codes. They sorted ICD-10 codes for chronic diseases into Clinical Classifications Software Refined (CCSR) groups. They used logistic regression on CCSR with non-zero feature importance across four machine learning algorithms predicting in-hospital mortality, and used the resultant

coefficients to calculate the Comorbid Operative Risk Evaluation (CORE) score based on previously validated methodology. The final score ranges from zero, representing lowest risk, to 100, which represents highest risk.

Health services and outcomes research using retrospective databases continues to represent a growing proportion of surgical research. Researchers highlighting quality issues and disparities are well-intentioned. However, without appropriate tools, it can be unclear if poor outcomes are independent of pre-existing conditions.

"The advent of novel statistical software and methodology have enabled researchers to exploit large databases to answer questions of healthcare quality, disparities, and outcomes," said Dr. Nikhil Chervu, a resident physician in the UCLA Department of Surgery and the study's lead author. "These databases, however, often capture data from medical billing records and lack nuanced information regarding pre-existing health conditions. Without addressing differences in patients' chronic illnesses, population comparisons may fall flat. Incorporation of this score in additional research will further validate its use and help improve analysis of surgical outcomes using large databases."
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Unpacking polar sea ice | ScienceDaily
Polar sea ice is ever-changing. It shrinks, expands, moves, breaks apart, reforms in response to changing seasons, and rapid climate change. It is far from a homogenous layer of frozen water on the ocean's surface, but rather a dynamic mix of water and ice, as well as minute pockets of air and brine encased in the ice.


						
New research led by University of Utah mathematicians and climate scientists is generating fresh models for understanding two critical processes in the sea ice system that have profound influences on global climate: the flux of heat through sea ice, thermally linking the ocean and atmosphere, and the dynamics of the marginal ice zone, or MIZ, a serpentine region of the Arctic sea ice cover that separates dense pack ice from open ocean.

In the last four decades since satellite imagery became widely available, the width of the MIZ has grown by 40% and its northern edge has migrated 1,600 kilometers northward, according to Court Strong, a professor of atmospheric sciences.

"It has also shifted toward the pole while the size of the sea ice pack has declined," said Strong, a co-author on one of two studies published by U scientists in recent weeks. "Most of these changes have happened in the fall, around the time when sea ice reaches its seasonal minimum."

A tale of two studies, one north and one south

This study, which adapts a phase transition model normally used for alloys and binary solutions on laboratory scales to MIZ dynamics on the scale of the Arctic Ocean, appears in Scientific Reports. A second study, published in the Proceedings of the Royal Society A and based on field research in the Antarctic, developed a model for understanding the thermal conductivity of sea ice. The issue cover featured a photo exposing regularly spaced brine channels in the bottom few centimeters of Antarctic sea ice.

Ice covering both polar regions has sharply receded in recent decades thanks to human-driven global warming. Its disappearance is also driving a feed-back loop where more of the sun energy's is absorbed by the open ocean, rather than getting reflected back to space by ice cover.




Utah mathematics professors Elena Cherkaev and Ken Golden, a leading sea ice researcher, are authors on both studies. The Arctic study led by Strong examines the macrostructures of sea ice, while the Antarctic study, led by former Utah postdoctoral researcher Noa Kraitzman, gets into its micro-scale aspects.

Sea ice is not solid, but rather is more like a sponge with tiny holes filled with salty water, or brine inclusions. When the ocean water below interacts with this ice, it can set up a flow that allows heat to move more quickly through the ice, just as when you stir a cup of coffee, according to Golden. Researchers in the Antarctic study used advanced mathematical tools to figure out how much this flow boosts heat movement.

The thermal conductivity study also found that new ice, as opposed to the ice that remains frozen year after year, allows more water flow, thereby enabling greater heat transfer. Current climate models could be underestimating the amount of heat moving through the sea ice because they don't fully account for this water flow. By improving these models, scientists can better predict how fast sea ice melts and how this affects the global climate.

While the aspects of ice investigated in the two studies are quite different, the mathematical principles for modeling them are the same, according to Golden.

"The ice not a continuum. It's a bunch of floes. It's a composite material, just like the sea ice with the tiny brine inclusions, but this is water with ice inclusions," said Golden, describing the Arctic's marginal ice zone. "It's basically the same physics and math in a different context and setting, to figure out what are the effective thermal properties on the big scale given the geometry and information about the floes, which is analogous to giving detailed information about the brine inclusions at the sub-millimeter scale."

Golden is fond of saying what happens in the Arctic does not stay in the Arctic. Changes in the MIZ are certainly playing out elsewhere in the world in the form of disrupted climate patterns, so it is critical to understand what it's doing. The zone is defined as that part of the ocean surface where 15% to 80% is covered by sea ice. Where the ice cover is greater than 80% it is considered pack ice and less than 15% it's considered to be the outer fringes of open ocean.




A troubling picture from space

"The MIZ is the region around the edge of the sea ice, where the ice gets broken into smaller chunks by waves and melting," Strong said. "Changes in the MIZ are important because they affect how heat flows between the ocean and atmosphere, and the behavior of life in the Arctic, from microorganisms to polar bears, and navigating humans."

With the advent of quality satellite data beginning in the late 1970s, scientific interest in the MIZ has grown, since now its changes are easily documented. Strong was among those who figured out how to use imagery shot from space to measure the MIZ and document alarming changes.

"Over the past several decades, we've seen the MIZ widen by a dramatic 40%," Strong said.

For years, scientists have scrutinized sea ice as a so-called "mushy layer." As a metal alloy melts or solidifies from liquid, either way it passes through a porous or mushy state where the liquid and solid phases coexist. Freezing salt water is similar, resulting in a pure ice host with liquid brine pockets, which is particularly porous or mushy in the bottom few centimeters nearest the warmer ocean, with vertical channels called "chimneys" in mushy layer language.

Strong's team tested whether previously modeled mushy layer physics could be applied to the vast reaches of the MIZ. According to the study, the answer is yes, potentially opening a fresh look at a part of the Arctic that is in constant flux.

In short, the study proposed a new way of thinking about the MIZ, as a large-scale phase transition region, similar to how ice melts into water. Traditionally, melting has been viewed as something that happens on a small scale, like at the edges of ice floes. But when the Arctic is viewed in its entirety, the MIZ can be seen as a broad transition zone between solid, dense pack ice and open water. This idea helps explain why the MIZ is not just a sharp boundary, but rather a "mushy" region where both ice and water coexist.

"In climate science, we often use very complex models. This can lead to skillful prediction, but can also make it difficult to understand what's happening physically in the system," Strong said. "The goal here was to make the simplest possible model that can capture the changes we're seeing in the MIZ, and then to study that model to gain insight into how the system works and why it's changing."

The focus in this study was to understand the MIZ's seasonal cycle. The next step will be applying this model to better understand what drives MIZ trends observed over the past few decades.
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Plant compound used in traditional medicine may help fight tuberculosis | ScienceDaily
A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study that is available online and will be published in the October edition of the Journal of Ethnopharmacology.


						
The team, co-led by Penn State researchers, found that the chemical compound, an O-methylflavone, can kill the mycobacteria that causes tuberculosis in both its active state and its slower, hypoxic state, which the mycobacteria enters when it is stressed.

Bacteria in this state are much harder to destroy and make infections more difficult to clear, according to co-corresponding author Joshua Kellogg, assistant professor of veterinary and biomedical sciences in the College of Agricultural Sciences.

While the findings are preliminary, Kellogg said the work is a promising first step in finding new therapies against tuberculosis.

"Now that we've isolated this compound, we can move forward with examining and experimenting with its structure to see if we can improve its activity and make it even more effective against tuberculosis," he said. "We're also still studying the plant itself to see if we can identify additional molecules that might be able to kill this mycobacterium."

Tuberculosis -- caused by the bacteria Mycobacterium tuberculosis, or Mtb -- is one of the world's leading killers among infectious diseases, according to the Centers for Disease Control and Prevention. There are about 10 million cases a year globally, with approximately 1.5 million of those being fatal.

While effective therapies exist for TB, the researchers said there are several factors that make the disease difficult to treat. A standard course of antibiotics lasts six months, and if a patient contracts a drug-resistant strain of the bacteria, it stretches to two years, making treatment costly and time consuming.




Additionally, the bacteria can take two forms in the body, including one that is significantly harder to kill.

"There's a 'normal' microbial bacterial form, in which it's replicating and growing, but when it gets stressed -- when drugs or the immune system is attacking it -- it goes into a pseudo-hibernation state, where it shuts down a lot of its cellular processes until it perceives that the threat has passed," Kellogg said. "This makes it really hard to kill those hibernating cells, so we were really keen to look at potential new chemicals or molecules that are capable of attacking this hibernation state."

Multiple species of the Artemisia plant have been used in traditional medicine for centuries, the researchers said, including African wormwood, which has been used to treat cough and fever. Recent studies in Africa have suggested that the plant also has clinical benefits in treating TB.

"When we look at the raw plant extract that has hundreds of molecules in it, it's pretty good at killing TB," Kellogg said. "Our question was: There seems to be something in the plant that's really effective -- what is it?"

For their study, the researchers took raw extract of the African wormwood plant and separated it into "fractions" -- versions of the extract that have been separated into simpler chemical profiles. They then tested each of the fractions against Mtb, noting whether they were effective or ineffective against the bacteria. At the same time, they created a chemical profile of all of the tested fractions.

"We also used machine learning to model how the changes in chemistry correlated with the changes in activity that we saw," Kellogg said. "This allowed us to narrow our focus to two fractions that were really active."

From these, the researchers identified and tested a compound that effectively killed the bacteria in the pathogen's active and inactive states, which the researchers said is significant and rare to see in TB treatments. Further testing in a human cell model showed that it had minimal toxicity.




Kellogg said the findings have the potential to open new avenues for developing new, improved therapeutics.

"While the potency of this compound is too low to use directly as an anti-Mtb treatment, it may still be able to serve as the foundation for designing more potent drugs," he said. "Furthermore, there appear to be other, similar chemicals in African wormwood that may also have the same type of properties."

The researchers said that in the future, more studies are needed to continue exploring the potential for using African wormwood for treating TB.

Co-authors from Penn State are R. Teal Jordan, research technologist and lab manager in veterinary and biomedical sciences, and Xiaoling Chen, graduate student in pathobiology. Also co-authors on the paper were Scarlet Shell, Maria Natalia Alonso, Junpei Xiao, Juan Hilario Cafiero, Trevor Bush, Melissa Towler and Pamela Weathers, all at Worcester Polytechnic Institute.

The National Institutes of Health's National Institute for Allergies and Infectious Disease and the U.S. Department of Agriculture's National Institute of Food and Agriculture helped support this work.
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New theory demystifies crystallization process | ScienceDaily
Remember that old high school chemistry experiment where salt crystals precipitate out of a saltwater solution -- or maybe the one where rock candy crystals form from sugar water? It turns out that your understanding of how crystals formed in those solutions might be wrong.


						
A new theory "demystifies" the crystallization process and shows that the material that crystallizes is the dominant component within a solution -- which is the solvent, not the solute. The theory could have implications for everything from drug development to understanding climate change.

"Crystals are ubiquitous -- we use them in everything from technology to medicine -- but our actual understanding of the crystallization process has been lacking," says James Martin, professor of chemistry at North Carolina State University and author of a paper in Matter that outlines the theory.

"The prevailing ideas around dissolving and precipitating are that they're essentially the reverse of each other, but they aren't. In reality, they are completely different processes," Martin says.

"Using the high school chemistry experiment with getting precipitate out of a solution as an example: when I dissolve salt (the solute) into water (the solvent), the water is dominant. It dissolves the salt by essentially ripping it apart," Martin says. "If I then want to grow a salt crystal from that solution, the dominant phase must become the salt -- which is the solvent at that point and is the one that forms the crystal."

Thermodynamic phase diagrams, which describe concentration and temperature-dependent transition points in solutions, can be used to illustrate the new theory, dubbed the transition-zone theory.

The theory demonstrates that crystallization happens in two steps: first a melt-like pre-growth intermediate forms. Then that intermediate can organize into the crystal structure.




"To grow a crystal out of a solution, you have to quickly separate the solvent and solute," Martin says. "When we refer to the 'melt' here, we're talking about the pure phase of the solvent prior to crystal formation. The difference here is that my theory shows you get better, faster crystal growth by moving your solution toward conditions that emphasize the solvent; in other words, the solvent -- not the impurity within it -- controls the rate of crystal growth."

Martin applied his theory to a number of different solutions, concentrations and temperature conditions and found that it accurately describes the rate and size of crystal formation.

"The main issue with previous descriptions of crystallization was the perception that crystals grow by having independent solute particles diffuse to, and then attach to a growing crystal interface," Martin says. "Instead, it is necessary to understand cooperative ensembles of the solvent to describe crystal growth."

According to Martin, the important aspect of the new theory is its focus on understanding how solute impurities disrupt that cooperative ensemble of solvent.

"By understanding the interplay of temperature and concentration, we can predict exactly how fast and large crystals will grow out of solution."

Martin believes the phase diagrams could have important applications for not just crystal formation, but for preventing crystal formation, such as preventing kidney stones from growing.

"Crystals underpin technology -- they're all around us and impact our daily lives," Martin says. "This theory gives researchers simple tools to understand the 'magic' of crystal growth and make better predictions. It's an example of how foundational science lays foundation for solving all kinds of real-world problems."

The paper appears in Matter and was supported in part by the National Science Foundation.
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deepSPACE design tool takes a concept to a multitude of configurations | ScienceDaily
deepSPACE isn't a futuristic film, a new videogame or the next season of a classic TV series. In fact, the new design software developed by an aerospace engineer at the University of Illinois at Urbana-Champaign isn't about outer space at all. This new tool takes your concept and requirements and rapidly generates design configurations from conventional to out-of-this-world, including a 3D CAD model and performance evaluations.


						
"We wanted to do for engineering and design what large AI language models have done for text," said Jordan Smart. "Right now, when you open up engineering design software, you're greeted with a blank screen. With deepSPACE, you tell it your requirements and it generates 100 to 1,000 concepts that are feasible within the time it would take a human to look at one or two. It gives you a much better picture of the broader design space."

And Smart said deepSPACE isn't limited to just physics-related questions. "It's trained on a mix of historical and simulation data but can use standard cost estimation tools and get at least that level of feedback for a cost analysis."

To demonstrate its flexibility, Smart and his research partner Emilio Botero used deepSPACE to generate physical system designs on beams, wheels, and aircraft but also on operational logistics networks. They created partnerships with large aircraft and automotive companies to ensure deepSPACE is something useful to researchers and industry professionals.

"We learned that although individuals may want deepSPACE to come fully loaded, companies prefer to build custom models tied to their own data and knowledge. On the back end, we can build up our own models to use for research or design, but it can also be used beginning with zero data. It's a teachable platform."

According to Smart, deepSPACE is more efficient than older optimization algorithms. "Where others said they took 20,000 simulations to start to parameterize their design space, we were able to get similar results with only about 250 samples. So, with about 100 times fewer datapoints, you can get a real sense of the trade-offs in the design space.

"When you design an airplane and want to know what effect modifying the wing, adding an engine, or increasing the payload might have on the design, those sorts of sensitivities and trade-offs are complicated. Traditional methods can take thousands of different design points before they can reasonably interpolate between them. Because deepSPACE is building a complete generative model, it's able to interpolate much more successfully on fewer data points. We're able to make the same level of prediction with the same level of accuracy faster and more economically."

The lower cost makes deepSPACE particularly valuable in aerospace applications. "We rely on simulation because building aircraft is expensive. But we're looking at how it can be used in other industries."




The fact that deepSPACE provides a 3D CAD file is an added feature. Smart said the outputs from other image generating programs can't be opened and used with other design software with all of its layers and effects still intact.

"With deepSPACE, you get exactly the same kind of raw file as if a human made it. So, any kind of edits or changes that you would want to do are there and available. It just slots right into your workflow as if you had subcontracted the work out to another firm and this was one of their deliverables."

Smart said deepSPACE can create a unique design conversation with the human engineers that train it.

"One of the designs that deepSPACE generated we thought was absurd. We said, clearly something is wrong. It was designed to a set of requirements but nothing like this was in the training data. But then when we looked at the results, the actual simulation results for what it generated looked reasonable and met the requirements."

The aircraft in question had relatively short wings with the control surfaces offset at the back to provide balance and stability. Smart said it wasn't exploiting the simulation or doing something that couldn't be built so they started looking at it more closely and realized they'd seen something like it somewhere. Eventually, they found that it was similar to an actual airplane built and flown by a leading aircraft manufacturer.

"I had set up the training data, the simulation and the actual learning algorithm. We gave deepSPACE a learning set from three conventional tube and wing aircraft, the Concorde and one blended wing body concept. From that it started generating its own concepts and checking them against the simulation and learning. Sometimes it would generate something nonphysical, but from that it learned where the edges are.




"Without a human saying 'don't consider this or that' it was able run its own experimentation, like brainstorming, and find something that we didn't expect. My personal bias would have said throw it out."

Smart said deepSPACE was able to show him the simulation results and how the design met his requirements. It found a viable solution to the problem just like it was designed to do.

"We gave it a tabulated set of historical data, from which it augments its understanding and starts to explore and experiment. I can build up a baseline model to get the results, but then I can treat it like a playground or a sandbox. I can run a new simulation that isn't in the historical data, see how that adds to my database of knowledge."

"For years, I felt like we have incredible analysis capability, but the bottleneck has become us. We have simulations, but a human just can't run thousands of simulations over and over and reject the bad ones and find the good ones and build that kind of intuition. deepSPACE is the first generation of systems designed to be like an engineer in your pocket. You can set up the problem and come back later to find a host of different options. Then, you can take it from there, and go farther with much more insight from the capabilities you already have."

Although created with professional academic and industry professionals in mind, Smart has other ideas.

"My goal is to get middle schoolers using something deepSPACE. They may not know the physics or have all of the skills to do a CAD drawing, but if they have an idea for a car, a train, a spaceship or something. they can tell deepSPACE about it and run it. Then they can make their own changes and see what happens next."
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New design overcomes key barrier to safer, more efficient EV batteries | ScienceDaily
Researchers at McGill University have made a significant advance in the development of all-solid-state lithium batteries, which are being pursued as the next step in electric vehicle (EV) battery technology.


						
By addressing a long-standing issue with battery performance, this innovation could pave the way for safer, longer-lasting EVs.

The challenge lies in the resistance that occurs where the ceramic electrolyte meets the electrodes. This makes the battery less efficient and reduces how much energy it can deliver. The research team has discovered that creating a porous ceramic membrane, instead of the traditional dense plate, and filling it with a small amount of polymer can resolve this issue.

"By using a polymer-filled porous membrane, we can allow lithium ions to move freely and eliminate the interfacial resistance between the solid electrolyte and the electrodes," said George Demopoulos, Professor in the Department of Materials Engineering, who led the research.

"This not only improves the battery's performance but also creates a stable interface for high-voltage operation, one of the industry's key goals."

Current lithium-ion batteries rely on liquid electrolytes, which pose safety risks due to their flammability. All-solid-state batteries aim to replace liquid components with solid ones to improve safety and efficiency. This new design offers a novel way to overcome one of the key barriers to making all-solid-state batteries a reality for the EV industry.

"This discovery brings us closer to building the next generation of safer and more efficient batteries for electric vehicles," said first author on the study and PhD graduate in the Department of Materials Engineering Senhao Wang.
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Researchers use AI to help people see more clearly | ScienceDaily
Myopia, also known as nearsightedness, is on the rise, especially among children.


						
Experts predict that by the year 2050, myopia will affect approximately 50% of the world's population. Researchers believe that an increase in what's called "near work" -- when we interact with close objects like phones and screens -- is partially to blame.

For many people, the struggle to see faraway objects is a problem easily managed with glasses or contacts, but for others this develops into a far more serious condition called myopic maculopathy.

A team of researchers in the School of Computing and Augmented Intelligence at Arizona State University, is developing new diagnostic tools that use the power of artificial intelligence, or AI, to more effectively screen for this disease. They have recently published the results of their work in the peer-reviewed research journal JAMA Ophthalmology.

Myopic maculopathy occurs when the part of the eye that helps us see straight ahead in sharp detail is stretched and damaged. Over time, the eye's shape becomes elongated -- more like a football and less like a sphere. When this happens, vision is distorted.

This serious condition is the leading cause of severe vision loss or blindness. In 2015, myopic maculopathy resulted in visual impairment in 10 million people. Unless things change, more than 55 million people are predicted to have vision loss and approximately 18 million people worldwide will be blind due to the disease by 2050.

Because myopic maculopathy is irreversible, experts want to intervene early. Catching the condition as soon as possible can improve health outcomes, a particularly urgent goal when children are concerned. Ophthalmologists can prescribe special contact lenses or eye drops that slow the progression of the disease.




Yalin Wang, a Fulton Schools professor of computer science and engineering, says innovations in technology can provide important solutions.

"AI is ushering in a revolution that leverages global knowledge to improves diagnosis accuracy, especially in its earliest stage of the disease," he says. "These advancements will reduce medical costs and improve the quality of life for entire societies."

A challenge to see things in a new way

In response to this need, the Medical Image Computing and Computer Assisted Intervention, or MICCAI, Society issued a challenge in 2023. The professional organization that seeks to drive innovation in biomedical research asked experts to improve computer-aided screening systems for retinal images.

Currently, myopic maculopathy is diagnosed using optical coherence tomography scans that use reflected light to create pictures of the back of the eye. These scans are then often manually inspected by an ophthalmologist, a time-consuming process that can require specialized experience.

Wang and his team in the Geometry Systems Laboratory answered the call. The researchers were one of the winners of the MICCAI challenge.




For the first part of the work, Wang and his team -- which includes computer engineering doctoral student Wenhui Zhu as well as neurologist and Fulton Schools adjunct faculty member Dr. Oana Dumitrascu -- addressed the classification of myopic maculopathy. The disease has five classifications that describe its severity. Determining the correct level helps ophthalmologists to provide more tailored, effective solutions to the patient.

The Fulton Schools researchers created new AI algorithms called NN-MobileNet. These sets of instructions that computer programs follow to do their work are designed to help software more effectively scan retinal images and predict the correct classification of the myopic maculopathy.

Next, the team turned their attention to efforts in the scientific community to use a type of AI called deep neural networks to predict the spherical equivalent in retinal scans. The spherical equivalent is an estimate of the eye's refractive error that doctors need when prescribing glasses or contacts. In deep neural networks, researchers task computers with analyzing huge sets of data and apply AI-powered algorithms to draw helpful conclusions.

With a more accurate measure of the spherical equivalent, doctors can make more accurate treatment recommendations. So, Wang and the team again developed new algorithms that focused on data quality and relevance. Their new model of retinal image analysis achieved exceptional results while minimizing the amount of computing power needed. The results of this research were also published in JAMA Ophthalmology.

Finally, Wang collaborated with other winning teams from the MICCAI challenge on a third research paper, published in JAMA Ophthalmology in September, that presented their collected results. The researchers from universities around the world made their challenge findings available to stimulate additional advancements and discoveries in the early and effective diagnosis of myopic maculopathy and improving health care outcomes for people across the globe.

A better vision for global health

Wang explains that one motivating force behind his work is to solve health disparities.

"People living in rural areas find it difficult to access sophisticated imaging devices and see physicians," he says. "Once AI-powered technology becomes available, it will significantly improve the quality of life in worldwide populations, including those who live in developing countries."

Ross Maciejewski, director of the School of Computing and Augmented Intelligence, says Wang's project is an important example of the excellent work being done by faculty members in the medical space.

"With both myopia and myopic maculopathy increasing, solutions are needed to prevent vision loss and help health care professionals provide the best treatment options for their patients," Maciejewski says. "Yalin Wang's innovative research is a principled use of artificial intelligence to address this dire medical issue."
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Spinning out a new biomaterials startup is harder than you think | ScienceDaily
Today, entrepreneurship is everywhere, including science. Engineers and scientists often apply their research to a product or service and use it to launch a startup. The world of bioproduction -- using living cells and organisms to manufacture products -- is fertile ground for entrepreneurship. Biomaterials are a critical component to pharmaceutical and vaccine production and are also used in industries ranging from packaging and textiles to agriculture and food production.


						
Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study conducted by a team of students from around the country, including University of California San Diego's Ghita Guessous, shows that there are many challenges facing the spider silk industry. The paper, whose authors are all students, was published in ACS Biomaterials and Engineering.

The team -- which worked together cohesively despite never meeting in person -- originally came together through a nonprofit called Nucleate, a global organization seeking to make biotech education available to all by providing open-access programming, events and resources. Several members were interested in researching innovation trends in biotech and spider silk production piqued their interest.

"Our approach, combining resources from academic literature, patents, market data and experts, allowed us to paint an informed picture, rooted in data, and far from the hype cycles the industry has seen," stated first author Guessous, who graduated last spring with a Ph.D. in physics.

Reviewing the academic literature involved combing through hundreds of papers in microbiology, genetics and materials science to find relevant information that could be synthesized into the case study. Similarly, they reviewed reams of market data to see how startups in this space had fared over the years.

Keeping entrepreneurship in mind, the team also looked at patents, which contain tremendous amounts of scientific information. Surprisingly, they found over 2,400 patents related to spider silk manufacturing.

The team also contacted experts in the field, who were not just scientists, but industry experts as well -- those that worked in large, well-established organizations and startups, as well as venture capitalists who have invested in these companies.




"When we first started this research, there was a lot of excitement about how spider silk production would be the next big thing," stated Anthony Bui, a co-author on the study who recently graduated from Cornell University with a Ph.D. in microbiology. "However, in talking with a variety of people embedded in this space, we got a much more sobering outlook."

Spinning at Scale

One of the biggest challenges in spider silk production is how to produce it at scale, because, as it turns out, spiders are very territorial and cannibalistic, making large spider farms problematic (and terrifying).

To combat this, scientists have turned to genetically modifying other living organisms to carry the silk-producing gene -- a process called heterologous expression. Some scientists have even spliced spider-silk genes into goats who produce the silk in their milk. Others are looking at alfalfa, silkworms, yeast and even bacteria as possible producers, although the silk can be toxic to its hosts. Reducing this toxicity remains an active area of research.

One of the goals of the study was to highlight the pros and cons of potential host organisms, finding the sweet spot between quality and cost. Ultimately, the path forward may be following in the footsteps of another industry.

"Similar to how the pharmaceutical world has largely transitioned to using unicellular organisms that are culturable in the lab and in large bioreactors, many have converged toward using microbes and bacteria to produce spider silk," stated Guessous.




Although it may have been discouraging at first, the team says uncovering these challenges underscored the purpose of their case study: to highlight all of the white spaces where academic research could contribute to solving some of the outstanding problems the industry is facing.

The final part of the paper discussed potential applications and the tradeoffs to consider when entering a particular market. The most obvious market is fashion, where silk from silkworms is already widely used; however, it is notoriously hard for new textiles to breach an industry where polyester, plastic and other materials can be made so cheaply. Even in luxury fashion, where silk is a staple, spider silk is, at this stage, much more expensive to produce.

A more likely venture is using spider silk in high-performance materials where lightweight durability is a priority -- everything from bulletproof vests to car panels. Spider silk may also make its way into your shampoo bottle or body lotion, providing coveted shine and smoothness.

Working on this case study has been eye-opening, although the team is not completely deterred from working in the biomanufacturing space in the future.

"I went in super excited, but after learning about all the challenges, I would say I'm feeling a little bit more conservative now," stated Bui. "Still optimistic, but more cautious."

"I feel the same," agreed Guessous. "What I learned is that it is important to consider the potential for scalability of any product ahead of launching into such ventures. Our study provides a model for the kinds of insights that can inform both academic research programs and entrepreneurial decisions. Hopefully it will be a useful resource for anyone brave enough to launch the next revolutionary startup!"

Full list of authors: Ghita Guessous and Gabriel Manzanarez (both UC San Diego), Lauren Blake (Tufts University), Anthony Bui (Cornell University) and Yelim Woo (Boston University).
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Medical and psychological harms of obesity depend on where you live, study indicates | ScienceDaily
Individuals struggling with obesity face a number of social and health difficulties, but those problems are less severe if they live in areas where obesity is prevalent, a new study suggests.


						
The findings are published in Psychological Science, a journal of the Association for Psychological Science.

Researchers led by Jana Berkessel of the University of Mannheim in Germany collected archival data on more than 3.4 million people living in the United States and United Kingdom. They found evidence that obesity tends to spur lighter medical and psychological harms when those who struggle with the disorder feel less conspicuous.

"For me, this means that at least some of the adverse consequences of obesity appear socially constructed and, thus, can be reduced," Berkessel said.

The personal and societal toll of obesity is far-reaching. According to the World Health Organization, the global prevalence of obesity nearly tripled between 1975 and 2021. In the U.S. alone, health care costs related to obesity total roughly $147 billion, according to government figures. Research shows that compared with people without obesity, individuals living with obesity have higher unemployment rates, fewer friends, and poorer physical and mental health. They also face prejudice and discrimination.

But obesity rates vary between countries, states, provinces, and other regional divisions. In some parts of the U.S., roughly half of the population lives with obesity, while obesity rates in other regions are as low as 5%.

Berkessel and her colleagues theorized that the harsh effects of obesity vary based on the prevalence of obesity in a given region.




"It is quite easily imaginable that persons with obesity in regions with low obesity rates stick out much more, and therefore will have very different social experiences on an everyday basis," said Berkessel, who studies the effects of social context on our well-being.

The researchers examined three large datasets of people living in thousands of U.S. counties and hundreds of U.K. districts. Those data included information on participants' weight, height, and area of residence, as well as social, health, and economic outcomes. They used a Body Mass Index (BMI) of 30 or higher as a marker of obesity. (Medical professionals consider a healthy BMI to range from 18.5 to 24.9).

In one U.S. dataset, the researchers found obesity rates to be above average in the Midwest, the South, and along parts of the East Coast, and below average in New England, Florida, and the Western states. In a U.K. dataset, they found high obesity rates in Central and Northern parts of the country, particularly in Southern Wales. The lowest rates were found in the nation's southern region, including London.

Berkessel and her team found that, overall, participants with obesity reported more relationship, economic, and health disadvantages compared with participants without obesity. But they also found that those living in low-obesity regions were significantly more likely to be unemployed -- and to report suboptimal health compared to their counterparts in high-obesity areas.

The research team also examined U.S. data that included participants' self-reported attitudes toward people's weight. They found that weight bias seems to be lowest in areas with high rates of obesity, which might explain why people with obesity in those areas are less likely to be single and report poor health compared to those in areas with high weight bias.

Regardless of the regional differences around weight bias, public health experts should emphasize the importance of reducing obesity because of its health risks, the researchers concluded.

Berkessel's co-authors included Jochen E. Gebauer of University of Mannheim and the University of Copenhagen, Tobias Ebert of the University of St. Gallen, and Peter J. Rentfrow of the University of Cambridge.
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How estrogen's millisecond-fast action happens | ScienceDaily
Estrogen, the major female ovarian hormone, can trigger nerve impulses within milliseconds to regulate a variety of physiological processes. At Baylor College of Medicine, Louisiana State University and collaborating institutions, researchers discovered that estrogen's fast actions are mediated by the coupling of the estrogen receptor-alpha (ER-alpha) with an ion channel protein called Clic1.


						
Clic1 controls the fast flux of electrically charged chloride ions through the cell membrane, which neurons use for receiving, conducting and transmitting signals. The researchers propose that interacting with the ER-alpha-Clic1 complex enables estrogen to trigger fast neuronal responses through Clic1 ion currents. The study appeared in Science Advances.

"Estrogen can act in the brain to regulate a variety of physiological processes, including female fertility, sexual behaviors, mood, reward, stress response, cognition, cardiovascular activities and body weight balance. Many of these functions are mediated by estrogen binding to one of its receptors, ER-alpha," said co-corresponding author Dr. Yong Xu, professor of pediatrics -- nutrition and associate director for basic sciences at the USDA/ARS Children's Nutrition Research Center at Baylor.

Fast and slow

It is well known that, upon stimulation by estrogen, ER-alpha enters the cell nucleus where it mediates the transcription of genes. This classical mode of action as a nuclear receptor takes minutes to hours.

"Estrogen also can change the firing activity of neurons in a manner of milliseconds, but it was not clear how this happens," Xu said. "In this case, it did not make sense to us that the minutes-long nuclear receptor function of ER-alpha was involved in such a rapid action. We explored the possibility that ion channels, proteins in the cell membrane that regulate the fast flux of ions, mediated estrogen's quick actions."

In the current study, working with cell lines and animal models, the team searched for cell membrane proteins that interact with ER-alpha. They found that protein Clic1, for chloride intracellular channel protein-1, can physically interact with ER-alpha. Clic1has been implicated in the regulation of neuronal excitability, so the researchers considered it a candidate to mediate estrogen-triggered fast actions.




"We discovered that estrogen enhances Clic1-mediated ion currents, and eliminating estrogen reduced such currents," Xu said. "In addition, Clic1 currents are required for estrogen to induce rapid responses in neurons. Also, disrupting the Clic1 gene in animal models blunted estrogen regulation of female body weight balance."

The findings suggest that other nuclear receptors could also interact with ion channels, a possibility the researchers look forward to studying in the future.

"This study was conducted with female mice. However, Clic1 is also present in males. We are interested in investigating its role in male physiology," Xu said.

Chloride channels are not as well studied as other ion channels, such as potassium, sodium or calcium channels. "We are among the first to study the role Clic1 plays in female physiology," Xu said. "We hope that our findings will inspire other groups in the field to expand these promising investigations."
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Environmental quality of life benefits women worldwide | ScienceDaily
Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a study published October 2, 2024, in the open-access journal PLOS ONE by Suzanne Skevington from the University of Manchester, U.K., and colleagues.


						
Gender inequalities in health-related quality of life are generally few and small, even in large surveys. Yet many generic measures limit assessment to quality of life overall and its physical and psychological dimensions, while overlooking internationally important environmental, social, and spiritual quality of life. To overcome this limitation, Skevington and colleagues collected data using four surveys of 17,608 adults living in 43 cultures worldwide. The researchers analyzed data encompassing six quality of life domains: physical, psychological, independence, social, environmental, and spiritual.

The results showed that environmental quality of life explained a substantial 46% of women's overall quality of life and health, and home environment contributed the most to this result. In addition, women younger than 45 years reported the poorest quality of life on every domain. After the age of 45 years, all domains except physical quality of life increased to very good, and high levels were sustained beyond 75 years of age, especially environmental quality of life.

According to the authors, environmental actions that young adults take to draw public attention to climate change may be motivated by their poorer environmental quality of life. Very good environmental quality of life of older women may provide reason for them to work toward retaining this valued feature for future generations. This could be the topic of future research, as the data for this study was collected before it was widely appreciated that the effects of climate change and biodiversity loss would depend on changing human behavior.

In the meantime, the findings underscore the importance of assessing environmental, social, and spiritual quality of life to fully understand women's quality of life and health. Moreover, information from this study could be used for the timely implementation of interventions to enhance the quality of life of young and older women.

The authors add: "For women, the effect of the environment, in particular, on their quality of life is substantial. This includes things like their home conditions, financial resources, and environmental health including pollution levels."
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Satisfying friendships could be key for young, single adults' happiness | ScienceDaily
A new analysis assesses the heterogeneity of factors linked with happiness among single Americans who are just entering adulthood, highlighting a particularly strong link between happiness and satisfying friendships. Lisa Walsh of the University of California, Los Angeles, U.S., and colleagues present these findings in the open-access journal PLOS ONE on October 2, 2024.


						
Prior research suggests that Americans in their early 20s may be less happy, on average, than at other points in their lives. Meanwhile, a growing percentage of young adults are not in long-term romantic relationships, and researchers are increasingly studying single people as a distinct group, without conventional comparisons to coupled people.

However, few studies have focused on distinct categories of single people, such as younger adults. To better understand these individuals' experiences, Walsh and colleagues analyzed online survey data from 1,073 single American adults aged 18 to 24.

The survey included questions assessing participants' overall happiness as well five predictors of happiness: satisfaction with family, satisfaction with friends, self-esteem, neuroticism, and extraversion. To analyze participants' answers, the researchers applied latent profile analysis, a research approach that assumes individuals fall into diverse subgroups within a population, instead of assuming a more homogeneous population, as traditional approaches often do.

The research team found that the heterogeneity of the young, single adults in their dataset was best represented by dividing them into five subgroups, or profiles, each with distinctive combinations of the five measured predictors, and each corresponding to a different level of happiness.

For instance, people in profile 1 were happiest and had favorable levels of all five predictors, including high friendship satisfaction and low neuroticism. Meanwhile, people in profile 5, who were least happy, had unfavorable levels of all five predictors. Higher scores on some of the five predictors appeared to offset lower scores on others, with friendship satisfaction being particularly strongly linked to participants' happiness.

On the basis of their findings, the researchers suggest that young, single adults might benefit from deliberately creating meaningful, long-term friendships. However, they note that further research is needed to clarify any cause-effect relationship between happiness and the five predictors they studied.

The authors add: "One of the standout findings from our study is how deeply friendships shape happiness for single emerging adults. We found that singles who were satisfied with their friendships tended to be happy with their lives, while those dissatisfied with their friendships were less happy. In short, the quality of your friendships is a key factor for your well-being, especially if you're single."
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Storms, floods, landslides associated with intimate partner violence against women two years later | ScienceDaily
Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a study published October 2 in the open-access journal PLOS Climate by Jenevieve Mannell from University College London and colleagues.


						
Low- and middle-income countries are disproportionately impacted by climate change's acute (e.g., flooding) and chronic (e.g., rising sea levels) effects. Countries undergoing climate shocks are more likely to see increased intimate partner violence against women, possibly because climate disasters reaffirm the gender-based economic disparities.

Mannell and colleagues analyzed 363 nationally representative surveys from 156 countries to estimate the prevalence of intimate partner violence, defined as physical or sexual violence against a woman from her partner in the last year. Each survey represented one year of data for its respective country encompassing 1993-2019. Most countries had five or fewer years represented.

The researchers analyzed this data against climate shock data from the Emergency Events Database, filtering for eight events linked to climate change: earthquakes, volcanoes, landslides, extreme temperatures, droughts, floods, storms and wildfires.

They observed a lagged association between landslides, storms and floods (together, a hydro-meteorological climate variable) and intimate partner violence, with the association taking place two years following the climate event.

The researchers observed that this climate variable had a similar magnitude of effect on intimate partner violence to GDP, suggesting that "the association ... may be similar to economic drivers of violence." Higher GDPs were generally associated with fewer instances of intimate partner violence.

These results have implications for future environmental policies designed to mitigate the social and health impacts of climate change and "progress current efforts to ... consider the enormous implications of climate-related [intimate partner violence] on women's lives."

The researchers encourage investigation into the differences between types of intimate partner violence as associated with climate events, long-term versus short-term impact and distinctions among countries and regions.

The authors add: "Recognizing the impacts that climate change has on intimate partner violence is critical, and countries can address this by implementing it into their Nationally Defined Contributions (NDCs) in support of The Paris Agreement."
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As temperatures rise, researchers identify mechanisms behind plant response to warming | ScienceDaily
Microscopic pores on the surface of leaves called stomata help plants "breathe" by controlling how much water they lose to evaporation. These stomatal pores also enable and control carbon dioxide intake for photosynthesis and growth.


						
As far back as the 19th century, scientists have known that plants increase their stomatal pore openings to transpire, or "sweat," by sending water vapor through stomata to cool off. Today, with global temperatures and heat waves on the rise, widening stomatal pores are considered a key mechanism that can minimize heat damage to plants.

But for more than a century, plant biologists have lacked a full accounting of the genetic and molecular mechanisms behind increased stomatal "breathing" and transpiration processes in response to elevated temperatures.

University of California San Diego School of Biological Sciences PhD student Nattiwong Pankasem and Professor Julian Schroeder have constructed a detailed picture of these mechanisms. Their findings, published in the journal New Phytologist, identify two paths that plants use to handle rising temperatures.

"With increasing global temperatures, there's obviously a threat to agriculture with the impact of heat waves," said Schroeder. "This research describes the discovery that rising temperatures cause stomatal opening by one genetic pathway (mechanism), but if the heat steps up even further, then there's another mechanism that kicks in to increase stomatal opening."

For decades, scientists struggled to find a clear method to decipher the mechanisms underlying rising temperature-mediated stomatal openings due to the intricate measurement processes required. The difficulty is rooted in the complex mechanics involved in setting air humidity (also known as the vapor pressure difference, or VPD) to constant values while the temperature increases, and the trickiness of picking apart temperature and humidity responses.

Pankasem helped solve this problem by developing a novel approach for clamping the VPD of leaves to fixed values under increasing temperatures. He then teased out the genetic mechanisms of a range of stomatal temperature responses, including factors such as blue-light sensors, drought hormones, carbon dioxide sensors and temperature-sensitive proteins.




Important for this research was a new generation gas exchange analyzer that allows improved control of the VPD (clamping the VPD to fixed values). Researchers can now conduct experiments that elucidate the temperature effects on stomatal opening without the need to remove leaves from whole living plants.

The results revealed that the stomatal warming response is dictated by a mechanism found across plant lineages. In this study, Pankasem investigated the genetic mechanisms of two plant species, Arabidopsis thaliana, a well-studied weed species and Brachypodium distachyon, a flowering plant that is related to major grain crops such as wheat, maize and rice, representing an opportune model for these crops.

The researchers found that carbon dioxide sensors are a central player in the stomatal warming-cooling responses. Carbon dioxide sensors detect when leaves undergo rapid warming. This starts an increase in photosynthesis in the warming leaves, which results in a reduction in carbon dioxide. This then initiates the stomatal pores to open, allowing plants to benefit from the increase in carbon dioxide intake.

Interestingly, the study also found a second heat response pathway. Under extreme heat, photosynthesis in plants is stressed and declines and the stomatal heat response was found to bypass the carbon dioxide sensor system and disconnect from normal photosynthesis-driven responses. Instead, the stomata employ a second heat response pathway, not unlike gaining entry through a backdoor to a house, to "sweat" as a cooling mechanism.

"The impact of the second mechanism, in which plants open their stomata without gaining benefits from photosynthesis would result in a reduction in water use efficiency of crop plants," said Pankasem. "Based on our study, plants are likely to demand more water per unit of CO2 taken in. This may have direct implications on irrigation planning for crop production and large-scale effects of increased transpiration of plants in ecosystems on the hydrological cycle in response to global warming."

"This work shows the importance of curiosity-driven, fundamental research in helping to address societal challenges, build resiliency in key areas like agriculture, and, potentially, advance the bioeconomy," said Richard Cyr, a program director in the U.S. National Science Foundation Directorate for Biological Sciences, which partially funded the research. "Further understanding of the molecular complexities that control the basis of stomatal function at higher temperatures could lead to strategies to limit the amount of water needed for farming in the face of global increases in temperature."

With the new details in hand, Pankasem and Schroeder are now working to understand the molecular and genetic mechanisms behind the secondary heat response system.

The coauthors of the study are: Nattiwong Pankasem, Po-Kai Hsu, Bryn Lopez, Peter Franks and Julian Schroeder. The research was funded by the Human Frontier Science Program (RGP0016/2020) and the National Science Foundation (MCB 2401310).
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New method of generating multiple, tunable nanopores could revolutionize membrane technology | ScienceDaily
Nanoporous membranes with atomic-scale holes smaller than one-billionth of a meter have powerful potential for decontaminating polluted water, pulling valuable metal ions from the water, or for osmotic power generators.


						
But these exciting applications have been limited in part by the tedious process of tunneling individual sub-nanometer pores one by one.

"If we are to ever scale up 2D material membranes to be relevant for applications outside the laboratory, the 'one pore at a time' method just isn't feasible," said recent UChicago Pritzker School of Molecular Engineering (PME) PhD graduate Eli Hoenig. "But, even within the confines of laboratory experiment, a nanoporous membrane provides significantly larger signals than a single pore, increasing the sensitivity."

Hoenig is first author of a paper recently published in Nature Communications that found a novel path around this longstanding problem. Under PME Asst. Prof. Chong Liu, the team created a new method of pore generation that builds materials with intentional weak spots, then applies a remote electric field to generate multiple nanoscale pores all at once.

"Our logic is that, if we can pre-design what the material looks like and design where the weak points are, then when we do the pore generation, the field will pick up those weaker points and start to drill holes there first," Liu said.

The strength of weakness

By overlapping a few layers of polycrystalline molybdenum disulfide, the team can control where the crystals met.




"Say I have two perfect crystals. When the two crystals come together, they will not be smoothly just glued together. There's an interface where they start to connect to each other," Liu said. "That's called the grain boundary."

This means they can "pre-pattern" the grain boundaries -- and the pores that will eventually form there -- with a remarkable level of control.

But it isn't just location that can be fine-tuned through this technique. The concentration of the pores and even their sizes can be determined in advance. The team was able to tune the size of the pore from 4 nanometers to smaller than 1 nanometer.

This allows flexibility for engineering water treatment systems, fuel cells or any number of other applications.

"People want to precisely create and confine pores, but usually the method is limited so that you can only create one pore at a time," Liu said. "And so that's why we developed a method to create high-density pores where you are still able to control the precision and size of each individual pore."

While the technique has a number of uses, Hoenig finds the environmental applications most exciting. These include treating water and extracting valuable materials such as the lithium needed for the grid-scale batteries demanded by the world's transition to renewable energy.

"Targeted water decontamination and resource recovery are, at least at this basic science level, two sides of the same coin, and both, to me, are really important," Hoenig said.

Liu said this new paper is an intellectual offshoot of an interdisciplinary collaboration with the battery-focused laboratory of PME Prof. Shirley Meng and PME Asst. Prof. Shuolong Yang's quantum group. Working across academic silos, the three labs previously collaborated to break through a longstanding hurdle in growing quantum qubits on crystals.

"Our three teams are trying to develop precision synthesis techniques, not only for one type of material and not only for one type of material property," Liu said. "Together, we are looking at how we can manipulate a material's composition, structure, and defects to be able to create precise defects and pores."
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New study explores how universities can improve student well-being | ScienceDaily
Historically, a university's primary role has been to ensure students excel academically, but higher education can also change lives by supporting their well-being. Despite growing evidence of the importance of student well-being and an abundance of best practices, most institutions have yet to prioritize it as much as they do enrollment, graduation and grades.


						
A new study led by University of Maine researchers provides guidance on how institutions can support and enhance student well-being, and breaks down the various benefits for learners during and beyond their university career. It was published in PNAS Nexus, the sibling journal of the Proceedings of the National Academy of Sciences (PNAS), the academy's flagship publication.

The study defines well-being as a combined sense of belonging, agency, purpose, identity, civic engagement and financial stability. Citing a long-term investigation by Gallup Inc. and Purdue University, researchers identified key student experiences that result in improved well-being later in life: working at a job or internship; conducting a project that takes a semester or longer to complete; extensively participating in extracurricular activities; and having at least one professor who either personally cares about their students, encourages them to pursue their goals or makes them excited to learn.

"There is a growing recognition of the importance of affective student outcomes such as sense of belonging and agency, as well as a wealth of evidence showing that student-centered practices can meaningfully support these. We hope that this perspective paper will encourage other educators to consider how to support well-being in their own learning context," said Holly White, lead researcher and a Ph.D. student in ecology and environmental sciences. "Plus, there are some really cool initiatives happening at universities around the U.S. that we wanted to share widely!"

Researchers identified six guiding principles for improving student well-being:
    	Embedding well-being into curricula for broader, more accessible adoption.
    	Having each initiative only focus on one or two aspects of well-being, making it easier to create instruction that can also be more immersive.
    	Tailoring initiatives to the student body and university culture.
    	Securing buy-in from faculty.
    	Ensuring new offerings are accessible and don't create additional financial burden for students.
    	Employing an iterative assessment framework at the beginning to make it easier to change or scale up a program.

These guiding principles were determined in part by examining "exemplar efforts to support well-being in undergraduate education" -- all varying in scope and level of instruction -- from six universities across the nation.

Among them are Research Learning Experiences (RLEs) developed as part of UMS TRANSFORMS, a multifaceted initiative from the University of Maine System led by a $320 million investment from the Harold Alfond Foundation in Maine's public universities. First piloted at UMaine and now available System-wide, these semester-long courses allow first-year students to engage in research and other inquiry-based learning at the start of their college career. Many feature small class sizes and summer bridge experiences, and cost the same as any other credit-bearing course.




According to researchers, RLEs encourage "peer relationships and sense of belonging, as well as fostering agency, purpose and identity through enriching research experiences." When evaluating the benefits of RLEs on the more than 1,000 students who have participated in them since their introduction in 2021, preliminary data shows significant improvement in their self-identification as researchers, ability to reflect on new information and sense of belonging.

"A unique feature of our Research Learning Experiences (RLEs) is that they are open to all entering first-year students, no matter what prior experiences students may or may not have had. Our early results on the positive impact of RLEs on overall student well-being is very encouraging," said John Volin, study co-author and UMaine executive vice president of academic affairs and provost.

Other exemplary efforts to improve various aspects student well-being include Purposeful Work at Bates College, Digital Storytelling at the University of Michigan-Dearborn, Quest at the University of Florida, the Design Your Life engineering course at Stanford University and the incorporation of civic and ethical engagement into curricula at Wake Forest University.

"I think it's really important to recognize that we can support well-being and student learning, it doesn't have to be one or the other," White said.

To gather more insight into these student experiences and enhance their ability to support well-being, researchers recommend more in-depth reviews of existing programs and further studies into the optimal times for assessing and collecting data on them, how decisions regarding their design are made and the funding requirements to support them.

"It's interesting that while all six exemplar efforts highlighted in this article approach well-being with different best practices, each institution provides their opportunities at scale for all students, and they implement ongoing assessment so as to continually improve upon them. Both are key elements to be sure all students can benefit from these programs that focus on overall student well-being and future career satisfaction," Volin said.

In addition to White and Volin, the study was co-authored by Debra Allen, assistant provost of institutional research and assessment; Keith Buffinton from Bucknell University; Richard Miller from Olin College of Engineering; and Marjorie Malpiede and Dana Humphrey from the Coalition for Transformational Education.
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Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation | ScienceDaily
Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery. So, a research team led by the University of Gottingen investigated using cutting-edge techniques. The researchers discovered that the amethyst geodes formed at unexpectedly low crystallisation temperatures of just 15 to 60 degC. Taken with their other results, researchers were able to propose a new model to explain their formation. The research was published in the journal Mineralium Deposita.


						
Amethyst has been mined for over 150 years in the Los Catalanes District of Uruguay, where the research was carried out. This is an area renowned for the deep violet colour and high quality of its gems, as well as magnificent giant geodes sometimes over 5 m high. The deposits here have been recognised as one of the top 100 geological heritage sites in the world, highlighting their scientific and natural value. However, limited knowledge of how these geodes formed has made locating them challenging, relying largely on miners' experience. To address this, researchers conducted extensive geological surveys across more than 30 active mines, analysing geode minerals, geode-hosted water, and groundwater. Using advanced techniques like nucleation-assisted microthermometry of initial one-phase fluid inclusion and triple-oxygen-isotope geochemistry, the team uncovered new insights into how these prized geodes formed. As well as finding that the amethyst geodes formed at unexpectedly low crystallisation temperatures, the researchers also showed that the mineralising fluids had the low levels of salinity and proportion of isotopes consistent with water originating from the natural weather cycle, which probably came from groundwater held in nearby rocks.

"The precision and accuracy of these new techniques, allowed us to estimate with confidence the temperature and composition of the mineralizing fluids," said Fiorella Arduin Rode, lead author and PhD researcher at Gottingen University's Geoscience Centre. "Our findings support the idea that these amethysts crystallised at low temperatures from groundwater-like fluids." The study proposes a model where mineral phases like amethyst crystallise within volcanic cavities in a dark rock known as basalt, influenced by regional variations in temperature in the Earth's crust. Arduin Rode adds, "Understanding the conditions for amethyst formation -- such as the temperature and composition of the mineralising fluid, as well as the silica source, the timing of the mineralisation, and its relationship with the host rocks -- is crucial for unravelling the process. This could significantly improve exploration techniques and lead to sustainable mining strategies in the future."

Funding for this research was provided by Research Grants -- Doctoral Programmes in Germany, 2021/22 -- 57552340 -- Deutscher Akademischer Austauschdienst (DAAD)
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NASA's TESS spots record-breaking stellar triplets | ScienceDaily
Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic "strobe lights" captured by NASA's TESS (Transiting Exoplanet Survey Satellite).


						
The system contains a set of twin stars orbiting each other every 1.8 days, and a third star that circles the pair in just 25 days. The discovery smashes the record for shortest outer orbital period for this type of system, set in 1956, which had a third star orbiting an inner pair in 33 days.

"Thanks to the compact, edge-on configuration of the system, we can measure the orbits, masses, sizes, and temperatures of its stars," said Veselin Kostov, a research scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland, and the SETI Institute in Mountain View, California. "And we can study how the system formed and predict how it may evolve."

A paper, led by Kostov, describing the results was published in The Astrophysical Journal Oct. 2.

Flickers in starlight helped reveal the tight trio, which is located in the constellation Cygnus. The system happens to be almost flat from our perspective. This means the stars each cross right in front of, or eclipse, each other as they orbit. When that happens, the nearer star blocks some of the farther star's light.

Using machine learning, scientists filtered through enormous sets of starlight data from TESS to identify patterns of dimming that reveal eclipses. Then, a small team of citizen scientists filtered further, relying on years of experience and informal training to find particularly interesting cases.

These amateur astronomers, who are co-authors on the new study, met as participants in an online citizen science project called Planet Hunters, which was active from 2010 to 2013. The volunteers later teamed up with professional astronomers to create a new collaboration called the Visual Survey Group, which has been active for over a decade.




"We're mainly looking for signatures of compact multi-star systems, unusual pulsating stars in binary systems, and weird objects," said Saul Rappaport, an emeritus professor of physics at MIT in Cambridge. Rappaport co-authored the paper and has helped lead the Visual Survey Group for more than a decade. "It's exciting to identify a system like this because they're rarely found, but they may be more common than current tallies suggest." Many more likely speckle our galaxy, waiting to be discovered.

Partly because the stars in the newfound system orbit in nearly the same plane, scientists say it's likely very stable despite their tight configuration (the trio's orbits fit within a smaller area than Mercury's orbit around the Sun). Each star's gravity doesn't perturb the others too much, like they could if their orbits were tilted in different directions.

But while their orbits will likely remain stable for millions of years, "no one lives here," Rappaport said. "We think the stars formed together from the same growth process, which would have disrupted planets from forming very closely around any of the stars." The exception could be a distant planet orbiting the three stars as if they were one.

As the inner stars age, they will expand and ultimately merge, triggering a supernova explosion in around 20 to 40 million years.

In the meantime, astronomers are hunting for triple stars with even shorter orbits. That's hard to do with current technology, but a new tool is on the way.

Images from NASA's upcoming Nancy Grace Roman Space Telescope will be much more detailed than TESS's. The same area of the sky covered by a single TESS pixel will fit more than 36,000 Roman pixels. And while TESS took a wide, shallow look at the entire sky, Roman will pierce deep into the heart of our galaxy where stars crowd together, providing a core sample rather than skimming the whole surface.




"We don't know much about a lot of the stars in the center of the galaxy except for the brightest ones," said Brian Powell, a co-author and data scientist at Goddard. "Roman's high-resolution view will help us measure light from stars that usually blur together, providing the best look yet at the nature of star systems in our galaxy."

And since Roman will monitor light from hundreds of millions of stars as part of one of its main surveys, it will help astronomers find more triple star systems in which all the stars eclipse each other.

"We're curious why we haven't found star systems like these with even shorter outer orbital periods," said Powell. "Roman should help us find them and bring us closer to figuring out what their limits might be."

Roman could also find eclipsing stars bound together in even larger groups -- half a dozen, or perhaps even more all orbiting each other like bees buzzing around a hive.

"Before scientists discovered triply eclipsing triple star systems, we didn't expect them to be out there," said co-author Tamas Borkovits, a senior research fellow at the Baja Observatory of The University of Szeged in Hungary. "But once we found them, we thought, well why not? Roman, too, may reveal never-before-seen categories of systems and objects that will surprise astronomers."
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Neuroscience breakthrough: Entire brain of adult fruit fly mapped | ScienceDaily
A Princeton-led team of scientists has built the first neuron-by-neuron and synapse-by-synapse roadmap through the brain of an adult fruit fly (Drosophila melanogaster), marking a major milestone in the study of brains. This research is the flagship article in the Oct. 2 special issue of Nature, which is devoted to the new fruit fly "connectome."


						
Previous researchers mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and roughly 50 million synapses connecting them.

Fruit flies share 60% of human DNA, and three in four human genetic diseases have a parallel in fruit flies. Understanding the brains of fruit flies is a steppingstone to understanding brains of larger more complex species, like humans.

"This is a major achievement," said Mala Murthy, director of the Princeton Neuroscience Institute and, with Sebastian Seung, co-leader of the research team. "There is no other full brain connectome for an adult animal of this complexity." Murthy is also Princeton's Karol and Marnie Marcin '96 Professor of Neuroscience.

Princeton's Seung and Murthy are co-senior authors on the flagship paper of the Nature issue, which includes a suite of nine related papers with overlapping sets of authors, led by researchers from Princeton University, the University of Vermont, the University of Cambridge, the University of California-Berkeley, UC-Santa Barbara, Freie Universitat-Berlin, and the Max Planck Florida Institute for Neuroscience. The work was funded in part by the NIH's BRAIN Initiative, the Princeton Neuroscience Institute's Bezos Center for Neural Circuit Dynamics and McDonnell Center for Systems Neuroscience, and other public and private neuroscience institutes and funds, listed at the end of this document.

The map was developed by the FlyWire Consortium, which is based at Princeton University and made up of teams in more than 76 laboratories with 287 researchers around the world as well as volunteer gamers.

Sven Dorkenwald, the lead author on the flagship Nature paper, spearheaded the FlyWire Consortium.




"What we built is, in many ways, an atlas," said Dorkenwald, a 2023 Ph.D. graduate of Princeton now at the University of Washington and the Allen Institute for Brain Science. "Just like you wouldn't want to drive to a new place without Google Maps, you don't want to explore the brain without a map. What we have done is build an atlas of the brain, and added annotations for all the businesses, the buildings, the street names. With this, researchers are now equipped to thoughtfully navigate the brain as we try to understand it."

And just like a map that traces out every tiny alley as well as every superhighway, the fly connectome shows connections within the fruit fly brain at every scale.

The map was built from 21 million images taken of a female fruit fly brain by a team of scientists led by Davi Bock, then at the Howard Hughes Medical Institute's Janelia Research Campus and now at the University of Vermont. Using an AI model built by researchers and software engineers working with Princeton's Sebastian Seung, the lumps and blobs in those images were turned into a labeled, three-dimensional map. Instead of keeping their data confidential, the researchers opened their in-progress neural map to the scientific community from the beginning.

"Mapping the whole brain has been made possible by advances in AI computing. It would have not been possible to reconstruct the entire wiring diagram manually. This is a display of how AI can move neuroscience forward,' said Prof. Sebastian Seung, one of the co-leaders of the research and Princeton's Evnin Professor in Neuroscience and a professor of computer science.

"Now that we have this brain map, we can close the loop on which neurons relate to which behaviors," said Dorkenwald.

The development could lead to tailored treatments to brain diseases.

"In many respects, it (the brain) is more powerful than any human-made computer, yet for the most part we still do not understand its underlying logic," said John Ngai, director of the U.S. National Institutes of Health's BRAIN Initiative, which provided partial funding for the FlyWire project. "Without a detailed understanding of how neurons connect with one another, we won't have a basic understanding of what goes right in a healthy brain or what goes wrong in disease."
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Bottlenose dolphins 'smile' at each other while playing | ScienceDaily
Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research publishing October 2 in the Cell Press journal iScience shows that bottlenose dolphins (Tursiops truncates) use the "open mouth" facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a "smile," they responded in kind 33% of the time.


						
"We've uncovered the presence of a distinct facial display, the open mouth, in bottlenose dolphins, and we showed that dolphins are also able to mirror others' facial expression," says senior author and evolutionary biologist Elisabetta Palagi of the University of Pisa. "Open-mouth signals and rapid mimicry appear repeatedly across the mammal family tree, which suggests that visual communication has played a crucial role in shaping complex social interactions, not only in dolphins but in many species over time."

Dolphin play can include acrobatics, surfing, playing with objects, chasing, and playfighting, and it's important that these activities aren't misinterpreted as aggression. Other mammals use facial expressions to communicate playfulness, but whether marine mammals also use facial expressions to signal playtime hasn't been previously explored.

"The open mouth gesture likely evolved from the biting action, breaking down the biting sequence to leave only the 'intention to bite' without contact," says Palagi. "The relaxed open mouth, seen in social carnivores, monkeys' play faces, and even human laughter, is a universal sign of playfulness, helping animals -- and us -- signal fun and avoid conflict."

To investigate whether dolphins visually communicate playfulness, the researchers recorded captive bottlenose dolphins while they were playing in pairs and while they were playing freely with their human trainers.

They showed that dolphins frequently use the open mouth expression when playing with other dolphins, but they don't seem to use it when playing with humans or when they're playing by themselves. While only one open mouth event was recorded during solitary play, the researchers recorded a total of 1,288 open mouth events during social play sessions, and 92% of these events occurred during dolphin-dolphin play sessions. Dolphins were also more likely to assume the open mouth expression when their faces were in the field of view of their playmate -- 89% of recorded open mouth expressions were emitted in this context -- and when this "smile" was perceived, the playmate smiled back 33% of the time.

"Some may argue that dolphins are merely mimicking each other's open mouth expressions by chance, given they're often involved in the same activity or context, but this doesn't explain why the probability of mimicking another dolphin's open mouth within 1 second is 13 times higher when the receiver actually sees the original expression," says Palagi. "This rate of mimicry in dolphins is consistent with what's been observed in certain carnivores, such as meerkats and sun bears."

The researchers didn't record the dolphins' acoustic signals during playtime, and they say that future studies should investigate the possible role of vocalizations and tactile signals during playful interactions.

"Future research should dive into eye-tracking to explore how dolphins see their world and utilize acoustic signals in their multimodal communication during play," says corresponding author and zoologist Livio Favaro. "Dolphins have developed one of the most intricate vocal systems in the animal world, but sound can also expose them to predators or eavesdroppers. When dolphins play together, a mix of whistling and visual cues helps them cooperate and achieve goals, a strategy particularly useful during social play when they're less on guard for predators."
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Scientists create flies that stop when exposed to red light | ScienceDaily
Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists at Max Planck Florida Institute for Neuroscience have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.


						
The power of Drosophila to understand complex behaviors

Halting is a critical action essential for almost all animal behaviors. When foraging, an animal must stop when it detects food to eat; when dirty, it must stop to groom itself. The ability to stop, while seemingly simple, has not been well understood as it involves complex interactions with competing behaviors like walking.

Max Planck Florida scientist Dr. Salil Bidaye is an expert in using the powerful research model Drosophila Melanogaster (aka the fruit fly) to understand how neural circuit activity leads to precise and complex behaviors such as navigating through an environment. Having previously identified neurons critical for forward, backward, and turning locomotion, Dr. Bidaye and his team turned to stopping.

"Purposeful movement through the world relies on halting at the correct time as much as walking. It is central to important behaviors like eating, mating, and avoiding harm. We were interested in understanding how the brain controls halting and where halting signals override signals for walking," said Bidaye.

Taking advantage of the fruit fly's power as a research model, including the animal's simplified nervous system, short lifespan, and large offspring numbers, Bidaye and his team used a genetic screen to identify neurons that initiate stopping. Using optogenetics to activate specific neurons by shining a red light, the researchers turned on small groups of neurons to see which caused freely walking flies to stop.

Two mechanisms for stopping

Three unique neuron types, named Foxglove, Bluebell, and Brake, caused the flies to stop when activated. Through careful and precise analysis, the scientists determined that the flies' stopping mechanisms differed depending on which neuron was active. Foxglove and Bluebell neurons inhibited forward walking and turning, respectively, while Brake neurons overrode all walking commands and enhanced leg-joint resistance.




"Our research team's diverse expertise was critical in analyzing precise stopping mechanisms. Each team member contributed to our understanding by approaching the question through different methods, including leg movement analysis, imaging of neural activity, and computational modeling," credits Bidaye. "Further, large research collaborations spanning multiple labs and countries have recently mapped the connections between all the neurons in the fly brain and nerve cord. These wiring diagrams guided our experiments and understanding of the neural circuitry and mechanisms of halting."

The research team, consisting of scientists from Max Planck Florida, Florida Atlantic University, University of Cambridge, University of California, Berkeley and the MRC Laboratory of Molecular Biology, combined the data from the wiring diagrams and these multiple approaches to gain a holistic understanding of the behavioral, muscular, and neuronal mechanisms that induced the fly's halting. They found that activating these different neurons did not stop the flies in the same way but used unique mechanisms, which they named 'Walk-OFF' and 'Brake'.

As the name implies, the "Walk-OFF" mechanism works by turning off neurons that drive walking, similar to removing your foot from the gas pedal of a car. This mechanism, used by the Foxglove and Bluebell neurons, relies on the inhibitory neurotransmitter GABA to suppress neurons in the brain that induce walking.

The "Brake" mechanism, on the other hand, employed by the excitatory cholinergic Brake neurons in nerve cord, actively prevents stepping by increasing the resistance at the leg joints and providing postural stability. This mechanism is similar to stepping on the brake in your car to actively stop the wheels from turning. And just as you would remove your foot from the gas to step on the brake, the "Brake" mechanism also inhibits walking-promotion neurons in addition to preventing stepping.

Lead researcher on the project Neha Sapkal, describes the team's excitement in discovering the "Brake" mechanism. "Whereas the 'Walk-Off' mechanism was similar to stopping mechanisms identified in other animal models, the 'Brake' mechanism was completely new and caused such robust stopping in the fly. We were immediately interested in understanding how and when the fly would use these different mechanisms."

Context-specific activation of halt mechanisms

To determine when the fly might use the "Walk-OFF" and "Brake" mechanisms, the team again took multiple approaches, including predictive modeling based on the wiring diagram of the fly nervous system, recording the activity of halting neurons in the fly, and disrupting the mechanisms in different behavioral scenarios.




Their findings suggested that the two mechanisms were used mutually exclusively in different behavioral contexts and were activated by relevant environmental cues. The "Walk-OFF" mechanism is engaged in the context of feeding and activated by sugar-sensing neurons. On the other hand, the "Brake" mechanism is used during grooming and is predicted to be activated by the sensory information coming from the bristles of the fly.

During grooming the fly must lift several legs and maintain balance. The Brake mechanism provides this stability through the active resistance at joints and increased postural stability of the standing legs. Indeed, when the scientists disrupted the 'Brake' mechanism, flies often tipped over during grooming attempts.

"The fly brain has provided insight into how contextual information engages specific mechanisms of behaviors such as stopping." Bidaye says, "We hope understanding these mechanisms will allow us to identify similar context-specific processes in other animals. In humans, when we stop and lift our foot to adjust our shoe or remove a stone from our tread, we are likely taking advantage of a stabilizing mechanism similar to the Brake mechanism. Understanding context-specific neural circuits and how they work together with other sensory and motor circuits is the key to understanding complex behaviors."
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Hurricanes linked to higher death rates for 15 years after storms pass | ScienceDaily
New research reveals hurricanes and tropical storms in the United States cause a surge of deaths for nearly 15 years after a storm hits.


						
Official government statistics record only the number of individuals killed during these storms, which are together called "tropical cyclones." Usually, these direct deaths, which average 24 per storm in official estimates, occur through drowning or some other type of trauma. But the new analysis, published October 2 in Nature, reveals a larger, hidden death toll in hurricanes' aftermath.

"In any given month, people are dying earlier than they would have if the storm hadn't hit their community," said senior study author Solomon Hsiang, a professor of environmental social sciences at the Stanford Doerr School of Sustainability. "A big storm will hit, and there's all these cascades of effects where cities are rebuilding or households are displaced or social networks are broken. These cascades have serious consequences for public health."

Hsiang and lead study author Rachel Young estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period. Official government statistics put the total death toll from these storms at about 10,000 people.

Hurricane impacts underestimated

The new estimates are based on statistical analysis of data from the 501 tropical cyclones that hit the Atlantic and Gulf coasts from 1930 to 2015, and mortality rates for various populations within each state just before and after each cyclone. The researchers expanded on ideas from a 2014 study from Hsiang showing that tropical cyclones slow economic growth for 15 years, and on a 2018 Harvard study finding that Hurricane Maria caused nearly 5,000 deaths in the three months after the storm hit Puerto Rico -- nearly 70 times the official government count.

"When we started out, we thought that we might see a delayed effect of tropical cyclones on mortality maybe for six months or a year, similar to heat waves," said Young, a postdoctoral scholar at the University of California Berkeley, where she began working on the study as a master's student in Hsiang's lab before he joined Stanford's faculty in July 2024. The results show deaths due to hurricanes persist at much higher rates not only for months but years after floodwaters recede and public attention moves on.




Uneven health burdens

Young and Hsiang's research is the first to suggest that hurricanes are an important driver for the distribution of overall mortality risk across the country. While the study finds that more than 3 in 100 deaths nationwide are related to tropical cyclones, the burden is far higher for certain groups, with Black individuals three times more likely to die after a hurricane than white individuals. This finding puts stark numbers to concerns that many Black communities have raised for years about unequal treatment and experiences they face after natural disasters.

The researchers estimate 25% of infant deaths and 15% of deaths among people aged 1 to 44 in the U.S. are related to tropical cyclones. For these groups, Young and Hsiang write, the added risk from tropical cyclones makes a big difference in overall mortality risk because the group starts from a low baseline mortality rate.

"These are infants born years after a tropical cyclone, so they couldn't have even experienced the event themselves in utero," Young said. "This points to a longer-term economic and maternal health story, where mothers might not have as many resources even years after a disaster than they would have in a world where they never experienced a tropical cyclone."

Adapting in future hazard zones

The long, slow surge of cyclone-related deaths tends to be much higher in places that historically have experienced fewer hurricanes. "Because this long-run effect on mortality has never been documented before, nobody on the ground knew that they should be adapting for this and nobody in the medical community has planned a response," Young said.




The study's results could inform governmental and financial decisions around plans for adapting to climate change, building coastal climate resilience, and improving disaster management, as tropical cyclones are predicted to become more intense with climate change. "With climate change, we expect that tropical cyclones are going to potentially become more hazardous, more damaging, and they're going to change who they hit," said Young.

Toward solutions

Building on the Nature study, Hsiang's Global Policy Laboratory at Stanford is now working to understand why tropical storms and hurricanes cause these deaths over 15 years. The research group integrates economics, data science, and social sciences to answer policy questions that are key to managing planetary resources, often related to impacts from climate change.

With mortality risk from hurricanes, the challenge is to disentangle the complex chains of events that follow a cyclone and can ultimately affect human health -- and then evaluate possible interventions.

These events can be so separated from the initial hazard that even affected individuals and their families may not see the connection. For example, Hsiang and Young write, individuals might use retirement savings to repair property damage, reducing their ability to pay for future health care. Family members might move away, weakening support networks that could be critical for good health down the line. Public spending may shift to focus on immediate recovery needs, at the expense of investments that could otherwise promote long-run health.

"Some solutions might be as simple as communicating to families and governments that, a few years after you allocate money for recovery, maybe you want to think about additional savings for health care-related expenses, particularly for the elderly, communities of color, and mothers or expectant mothers," Young said.
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Scientists decode key mutation in many cancers | ScienceDaily
Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer.


						
A new study from the University of Chicago reveals a previously unknown part of this dance -- one with significant implications for human health.

In the study, published Oct. 2 in Nature, a team of scientists led by UChicago Prof. Chuan He, in collaboration with University of Texas Health Science Center at San Antonio Prof. Mingjiang Xu, found that RNA plays a significant role in how DNA is packaged and stored in your cells, via a gene known as TET2. This pathway also appears to explain a long-standing puzzle about why so many cancers and other disorders involve TET2-related mutations -- and suggests a set of new targets for treatments.

"This represents a conceptual breakthrough," said He, who is the John T. Wilson Distinguished Service Professor in the Department of Chemistry and the Department of Biochemistry and Molecular Biology and an investigator of the Howard Hughes Medical Institute.

"Not only does it offer targets for therapy for several diseases, but we are adding to the grand picture of chromatin regulation in biology," he said. "We hope the real-world impact is going to be very high."

RNA revelations

He's lab has made several discoveries that shook up our picture of how genes are expressed. In 2011, they found that, in addition to modifications to DNA and proteins, modifications to RNA may also control what genes are expressed.




Since then, He and his team have found more and more ways that RNA methylation is fundamentally involved in which genes are turned on and off in both the plant and animal kingdoms.

With this lens, they turned their attention to a gene called TET2. For a long time, we've known that when TET2 or TET2-related genes are mutated, all sorts of problems follow. These mutations occur in 10-60% of different human leukemia cases, and pop up in other types of cancers as well. The problem was that we didn't know why -- which significantly hampers the search for treatments.

The other members of the TET family act on DNA, so for years, researchers had been looking at TET2's effects on DNA. But He's lab found they'd been looking in the wrong place: TET2 actually affects RNA.

When your cells print their own copies of your genetic material, they have to be neatly packaged up and folded for later reference; the packages are known as chromatin. If that doesn't happen correctly, all sorts of issues can follow. It turns out that RNA is a key player in this process, and that its role is controlled by TET2 through a modification process called methylation.

Through a clever set of experiments, removing genes and seeing what happened, the He lab team showed how this works. They found that TET2 controls how often a type of modification known as m5C occurs on certain types of RNA, which attracts a protein known as MBD6, which in turn controls the packaging of chromatin.

When you're an infant and your cells are actively dividing into different types of cells, TET2 loosens up the reins so that chromatin can be more easily accessed and stem cells can turn into other cells. But once you're an adult, TET2 is supposed to tighten up the reins. If that repressing force gets lost, MBD6 has free rein, and havoc can ensue.




"If you have a TET2 mutation, you reopen this growth pathway that could eventually lead to cancer -- especially in the blood and brain, because this pathway looks to be most important in blood and brain development," said He.

As a final confirmation, the team tested human leukemia cells in petri dishes. When the team removed the cells' ability to create MBD6, effectively pulling on the reins, the leukemia cells all died.

'A silver bullet'

The most exciting part of this discovery to cancer researchers is that it gives them a whole new set of targets for drugs.

"What we hope we can get from this is a silver bullet to selectively get rid of just cancer cells, by targeting this specific pathway activated because of TET2 or IDH loss," said He, who is working with UChicago's Polsky Center for Entrepreneurship and Innovation to found a startup company to create just such a drug.

But we also know that TET2 mutations have consequences other than cancer. TET2 mutations also occur in a fraction of all adults older than 70 and contribute to an increased risk of heart disease, stroke, diabetes, and other inflammatory conditions, a condition known as CHIP.

"These patients have TET2 mutant blood cells, but they haven't yet caused cancer," explained Caner Saygin, an oncologist and assistant professor of medicine at the University of Chicago Medicine who specializes in treating CHIP patients and is also working with the He lab on several projects. "But these TET2 mutant cells are more inflammatory, and as they circulate, they cause an increased risk for things like heart, liver, and kidney diseases. Right now, I cannot prescribe anything to these patients because they don't have cancer yet, but if we could eliminate those mutant cells, we could improve their lives."

A radical change

The finding is also a radical change in our understanding of chromatin -- and hence gene expression as a whole.

Previously, we knew that one form of RNA methylation called m6A affects gene expression -- its placement and removal affects the packaging of chromatin, which directs which stretches of DNA are translated into reality.

But if m5C is also in this category, that suggests this is a general mechanism to control chromatin and gene expression, and there could be more. "If there's a second, you could have a third, fourth, fifth," said He. "This says that RNA modification on chromatin is a major mechanism for chromatin and gene transcription regulation. We think this pathway is just the tip of the iceberg."
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How a bacterium becomes a permanent resident in a fungus | ScienceDaily
Endosymbiosis is a fascinating biological phenomenon in which an organism lives inside another. Such an unusual relationship is often beneficial for both parties. Even in our bodies, we find remnants of such cohabitation: mitochondria, the powerhouses of our cells, evolved from an ancient endosymbiosis. Long ago, bacteria entered other cells and stayed. This coexistence laid the foundation for mitochondria and thus the cells of plants, animals, and fungi.


						
What is still poorly understood, however, is how an endosymbiosis as a lifestyle actually arises. A bacterium that more or less accidentally ends up in a completely different host cell generally has a hard time. It needs to survive, multiply, and be passed on to the next generation. Otherwise, it dies out. And to not harm the host, it must not claim too many nutrients for itself and grow too quickly. In other words, if the host and its resident cannot get along, the relationship ends.

To study the beginnings of such a special relationship between two organisms, a team of researchers led by Julia Vorholt, Professor of Microbiology at ETH Zurich, initiated such partnerships in the laboratory. The scientists observed what exactly happens at the beginning of a possible endosymbiosis. They have just published their study in the scientific journal Nature.

Enforcing cohabitation

For this work, Gabriel Giger, a doctoral student in Vorholt's laboratory, first developed a method to inject bacteria into cells of the fungus Rhizopus microsporus without destroying them. He used E. coli bacteria on the one hand and bacteria of the genus Mycetohabitans on the other. The latter are natural endosymbionts of another Rhizopus fungus. For the experiment, however, the researchers used a strain that does not form an endosymbiosis in nature. Giger then observed what happened to the enforced cohabitation under the microscope.

After the injection of the E. coli bacteria, both the fungus and the bacteria continued to grow, the latter eventually so rapidly that the fungus mounted an immune response against the bacteria. The fungus protected itself from the bacteria by encapsulating them. This prevented the bacteria from being passed on to the next generation of fungi.

Bacteria enter the spores

This was not the case with the injected Mycetohabitans bacteria: While the fungus was forming spores, some of the bacteria managed to get into them and thus were passed on to the next generation. "The fact that the bacteria are actually transmitted to the next generation of fungi via the spores was a breakthrough in our research," says Giger.




When the doctoral student allowed the spores with the resident bacteria to germinate, he found that they germinated less frequently and that the young fungi grew more slowly than without them. "The endosymbiosis initially lowered the general fitness of the affected fungi," he explains. Giger continued the experiment over several generations of fungi, deliberately selecting those fungi whose spores contained bacteria. This enabled the fungus to recover and produce more inhabited but viable spores. As the researchers were able to show with genetic analyses, the fungus changed during this experiment and adapted to its resident.

The researchers also found that the resident, together with its host, produced biologically active molecules that could help the host obtain nutrients and defend itself against predators such as nematodes or amoebae. "The initial disadvantage can thus become an advantage," emphasizes Vorholt.

Fragile systems

In their study, the researchers show how fragile early endosymbiotic systems are. "The fact that the host's fitness initially declines could mean the early demise of such a system under natural conditions," says Giger. "For new endosymbioses to arise and stabilize, there needs to be an advantage to living together," says Vorholt. The prerequisite for this is that the prospective resident brings with it properties that favor endosymbiosis. For the host, it is an opportunity to acquire new characteristics in one swoop by incorporating another organism, even if it requires adaptations. "In evolution, endosymbioses have shown how successful they ultimately can become," emphasizes the ETH professor.
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For long COVID, lithium aspartate at low doses is ineffective, but higher doses may be promising, study finds | ScienceDaily
A small University at Buffalo clinical trial has found that at low doses, lithium aspartate is ineffective in treating the fatigue and brain fog that is often a persistent feature of long COVID; however, a supplemental dose-finding study found some evidence that higher doses may be effective.


						
Published in JAMA Network Open on Oct. 2, the study was led by Thomas J. Guttuso, Jr., MD, professor of neurology in the Jacobs School of Medicine and Biomedical Sciences at UB and a physician with UBMD Neurology.

"It's a negative study with a positive twist," Guttuso concludes.

Because long COVID is believed to stem from chronic inflammation and lithium has known anti-inflammatory actions, Guttuso had recommended that a patient of his try low-dose lithium for persistent long COVID symptoms. He was surprised when this patient reported a near full resolution of fatigue and brain fog within a few days of initiating lithium aspartate at 5 milligrams a day.

Relief from symptoms

Based on this single case, Guttuso became interested in lithium aspartate as a potential treatment for long COVID and recommended it to other such patients.

According to Guttuso, 9 of 10 long COVID patients he treated with lithium aspartate 5-15mg a day saw very good benefit in terms of improvements to their fatigue and brain fog symptoms.




"Based on those nine patients, I had high hopes that we would see an effect from this randomized controlled trial," says Guttuso. "But that's the nature of research. Sometimes you are unpleasantly surprised."

The randomized controlled trial showed no benefit from 10-15 milligrams a day of lithium aspartate compared to patients receiving a placebo.

After one patient from the study subsequently increased the lithium aspartate dosage to 40 milligrams a day and experienced a marked reduction in fatigue and brain fog symptoms, Guttuso decided to then conduct a dose-finding study designed to explore if a higher dose of lithium aspartate may be effective.

The three participants who completed the dose-finding study reported greater declines in fatigue and brain fog with the higher dose of 40-45 milligrams per day. This was especially true in the two patients with blood lithium concentrations of 0.18 and 0.49 millimoles per liter (mmol/L) compared to one patient with a level of 0.10mmol/L who saw partial improvements.

"This is a very small number of patients, so these findings can only be seen as preliminary," says Guttuso. "Perhaps achieving higher blood levels of lithium may provide improvements to fatigue and brain fog in long COVID."

Dosage may be too low

He notes that it is possible the randomized controlled trial was ineffective because the dose of lithium aspartate that was used was too low.




"The take-home message is that very low dose lithium aspartate, 10-15 milligrams a day, is ineffective in treating the fatigue and brain fog of long COVID," says Guttuso. "Perhaps we need to do another randomized controlled trial that uses higher lithium aspartate dosages that achieve blood lithium levels of 0.18-0.50mmol/L to determine if they could be effective."

An estimated 17 million people have long COVID in the U.S., and worldwide the number is estimated at 65 million.

"There currently are no evidence-based therapies for long COVID," says Guttuso. He hopes that the National Institutes of Health will view lithium as worth studying through a trial with higher dosages; the NIH is allocating an additional $500 million to study long COVID therapies that appear to be promising.

Guttuso adds that if a subsequent randomized controlled trial finds that higher dosages of lithium aspartate are effective, long COVID patients would still need to discuss taking it with their health care providers; in addition, he says, if they do begin taking it at higher dosages, blood lithium levels should be monitored.

Co-authors with Guttuso are Gregory E. Wilding, PhD, professor, and Jingtao Zhu, research assistant, both of the Department of Biostatistics in the UB School of Public Health and Health Professions.

The UB trial was funded as a pilot project by UB's Clinical and Translational Science Institute.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241002122858.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Insights into KRAS mutations in pancreatic cancers | ScienceDaily
A common mutation in the KRAS gene is associated with improved overall survival in pancreatic ductal adenocarcinoma (PDAC) compared with other variants, in part because the mutation appears to lead to less invasiveness and weaker biological activity, according to a multicenter study conducted at Weill Cornell Medicine, NewYork-Presbyterian, Memorial Sloan Kettering Cancer Center, and other institutions.


						
The research, published August 29 in Cancer Cell, demonstrates that KRAS mutations, which occur in about 95 percent of people who have PDAC, can vary, with KRAS-G12R, KRAS-G12D and KRAS-G12V being the most common alleles, and may provide doctors with valuable information about patient prognosis.

"We found that there are significant differences among these mutations," said senior paper author Dr. Rohit Chandwani, an assistant professor in the departments of surgery and cell and developmental biology, and the Mildred L. and John F. Rasweiler Research Scholar in Cancer Research at Weill Cornell Medicine. Based on this information, "we suggest that clinical guidelines should be revised to recommend routine molecular testing in all patients with pancreatic cancer."

Current National Comprehensive Cancer Network guidelines recommend molecular profiling for patients with later-stage, locally advanced or metastatic pancreatic cancer, but not for early-stage patients that have cancer confined to the pancreas.

Understanding how mutations affect the behavior of pancreatic tumors could potentially help guide treatment, said Dr. Chandwani, who is also a surgical oncologist at NewYork-Presbyterian/Weill Cornell Medical Center.

Dr. Caitlin McIntyre, a fellow at Memorial Sloan Kettering at the time of the study, and Dr. Adrien Grimont, a postdoctoral associate at Weill Cornell Medicine at the time of the study, were co-first authors on the paper.

A Deep Dive into Pancreatic Cancer 

Pancreatic ductal adenocarcinoma accounts for more than 80 percent of pancreatic cancer cases, according to the National Cancer Institute.Overall, pancreatic cancer has a 5-year survival rate of about 13 percent, making it one of the deadliest malignancies. About 66,000 people in the United States will be diagnosed with the disease in 2024, according to the American Cancer Society.




To better understand the outcomes of early and late-stage pancreatic cancer, and their molecular underpinnings, the research team studied deidentified data from 1,360 patients who had pancreatic tumors removed at Memorial Sloan Kettering. Twenty-nine percent had early-stage cancer, meaning the cancer is confined to the pancreas, and 71 percent had late-stage tumors that had spread. Genomic sequencing was conducted in tumors from 397 patients to identify genetic mutations associated with PDAC.

The researchers also evaluated the tumors of 20 patients from NewYork-Presbyterian/Weill Cornell Medical Center and Weill Cornell Medicine using spatial transcriptomics, a sophisticated method for studying where gene expression occurs in the tumor tissue. RNA sequencing was used to study the gene activity in 100 tumors from patients at the Ontario Institute of Cancer Research. Patient consent and privacy was protected in all cases. The investigators then validated their findings on genetic mutations using mouse models.

Variations in KRAS Tumors Affect Outcomes

The researchers found that KRAS-G12D, the most common mutation occurring in 35 percent of study patients, was associated with aggressive cancer and the worst outcomes. The variant was also linked with increased rates of distant recurrence, or metastatic disease arising after an operation to remove a tumor. While further study is needed, patients who had tumors with these types of mutations could potentially benefit from chemotherapy as part of their treatment plan, Dr. Chandwani said.

KRAS-G12V, which occurred in about 30 percent of patients, was associated with better overall survival, as was KRAS-G12R, which was present in 15 percent of patients.

"KRAS-G12R is unique in that it is a mutation that seems to only occur in pancreatic cancer and not in the other cancer types associated with KRAS mutations, such as lung cancer," said Dr. Chandwani, who is also a member of the Sandra and Edward Meyer Cancer Center and the Englander Institute for Precision Medicine at Weill Cornell Medicine.




In addition, KRAS-G12R was associated with increased rates of recurrence in and around where a pancreas resection was performed. Patients whose tumors had this mutation could potentially benefit from radiation, which is a local treatment, to decrease the likelihood of local recurrence. Additional studies are needed to assess this strategy, the investigators noted.

"When we approach treating these patients, we should be aware of their underlying KRAS mutations and aim to base our treatments on a thorough understanding of the patient- and tumor-specific factors that drive associated risk of various clinical outcomes," Dr. Chandwani said. "This is an important next step."

The research reported in this story was supported in part by the National Cancer Institute and the National Institute of Biomedical Imaging and Bioengineering, both part of the National Institutes of Health, through grant numbers U01CA238444 P30CA008748, and R01EB027498.
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.
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Scientists use tiny 'backpacks' on turtle hatchlings to observe their movements | ScienceDaily
New research suggests that green turtle hatchlings 'swim' to the surface of the sand, rather than 'dig', in the period between hatching and emergence. The findings have important implications for conserving a declining turtle population globally.


						
Published today in Proceedings B, scientists from UNSW's School of Biological, Earth and Environmental Sciences, used a small device, known as an accelerometer, to uncover novel findings into the behaviours of hatchlings as they emerge from their nests.

Sea turtle eggs are buried in nests 30 -- 80cm deep. Once hatched, the newborn turtles make their way to the surface of the sand over three to seven days. But because this all happens underground, we have very little understanding of the first few days of a hatchling's life.

The results provided through this novel method revealed that buried hatchlings maintained a head-up orientation and unexpectedly, moved vertically through the sand by rocking forwards and backwards rather than tipping side-to-side as expected with digging.

"When I visualise a hatchling that has just come out of its egg, it is completely in the dark in its surroundings. There's no sign to point which way is up toward the surface -- yet, they will orientate themselves and move upwards regardless," says Mr Davey Dor, who led the study as part of his PhD. "Our initial findings and 'proof' of this new methodology opens the door for so many new questions in sea turtle ecology."

How can you study something underground?

The image of newly hatched baby turtles moving enthusiastically across the sand and into the ocean is somewhat familiar. But what happens before then?




Once they emerge from their eggs, hatchlings move through the sand column and eventually emerge on the surface.

"It was about 64 years ago that the period of turtles hatching from their eggs and coming up to the surface was first observed," says Mr Dor. "And since then, people have tried different techniques to observe this phase, such as using a glass viewing pane to watch the hatchlings, or using microphones to listen to their movement."

Each of these previous techniques has come with limitations which means it has remained difficult to study the first few days of life for turtle hatchlings. "You just don't think about how much work it takes for these tiny hatchlings to swim through the sand in the dark, with almost no oxygen," says Associate Professor Lisa Schwanz. "It happens right under everyone's feet, but we haven't had the technology to really understand what is happening during this time."

So Mr Dor, A/Prof. Lisa Schwanz and Dr. David Booth, from the University of Queensland, set out to explore new ways to observe and research this obscure, little-known process.

Miniature accelerometer backpacks

Accelerometers, which measure changes in speed or direction, have previously been used to study animal movement, behaviours and physiology.




"The simple principle of the type of accelerometer we used is that it measures acceleration from three different angles," says Mr Dor. "So it can measure a change in velocity in a forwards and backwards motion, an up and down motion and a side to side motion."

But until now, an accelerometer hadn't been used in this context.

This research took place on Heron Island, a long-term monitoring nesting site for green turtles in the southern Great Barrier Reef, where nesting season typically runs from December to March.

"After locating the nests, we waited for approximately 60 days for the eggs to develop," says Mr Dor. "Three days before they hatched, we put a device called a hatch detector next to 10 different nests. This unique instrument measures voltage at the nest site and lets us know when the hatchlings had hatched out of their eggs."

As soon as the team became aware that the eggs had hatched, they carefully dug down into the nest, selected the hatchling closest to the surface and attached a light-weight, miniature accelerometer onto the baby turtle, before placing it back. "We then gently layered the sand back in the way it was found," says Mr Dor.

It was then a waiting game to see when the hatchlings emerged. "We checked the nest site every three hours and when they did finally emerge, we retrieved the accelerometer from the hatchling carrying it."

The accelerometer provided new data on the direction, speed and time it took for the ten hatchlings to emerge. "We analysed the data and found that hatchlings show amazingly consistent head-up orientation -- despite being in the complete dark, surrounded by sand," says Mr Dor. "We found that their movement and resting periods are generally quite short, that they move as if they were swimming rather than digging, and that as they approach the surface of the sand, they restrict their movement to nighttime," says Mr Dor.

Conservation and nest intervention

Sea turtle populations are in decline in many parts of the world, with several species listed as endangered. The nesting phase is a major vulnerability for turtle populations and as a result, conservation management often focuses on nest intervention, including relocation, shading and watering.

Nest relocation has been used widely around the world for many years and the practice is expected to continue as the effects of climate change and rising sea levels are affecting turtle nesting. However, factors such as moisture and temperatures in the nest, which can vary when a nest is moved, can impact important performance traits of hatchlings, including their speed and movement.

"Altering nest characteristics, such as substrate moisture and depth, could have consequences for hatchlings that we currently don't understand," says Mr Dor. "This means knowledge of hatchling behaviour in the sand column -- and its links to offspring success -- is key to future conservation practices."

While we know that in the scramble across the sand to the water, hatchlings are at great risk from predators, "it's also true that some hatchlings don't even make it to that point," says A/Prof. Schwanz. "We have so little knowledge of what makes one hatchling successfully emerge while another doesn't, so it's really important that we figure out what might contribute to this."

Opening the door to further research

The latest publication confirms that using accelerometers to monitor hatchlings provides many benefits, including data of movement and behaviours, and crucially, the ability to study turtles when our visibility of them is limited.

These findings have also provided new insights and changed previous assumptions about hatchlings' earliest days in the sand.

"There are lots of factors that we don't really understand because we haven't been able to observe this stage of their lives, but we hope this will change as a result of this new method, particularly in answering questions about best conservation practices," says Mr Dor.

The following summer, Mr Dor returned to Heron Island to put accelerometers on multiple hatchlings in a single nest. "So using the next year's data, we'll get a sense of how coordinated the nests are, because there is a theory about whether the turtles coordinate their movements, or if they have a division of labour," says A/Prof. Schwanz.
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Closer look at New Jersey earthquake rupture could explain shaking reports | ScienceDaily
The magnitude 4.8 Tewksbury earthquake surprised millions of people on the U.S. East Coast who felt the shaking from this largest instrumentally recorded earthquake in New Jersey since 1900.


						
But researchers noted something else unusual about the earthquake: why did so many people 40 miles away in New York City report strong shaking, while damage near the earthquake's epicenter appeared minimal?

In a paper published in The Seismic Record, YoungHee Kim of Seoul National University and colleagues show how the earthquake's rupture direction may have affected who felt the strongest shaking on 5 April.

Kim and her colleague and co-author Won-Young Kim of Lamont-Doherty Earth Observatory of Columbia University became curious about the strange pattern of shaking after visiting the epicenter area of the earthquake just eight hours after the mainshock.

"We expected some property damages -- chimneys knocked down, walls cracked or plasters fallen to the ground -- but there were no obvious signs of property damages," the researchers said in an email. "Police officers within a couple of kilometers from the reported epicenter calmly talked about the shaking from the mainshock. It was a surprising response by the people and houses for a magnitude 4.8 earthquake in the region."

"This contrasted with the wide and huge response from the residents in and around the New York City area, some 65 kilometers from the epicenter," they added.

The earthquake garnered more than 180,000 felt reports -- the largest number ever for a single earthquake received by the U.S. Geological Survey's "Did You Feel It?" app and website, according to a second paper published in The Seismic Record by USGS seismologist Oliver Boyd and colleagues.




Boyd and colleagues said the earthquake was felt by an estimated 42 million people between Virginia and Maine.

The reports from people southwest of the epicenter, toward Washington, D.C., indicated "weak" shaking on the scale that the USGS uses to measure an earthquake's intensity, while people reporting from northeast of the epicenter felt "light to moderate" shaking.

Based on previous models of magnitude and earthquake intensity developed for the eastern U.S., however, a magnitude 4.8 earthquake should produce very strong shaking within about 10 kilometers or about six miles from its epicenter.

With this pattern in mind, Kim and colleagues wanted to look closer at the directivity of the earthquake's rupture. To model the rupture, they turned to a kind of seismic wave called Lg waves, due to the lack of nearby seismic observation at the time of the mainshock. Lg waves are shear waves that bounce back and forth within the crust between the Earth's surface and the boundary between the crust and mantle.

The resulting model indicated the earthquake rupture had propagated toward the east-northeast and down on an east-dipping fault plane. The direction of the rupture might have funneled the earthquake's shaking away from its epicenter and toward the northeast, the researchers concluded.

In general, earthquakes in the northeastern U.S. take place as thrust faulting along north-south trending faults. The New Jersey earthquake is unusual, Kim and colleagues noted, because it appears to have been a combination of a thrust and strike-slip mechanism along a possible north-northeast trending fault plane.




"Earthquakes in the eastern North America usually occur along the pre-existing zone of weakness -- that is, existing faults," the researchers explained. "In the Tewksbury area, a hidden fault plane trending north-northeast and dipping moderately can be mapped from the numerous small aftershocks detected and located" after the Tewksbury mainshock.

Boyd and colleagues noted that some damage was documented by a reconnaissance team deployed by the Geotechnical Extreme Events Reconnaissance Association and the National Institute of Standards and Technology. Along with cracks in drywall and objects falling from shelves, the team documented the partial collapse of the stone facade of Taylor's Mill, a pre-Revolutionary War structure near the town of Lebanon, New Jersey.

The researchers have not yet attributed the earthquake to a particular fault but the locations of the mainshock and aftershocks suggest that the area's well-known Ramapo fault system was not active during the earthquake.

The findings could "help us identify new earthquake sources and rethink how stress and strain are being accommodated in the eastern United States," Boyd said.

He noted that some seismometers that were rapidly deployed to the region by the USGS will remain in place for at least five months.

"This can help us study, for example, mechanisms related to how the crust responds to the stress of a mainshock in the region, and how productive aftershock sequences can be in the eastern United States," Boyd explained.

"Good station coverage can also allow us to observe how earthquake ground motions vary across the region as a function of magnitude, epicentral distance, and Earth structure. And each of these examples can help us better appreciate potential seismic hazards."
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Snakes in the city: Ten years of wildlife rescues reveal insights into human-reptile interactions | ScienceDaily
A new analysis of a decade-long collection of wildlife rescue records in NSW has delivered new insights into how humans and reptiles interact in urban environments.


						
Researchers from Macquarie University worked with scientists from Charles Darwin University, and the NSW Department of Climate Change, Energy, the Environment and Water to analyse over 37,000 records of snake and lizard rescues in the Greater Sydney region between 2011 and 2021.

Their study, Interactions between reptiles and people: a perspective from wildlife rehabilitation records is published in the journal Royal Society Open Science on Wednesday 2 October.

Lead author Teagan Pyne, a Masters of Conservation Biology graduate at Macquarie University, says the data has enabled her team to collate a unique set of perspectives on human-wildlife interactions in urban areas.

"The paper highlights how wildlife rescue patterns reflect public perceptions of different animals," she says.

"The larger reptiles grab people's attention, because of fear or because they are considered a nuisance, unlike wild mammals or birds which are typically rescued when they are injured," says Pyne.

"In contrast, common small reptiles like garden skinks barely feature in our data, not because they're rare, but because people simply don't notice or report them."

Increased human interactions




Corresponding author, conservation biologist Dr Chris Jolly from the School of Natural Sciences at Macquarie University, says the research offers a timely insight into human interactions with urban wildlife through the lens of reptile rescues.

"As urbanisation expands globally, human-wildlife interactions will inevitably increase," Dr Jolly says. "This study helps us understand the patterns behind these interactions."

Australia's largest city -- Sydney -- is teeming with scaled life, and Dr Jolly says the surprising abundance of large reptiles can be partly attributed to the city's retention of extensive tracts of bushland, benefiting native wildlife.

"The natural landscape of Sydney, with its waterways and undulating hills, means that we have the joy of having reptiles, such as eastern blue tongue lizards, in our backyards in suburbia," he says.

Size matters 

The study found a clear bias towards larger reptiles in rescue records, with two species accounting for almost two-thirds of all reptile rescues.




These are the sleekly beautiful but highly venomous red-bellied black snake, and the eastern blue-tongue lizard, often considered a harmless garden companion.

"Wildlife rehabilitators get calls to rescue injured animals, and they often save injured blue-tongue lizards," Dr Jolly says.

"But our data shows the most common reason for reptile rescue is 'unsuitable environment' -- often code for removing snakes from backyards."

Another pattern apparent in reptile rescues was seasonal, with numbers tripling between August and September at the start of the Australian spring. Spatial patterns saw rescues concentrated in areas of denser human population and along major roads.

But while reptile activity varies with seasons, so does human activity; and Dr Jolly says that wildlife rescue data is driven by the combination of reptile activity and people's behaviour and their locations.

Still, despite the vast numbers of reptiles living throughout urbanised Sydney, including plenty of large, highly venomous snakes -- very few snake bites are recorded.

"People call up to get venomous snakes removed because they fear them, but public awareness also means people wear shoes when they go outside and they know which snakes are venomous and which are not," Dr Jolly says.

Senior author Professor Rick Shine says the team compared the data with a similar survey conducted 20 years earlier.

"Even though rescue numbers had increased tenfold, the same large-bodied species continue to dominate reptile rescue records," Professor Shine says.

He says wildlife rescue datasets are a remarkable resource that can give valuable insights into human-wildlife interactions and complement traditional survey techniques.

The researchers also highlight the potential for wildlife rescue data to inform targeted public education campaigns and management strategies, particularly around seasonal snake activity and roadkill prevention.
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Discovery of promising electrolyte for all-solid-state batteries | ScienceDaily
Often overlooked, rechargeable batteries play an important part in contemporary life, powering small devices like smartphones to larger ones like electric vehicles. The keys to creating sustainable rechargeable batteries include having them hold their charge longer, giving them a longer life with more charging cycles, and making them safer. Which is why there is so much promise in all-solid-state batteries.


						
The problem so far is discovering which solid electrolytes offer such potential advantages.

In a step toward that goal, an Osaka Metropolitan University research group led by Assistant Professor Kota Motohashi, Associate Professor Atsushi Sakuda, and Professor Akitoshi Hayashi of the Graduate School of Engineering has developed an electrolyte with high conductivity, formability, and electrochemical stability.

The group achieved high conductivity at room temperature by adding Ta2O5 (tantalum pentoxide) to the previously developed solid electrolyte NaTaCl6, a combination of tantalum chloride and sodium chloride.

The discovered solid electrolyte, Na2.25TaCl4.75O1.25, also has a higher electrochemical stability than conventional chlorides and superior mechanical properties.

"The results of this research are expected to make a significant contribution to the development of composite solid electrolytes, in addition to the glass and crystal solid electrolytes that have been developed to date," Professor Motohashi suggested. "We will now be focusing on elucidating the ionic conduction mechanism of composite solid electrolytes and further developing materials."
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Dementia diagnostic markers change with time of day | ScienceDaily
The time of day when blood is taken can affect the results of tests for diagnosing dementia, according to new research led by the University of Surrey.


						
Researchers found that the biomarkers used to diagnose Alzheimer's, including a promising marker for early diagnosis of the condition, varied significantly depending on the time of day. Biomarker levels were at their lowest in the morning when participants woke and highest in the evening.

The p-tau217 biomarker, which could help with early diagnosis of dementia, showed big differences depending on the time of day. Researchers discovered that the variation between morning and evening levels was similar to the changes seen in people whose mild memory problems get worse over a year.

Dr Ciro della Monica, research fellow at the Surrey Sleep Research Centre at the University of Surrey and first author of the publication, said:

"This work shows the importance of considering the time of day when taking clinical diagnostic samples and how the clinical picture for an individual may be affected by varying sample times. By standardising the time of day that a sample is taken, the diagnosis of dementia and tracking disease progression can become more accurate."

The study looked at 38 participants living with mild Alzheimer's, their caregivers and health controls while they were residents at the Surrey Sleep Research Centre, which is part of the UK Dementia Research Institute's (UK DRI) Care Research & Technology Centre.

Instead of taking one blood sample, as is the case in the majority of clinical practices, the participants had their blood taken every three hours for 24 hours.




Four out of five measured biomarkers (p-tau217, Ab40, Ab42, and NfL) showed levels of fluctuation throughout the day. Only GFAP did not show a statistically significant variation.

Currently, it is not known what is driving these time-of-day differences. It may relate to sleep and sleep-related reduction in the production or clearance of these markers from the brain to the circulation, meals, posture, activity, or circadian mechanisms. Nevertheless, the findings imply that the time of day of sample collection is relevant in the implementation and interpretation of plasma biomarkers in dementia research and care. Overall, these findings indicate that the time of sampling should be standardised or at least recorded.

Professor Derk-Jan Dijk, Director of the Surrey Sleep Research Centre, UK DRI Group Leader and senior author of the publication, said:

"Circadian rhythm research has demonstrated that almost all variables related to physiology and brain function vary with time of day. This study shows that translating this basic knowledge to the area of dementia research holds great promise for a better understanding, diagnosis and treatment of Alzheimer's."

The study has been published in Translational Psychiatry.
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Nanopillars create tiny openings in the nucleus without damaging cells | ScienceDaily
Imagine trying to poke a hole in the yolk of a raw egg without breaking the egg white. It sounds impossible, but researchers at the University of California San Diego have developed a technology that performs a similarly delicate task in living cells. They created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane.


						
The research, published in Advanced Functional Materials, could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

"We've developed a tool that can easily create a gateway into the nucleus," said Zeinab Jahed, professor in the Aiiso Yufeng Li Family Department of Chemical and Nano Engineering at UC San Diego and senior author of the study.

The nucleus is impenetrable by design. Its membrane is a highly fortified barrier that shields our genetic code, letting in only specific molecules through tightly controlled channels. "It's not easy to get anything into the nucleus," said Jahed. "Drug and gene delivery through the nuclear membrane has long been an immense challenge."

Current methods to access the nucleus typically involve using a tiny needle to physically puncture both the nucleus and the cell. However, these methods are invasive and can only be used in small-scale applications.

Jahed and her team, co-led by UC San Diego nanoengineering Ph.D. student Ali Sarikhani, developed a non-disruptive solution. They engineered an array of nanopillars, consisting of nanoscale cylindrical structures. When a cell is placed on top of these nanopillars, the nucleus wraps itself around the nanopillars, causing its membrane to curve. This induced curvature in turn causes tiny, self-sealing openings to temporarily form in the nuclear membrane. The outer membrane of the cell, meanwhile, remains undamaged.

"This is exciting because we can selectively create these tiny breaches in the nuclear membrane to access the nucleus directly, while leaving the rest of the cell intact," said Jahed.

In experiments, cells containing a fluorescent dye within their nuclei were placed on the nanopillars. Researchers observed that the dye leaked from the nucleus into the cytoplasm but remained confined within the cell. This indicated that only the nuclear membrane, not the cell membrane, had been punctured. The researchers observed this effect in various cell types, including epithelial cells, heart muscle cells and fibroblasts.

The team is currently investigating the mechanisms behind this effect. "Understanding these details will be key to optimizing the platform for clinical use and ensuring that it is both safe and effective for delivering genetic material into the nucleus," said Jahed.

This work was supported in part by an Air Force Office of Scientific Research YIP award (311616-00001), a Cancer Research Coordinating Committee faculty seed grant, the National Institutes of Health (R00 GM12049403, R01GM149976 and R21NS125395) and UC San Diego Startup funds. This work was performed in part at the San Diego Nanotechnology Infrastructure (SDNI) at UC San Diego, a member of the National Nanotechnology Coordinated Infrastructure, which was supported by the National Science Foundation (grant ECCS-2025752).
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Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression | ScienceDaily
New research from Baylor University reveals that coyotes, like domestic dogs, have the ability to produce the famous "puppy dog eyes" expression. The study -- "Coyotes can do 'puppy dog eyes' too: Comparing interspecific variation in Canis facial expression muscles," published in the Royal Society Open Science -- challenges the hypothesis that this facial feature evolved exclusively in dogs as a result of domestication.


						
The research team, led by Patrick Cunningham, a Ph.D. research student in the Department of Biology at Baylor University, examined the levator anguli oculi medialis (LAOM), the muscle responsible for raising the inner eyebrow to create "puppy dog eyes," in coyotes.

Contrary to previous assumptions, Cunningham and colleagues discovered that coyotes also possess a well-developed LAOM, similar to dogs. This finding contradicts the idea that the muscle evolved specifically for communication between humans and dogs during domestication.

"Our findings suggest that the ability to produce 'puppy dog eyes' is not a unique product of dog domestication but rather an ancestral trait shared by multiple species in the Canis genus," Cunningham said. "This raises fascinating questions about the role of facial expressions in communication and survival among wild canids."

Coyotes, dogs and gray wolves comparisons

Cunningham and his team compared the facial muscles of coyotes, dogs and gray wolves. While both dogs and coyotes possess a well-developed LAOM, the muscle is either modified or absent in gray wolves. This challenges the hypothesis that human-driven selection was solely responsible for the development of the inner brow raiser in dogs. Instead, the study suggests that the LAOM was likely present in a common ancestor of dogs, coyotes and gray wolves but was later lost or reduced in wolves.

The research also documented significant intraspecific variation in the facial muscles of coyotes, particularly those related to brow and lip movements. Genetic analysis was used to rule out significant dog ancestry in the coyote specimens, reinforcing that these traits are not a result of crossbreeding.

"Our work reveals that coyotes and dogs share not just behavioral similarities, but also a fascinating evolutionary history that includes the ability to make expressions that we once thought were unique to domesticated animals," Cunningham said.

This discovery has broader implications for understanding the evolution of facial expressions in mammals. The LAOM may have originally evolved for functions related to vision and eye movements, rather than communication with humans, as previously thought. Future studies on other canid species, including red wolves and African wild dogs, may further illuminate the role of facial expressions in survival and species communication.

This work was supported through a grant from the National Institute of Food and Agriculture, U.S. Department of Agriculture McIntire-Stennis Program under award number 1027755 and Michigan Technological University REF R01787.
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Reducing daily sitting may prevent back pain | ScienceDaily
A new study from the University of Turku in Finland showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.


						
Intuitively, it is easy to think that reducing sitting would help with back pain, but previous research data is surprisingly scarce. The study from the Turku PET Centre and UKK Institute in Finland investigated whether reducing daily sitting could prevent or relieve back pain among overweight or obese adults who spend the majority of their days sitting. The participants were able to reduce their sitting by 40 min/day, on average, during the six-month study.

"Our participants were quite normal middle-aged adults, who sat a great deal, exercised little, and had gained some extra weight. These factors not only increase the risk for cardiovascular disease but also for back pain," says Doctoral Researcher and Physiotherapist Jooa Norha from the University of Turku in Finland.

Previous results from the same and other research groups have suggested that sitting may be detrimental for back health but the data has been preliminary.

Robust methods for studying the mechanisms behind back pain

The researchers also examined potential mechanisms behind the prevention of back pain.

"However, we did not observe that the changes in back pain were related to changes in the fattiness or glucose metabolism of the back muscles," Norha says.

Individuals with back pain have excessive fat deposits within the back muscles, and impaired glucose metabolism, or insulin sensitivity, can predispose to pain. Nevertheless, back pain can be prevented or relieved even if no improvements in the muscle composition or metabolism take place. The researchers used magnetic resonance imaging (MRI) and PET imaging that is based on a radioactive tracer to measure the back muscles.

"If you have a tendency for back pain or excessive sitting and are concerned for your back health, you can try to figure out ways for reducing sitting at work or during leisure time. However, it is important to note that physical activity, such as walking or more brisk exercise, is better than simply standing up," Norha points out.

The researchers wish to remind that switching between postures is more important than only looking for the perfect posture.
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New study finds a promising combined therapy for multiple sclerosis | ScienceDaily
Researchers from Barcelona's Germans Trias i Pujol Institute and Josep Carreras Leukaemia Research Institute have found a potential new way to improve the treatment of multiple sclerosis (MS) using a novel combined therapy. The results, published in the Journal of Clinical Investigation, builds on two harmonized Phase I clinical trials funded by the European Union, focusing on the use of Vitamin D3 tolerogenic dendritic cells (VitD3-tolDCs) to regulate the immune response in MS patients. The team is now preparing to move into Phase II trials to further explore these findings.


						
Multiple Sclerosis (MS) is a long-term disease where the immune system mistakenly attacks the protective layer around nerve cells, known as the myelin sheath. This leads to nerve damage and worsening disability. Current treatments, like immunosuppressants, help reduce these harmful attacks but also weaken the overall immune system, leaving patients vulnerable to infections and cancer. Scientists are now exploring a more targeted therapy using special immune cells, called tolerogenic dendritic cells (tolDCs), from the same patients.

TolDCs can restore immune balance without affecting the body's natural defences. However, since a hallmark of MS is precisely the dysfunction of the immune system, the effectiveness of these cells for auto transplantation might be compromised. Therefore, it is essential to better understand how the disease affects the starting material for this cellular therapy before it can be applied.

In this study, published in the Journal of Clinical Investigation, researchers examined CD14+ monocytes, mature dendritic cells (mDCs), and Vitamin D3-treated tolerogenic dendritic cells (VitD3-tolDCs) from MS patients who had not yet received treatment, as well as from healthy individuals. The clinical trials (NCT02618902 and NCT02903537), led in Spain by Dr. Cristina Ramo-Tello and Dr. Eva Martinez Caceres (Germans Trias i Pujol Research Institute), are designed to assess the effectiveness of VitD3-tolDCs, which are loaded with myelin antigens to help "teach" the immune system to stop attacking the nervous system. This approach is groundbreaking as it uses a patient's own immune cells, modified to induce immune tolerance, in an effort to treat the autoimmune nature of MS.

The study, led by Dr. Eva Martinez-Caceres and Dr. Esteban Ballestar (Josep Carreras Institute), with Federico Fondelli as first author, found that the immune cells from MS patients (monocytes, precursors of tolDCs) have a persistent "pro-inflammatory" signature, even after being transformed into VitD3-tolDCs, the actual therapeutic cell type. This signature makes these cells less effective compared to those derived from healthy individuals, missing part of its potential benefits.

Using state-of-the-art research methodologies, the researchers identified a pathway, known as the Aryl Hydrocarbon Receptor (AhR), that is linked to this altered immune response. By using an AhR-modulating drug, the team was able to restore the normal function of VitD3-tolDCs from MS patients, in vitro. Interestingly, Dimethyl Fumarate, an already approved MS drug, was found to mimic the effect of AhR modulation and restore the cells' full efficacy, with a safer toxic profile.

Finally, studies in MS animal models showed that a combination of VitD3-tolDCs and Dimethyl Fumarate led to better results than using either treatment on its own. This combination therapy significantly reduced symptoms in mice, suggesting enhanced potential for treating human patients.

These results could lead to a new, more potent treatment option for multiple sclerosis, offering hope to the millions of patients worldwide who suffer from this debilitating disease. This study represents a significant step forward in the use of personalized cell therapies for autoimmune diseases, potentially revolutionizing how multiple sclerosis is treated.

This research has been partly funded by public funds from the Spanish Government (ISCIII, FEDER and MICINN) and the EU Horizon program (INsTRuCT and RESTORE projects). No AI tools have been used in the production of this text.
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The rate of climate change threatens to exceed the adaptive capacity of species | ScienceDaily
A recent study from the University of Helsinki focusing on the Arctic Siberian primrose underscores the critical need to curb climate change to allow species time to adapt through evolution.


						
A research group at the Finnish Museum of Natural History is investigating the adaptive potential of plant species amid a warming climate. Their recent study investigates the Siberian primrose, a plant species that occurs on the coasts of the Bothnian Bay and Arctic Ocean. Climate change is threatening the viability of the species.

"The Siberian primrose is a good example of a species threatened by rapidly advancing climate change. It cannot migrate to more favourable conditions due to geographic constraints, leaving adaptation in its current habitat as its only survival option," says Adjunct Professor Marko Hyvarinen from the Finnish Museum of Natural History.

The study revealed that the Siberian primrose may only be able to adapt to climate change if the warming can be limited in accordance with the goals of the Paris Agreement on climate change. This requires effective mitigation of climate change. Otherwise, the flowers and other important traits of the Siberian primrose are unlikely to have the time to evolve quickly enough to survive the changing conditions.

Many wild species have limited capacity to adapt to warming climate

"Our research suggests that the evolutionary potential of wild species is seriously limited in the face of rapidly advancing climate change. This means that the future of many species is at stake, unless climate change is effectively curbed," says Postdoctoral Researcher Anniina Mattila from the Finnish Museum of Natural History.

Particularly in the case of geographically restricted species, such as many specialised plant species surrounded by unsuitable habitats, conservation measures may be necessary to prevent extinction.




The study emphasizes the needs for proactive measures to protect species threatened by climate change. For example, translocations may help species to adapt to new conditions. Knowledge on the adaptive capacity of species from studies such as the one on the Siberian primrose can help in targeting conservation measures and motivates the development of methods to conserve species threated by climate change. However, according to the researchers, the most critical action is to strive to limit climate change, thus allowing species to adapt naturally.

Background:

Importance of the Paris Agreement on species adaptation

The Paris Agreement aims to keep the global average temperature increase well below two degrees Celsius. According to the latest report by the Intergovernmental Panel on Climate Change (IPCC), the global temperature has already risen by 1.1 degrees since the pre-industrial era, with the Arctic warming up to four times faster. Meeting these objectives is increasingly challenging, but essential for enabling species to adapt.
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A new injectable to prevent and treat hypoglycemia | ScienceDaily
People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers in ACS Central Science report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.


						
Glucagon is a hormone that signals the liver to release glucose into the bloodstream. It's typically given by injection to counteract severe hypoglycemia in people who have diabetes. While an emergency glucagon injection can correct blood sugar levels in about 30 minutes, formulations can be unstable and insoluble in water. In some cases, the hormone quickly breaks down when mixed for injections and clumps together to form toxic fibrils. Additionally, many hypoglycemic episodes occur at night, when people with diabetes aren't likely to test their blood sugar. To improve commercial glucagon stability and prevent hypoglycemia, Andrea Hevener and Heather Maynard looked to micelles: nanoscale, soap-like bubbles that can be customized to assemble or disassemble in different environments and are used for drug delivery. They developed a glucose-responsive micelle that encapsulates and protects glucagon in the bloodstream when sugar levels are normal but dissolves if levels drop dangerously low. To prevent hypoglycemia, the micelles could be injected ahead of time and circulate in the bloodstream until they are needed.

In lab experiments, the researchers observed that the micelles disassembled only in liquid environments that mimicked hypoglycemic conditions in both human and mice bodies: less than 60 milligrams of glucose per deciliter. Next, when mice experiencing insulin-induced hypoglycemia received an injection of the specialized micelles, they achieved normal blood sugar levels within 40 minutes. The team also determined that glucagon-packed micelles stayed intact in mice and didn't release the hormone unless blood glucose levels fell below the clinical threshold for severe hypoglycemia. From additional toxicity and biosafety studies in mice, the researchers note that empty micelles didn't trigger an immune response or induce organ damage.

While more studies are needed, the researchers say their proof-of-concept is a first step toward a new on-demand and effective method for preventing or mitigating extremely low blood sugar levels.

The authors acknowledge funding from the Leona M. and Harry B. Helmsley Charitable Trust; BioPACIFIC Materials Innovation Platform funded by the National Science Foundation; the National Science Foundation Graduate Research Fellowship Program; the National Institutes of Health; and the University of California, Los Angeles Clinical and Translational Science Institute.
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Turning plants into workout supplement bio-factories | ScienceDaily
It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study published in ACS' Journal of Agricultural and Food Chemistry, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.


						
Plants can be surprisingly receptive when asked to produce compounds they're not used to making. Using a specialized bacterium, scientists have transferred DNA instructions for all manner of amino acids, peptides, proteins or other molecules into different plants' cells. This technology helped create lettuce with peptide components that reduced bone loss, for example. But when it comes to more complex compounds, the transferred DNA instructions could alter the host's natural metabolism enough to eventually reduce the output of the desired product. Pengxiang Fan and colleagues wanted to address this issue by introducing instructions in the form of synthetic modules that not only encoded their intended product, but also the molecules used to build it. They hoped to increase the yield of three desired nutrients: creatine, carnosine and taurine.

The team put the swappable synthetic modules to the test in Nicotiana benthamiana, a tobacco-like plant used as a model organism in synthetic biology applications:
    	The creatine module containing the two genes for creatine synthesis resulted in 2.3 micrograms of the peptide per gram of plant material.
    	The carnosine peptide was produced using a module for carnosine and another module for one of the two amino acids used to build the peptide, b-alanine. Though b-alanine is naturally found in N. benthamiana, it's in small amounts, so stacking the modules together increased carnosine production by 3.8-fold.
    	Surprisingly, for taurine, a double-module approach was unsuccessful for creating the amino acid. Instead, a larger disruption to the metabolism occurred, and little taurine was produced as the plant tried to get things back on track.

Overall, this work demonstrates an effective framework for producing some of the complex nutrients typically found in animals in a living plant system. The researchers say that future work could apply this method to edible plants -- including fruits or vegetables, rather than just leaves -- or other plants that could act as bio-factories to sustainably produce these nutrients.

The authors acknowledge funding from the National Natural Science Foundation of Zhejiang Province and the Starry Night Science Fund of Zhejiang University Shanghai Institute for Advanced Study.
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Smoke from megafires puts orchard trees at risk | ScienceDaily
Long-term smoke exposure from massive wildfires lowers the energy reserves of orchard trees and can cut their nut production by half, researchers at the University of California, Davis, found. The smoke can affect trees for months after a megafire, depressing their bloom and the next season's harvest. This finding reveals a new danger from wildfires that could affect plant health in both agricultural and natural environments.


						
Nature Plants published the study today (Oct. 2).

"A lot of research focuses on the impact of smoke on humans but there is less study on the effects of smoke on plant health," said lead author Jessica Orozco, a postdoctoral researcher with the UC Davis Department of Plant Sciences. "Our study suggests that trees are just as vulnerable as humans."

Dark skies, less energy for trees

Scientists studied almond, pistachio and walnut trees at 467 orchard sites in California's Central Valley from 2018 to 2022. In 2020, megafires scorched more than 4.2 million acres in California, filling the skies with smoke and ash. At the time, researchers were studying how trees store energy, in the form of carbohydrates, to cope with heat and drought. But Orozco said the team saw an opportunity to study how smoke affects carbohydrate levels.

"Photosynthesis produces carbohydrates, which are critical elements for tree survival," said Orozco. "Trees need carbohydrates not just to grow but to store energy for when they're under stress or when photosynthesis isn't happening."

Photosynthesis changes under smoke-filled skies. Smoke particles block some sunlight but also reflect light, creating more diffused light. The diffused light can help trees make more carbohydrates. However, Orozco said the study found that while diffused light increased, the smoke was so thick that it likely didn't compensate for the loss of direct light.




Lingering effects, less yield

The team found that megafire smoke not only reduced the amount of carbohydrates in trees but also caused losses that continued even after the fires were out. This led to nut yield decreases of 15% to as much as 50% in some orchards. The most active time for wildfires also coincides with the time trees start storing carbohydrates to sustain them through winter dormancy and spring growth.

"We were expecting to see some impact especially in the months when the smoke was really dense, but we weren't expecting the smoke to have such a lingering effect and result in a significant drop in yield," Orozco said.

Orozco said researchers still don't know what components in megafire smoke caused the decrease in tree carbohydrates. During the 2020 megafires, the smoke reduced light and increased both ozone and particulate matter levels, all of which affect photosynthesis. One or a combination of these factors could have led to the drop in tree carbohydrates.

Additional authors on the study are Professor Maciej A. Zwieniecki and postdoctoral researcher Paula Guzman-Delgado of the UC Davis Department of Plant Sciences.

The Almond Board of California, the California Pistachio Research Board, the California Walnut Board and the California Department of Food and Agriculture supported the research.
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Airborne plastic chemical levels shock researchers | ScienceDaily
A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.


						
Plasticizers are chemical compounds that make materials more flexible. They are used in a wide variety of products ranging from lunchboxes and shower curtains to garden hoses and upholstery.

"It's not just for drinking straws and grocery bags," said David Volz, environmental sciences professor at UC Riverside, and corresponding author of a paper about the study published in the journal Environmental Research. 

Previous California monitoring programs focused on plasticizers called ortho-phthalates, some of which were phased out of manufacturing processes due to health and environmental concerns. Less research has focused on the health effects of their replacements, called non-ortho-phthalates.

This study revealed the presence of both types of plasticizers in the air throughout Southern California.

"The levels of these compounds are through the roof," Volz said. "We weren't expecting that. As a result, we felt it was important for people to learn about this study."

The National Institute of Environmental Health Sciences also wants to increase the visibility of this study, one of only a few to document the phthalates' presence in the air of urban environments. The institute's monthly newsletter, Environmental Factor, highlights the study in their October 2024 issue.




The researchers tracked two groups of UCR undergraduate students commuting from different parts of Southern California. Both groups wore silicone wristbands designed to collect data on chemical exposures in the air.

The first group wore their wristbands for five days in 2019, and the second group wore two different wristbands for five days each in 2020. Both groups wore the bands continuously, all day, as they went about their activities. At the end of the data collection period, the researchers chopped the wristbands into pieces, then analyzed the chemicals they contained.

In a previous paper, the team focused on TDCIPP, a flame-retardant and known carcinogen, picked up in the wristbands. They saw that the longer a student's commute, the higher their exposure to TDCIPP.

Unlike TDCIPP, which most likely migrates out of commuters' car seats into dust, the team cannot pinpoint the origin of the plasticizers. Because they are airborne, rather than bound to dust, the wristbands could have picked them up anywhere, even outside the students' cars.

For every gram of chopped-up wristband, the team found between 100,000 and 1 million nanograms of three phthalates, DiNP, DEHP, and DEHT. Ten total plasticizers were measured, but the levels of these three stood out.

Both DiNP and DEHP are included on California's Proposition 65 list, which contains chemicals known to cause cancer, birth defects, or other reproductive harm. DEHT was introduced as an alternative, but its effects on human health have not been well studied.




This study suggests that introducing DEHT also has not done much to reduce the public's level of exposure to DiNP or DEHP. Levels of all three chemicals found by Volz and his team were similar to those found by researchers in unrelated studies conducted on the East Coast.

Despite differences in climate, the air on both coasts is likely carrying similar levels of phthalates.

"No matter who you are, or where you are, your daily level of exposure to these plasticizer chemicals is high and persistent," Volz said. "They are ubiquitous."

To Volz, studies like this one amplify the need to find alternatives to plastic. As plastics degrade, these compounds and others like them are leaching out into the environment and into the body.

"The only way to decrease the concentration of plasticizers in the air is to decrease our production and consumption of materials containing plasticizers," he said.
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Research in 4 continents links outdoor air pollution to differences in children's brains | ScienceDaily
Outdoor air pollution from power plants, fires and cars continues to degrade human, animal and environmental health around the globe. New research shows that even pollution levels that are below government air-quality standards are associated with differences in children's brains.


						
A University of California, Davis, research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

The study, "Clearing the Air: A systematic review of studies on air pollution and childhood brain outcomes to mobilize policy change," was published this month in Developmental Cognitive Neuroscience. 

"We're seeing differences in brain outcomes between children with higher levels of pollution exposure versus lower levels of pollution exposure," said Camelia Hostinar, an associate professor of psychology and the study's corresponding author.

Children and teens are especially vulnerable to air pollution because their brains and bodies are still developing. They tend to spend more time outdoors, and their bodies absorb more contaminants relative to their bodyweight than adults, researchers said.

Outdoor air pollution and brain development

This study surveyed 40 published, peer-reviewed studies that all included measures of outdoor air pollution and brain outcomes for children at various ages, from newborns up to 18-year-old adults. The majority of studies came from the United States, Mexico and Europe, with one each from Asia and Australia.




The studies ranged in how they measured brain differences. Some used advanced scanning methods like magnetic resonance imaging, or MRI. Others tested changes in chemical compounds that aid in brain function and health. Some studies looked for tumors in the brain or central nervous system.

Studies from Mexico City that compared children from high- and low-pollution areas found significant differences in brain structure.

Each study included measures of air pollution linked to the child's address or neighborhood, which showed that the children's brain differences were observed in places with high levels of air pollution as well as places that met local air pollution standards.

"A lot of these studies include children in places with air pollutant levels that are well below limits set by U.S. or European regulations," said Anna Parenteau, a Ph.D. student in psychology at UC Davis and the study's co-first author.

Outdoor air pollution 

Sources of outdoor air pollution include coal-fired plants, wildfires and many other sources near where people live. This systematic review is unique because most others have focused on how air pollution affects adults or animals, researchers said.




"We can't necessarily apply findings from adults and assume that it's going to be the same for children," said Johnna Swartz, an associate professor of human ecology and co-author on the study. "We also have to look more at different developmental windows because that might be really important in terms of how air pollution might impact these brain outcomes."

To establish a causal link between outdoor air pollution and differences in the brain, the research team looked to experimental research on animals. That research showed that pollution does lead to many of the same outcomes identified by the studies in this review, including markers for Alzheimer's disease.

"A lot of researchers working on brain development, whether it's autism, Alzheimer's or something else, really discounted for a long time the environmental factors," said Anthony Wexler, a professor at UC Davis and director of its Air Quality Research Center. "They argued that it's genetic or some other factor other than exposure to air pollution. That's changed a lot recently because of all this research literature."

Reducing harm 

This systematic review proposed steps for both parents and policymakers to protect their children from outdoor air pollution by, for example, adding air filters to homes and schools near freeways.

"We listed air purifiers as one of the policy recommendations, and that is something that could be subsidized or provided in schools and other places where children spend a lot of time," said Hostinar. "These can be quite effective."

Researchers can also incorporate measures of air pollution into studies related to brain health or other health outcomes.

"Anybody collecting data from human participants on brain outcomes or cardiovascular outcomes or anything else could easily add questions to assess air pollution exposure, such as obtaining their addresses," said Sally Hang, a Ph.D. student in psychology and the study's first co-author.
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Researchers integrate fast OCT system into neurosurgical microscope | ScienceDaily
Researchers have successfully integrated a megahertz-speed optical coherence tomography (MHz-OCT) system into a commercially available neurosurgical microscope and demonstrated its clinical usefulness. This advancement represents an important step toward developing an OCT instrument that could be used to identify tumor margins during brain surgery.


						
OCT is a non-invasive imaging technique that provides high-resolution, cross-sectional images of tissue that allow visualization of structures beneath the surface. Although this imaging approach is widely used in ophthalmology and cardiology, most commercial OCT systems can acquire only about 30 2D images in a second.

"The MHz-OCT system we developed is very fast, about 20 times faster than most other OCT systems," said Wolfgang Draxinger from Universitat zu Lubeck. "This allows it to create 3D images that reach below the brain's surface. These could be processed, for example with AI, to find and show parts that are not healthy and further need treatment yet would remain hidden with other imaging methods."

In the Optica Publishing Group journal Biomedical Optics Express, researchers led by Robert Huber describe results from a clinical study of the microscope integrated MHz-OCT system. They showed that the system can be used during a surgical procedure to acquire high quality volumetric OCT cross-sectional scans within seconds, with the images immediately available for post-processing.

"We see our microscope integrated MHz-OCT system being used not just in brain tumor surgeries, but as a tool in every neurosurgery setting, since it can acquire high contrast pictures of anatomy such as blood vessels through the thick membrane that surrounds the brain," said Draxinger, first author of the new paper. "This could significantly improve outcomes for procedures requiring detailed information about anatomical structures beneath the brain's surface, such as deep brain stimulation for Parkinson's disease."

Speeding up OCT

The researchers have been working for some time to speed up OCT technology by improving the light sources and sensors used and developing software to process the large amount of data generated. This resulted in the development of an MHz-OCT system that can achieve over a million depth scans per second.




The megahertz speed makes it possible to acquire over a million depth scans in just one second. This imaging speed is possible because the system incorporates a Fourier domain mode locking laser, first conceived in 2005 by Huber during his doctoral thesis research at MIT under James G. Fujimoto, who together with Eric Swanson and David Huang invented OCT. In addition, the development of graphics processing unit (GPU) technology over the past 15 years led to the computational capabilities required for processing the raw OCT signal into readable visuals without a bulky computer.

To find out if the MHz-OCT instrument they developed could be used to view brain tumor margins, the researchers integrated it with a special type of microscope that surgeons use to get a better view of the brain.

Taking it to the operating room

After building the integrated system, they tested it with calibration targets and tissue analog phantoms. Once satisfied with these results, they proceeded through patient safety testing and then began a clinical study investigating its application in brain tumor resection neurosurgery in 30 patients.

"We found that our system integrates well with the regular workflow in the operating room, with no major technological issues," said Draxinger. "The quality of the images acquired surpassed our expectations, which were set low due to the system being a retrofit."

During the clinical study, the researchers acquired about 10 TB of OCT imaging data along with matched pathological histology information. They note that they are still in the very early stages of understanding the data and images the new system is producing and developing AI methods for classifying the tissue. Thus, it will likely be years before this technology could be widely used to support brain tumor resection neurosurgery.

They are also preparing a study in which the new system will be used to demonstrate the exact location of brain activity in reaction to, for example, an external stimulus, during neurosurgery. This could hold promise for enhancing the precision of implantation of neuroprosthetic electrodes, allowing more accurate control of prosthetic devices by tapping into the brain's electrical signals.
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Researchers discovered mechanism driving immune perturbations after severe infections | ScienceDaily
Researchers at Baylor College of Medicine and collaborating institutions have discovered a mechanism that drives the long-term decline in immune response that is observed after tuberculosis (TB) has been successfully treated. Their findings, published in the Proceedings of the National Academy of Sciences, suggest a potential new way to restore immune responsiveness and reduce mortality risk after severe infections. 


						
"Sepsis, the body's extreme response to an infection, and TB are associated with loss of protective immune responses and increased mortality post successful treatment," said Dr. Andrew DiNardo, corresponding author and associate professor in the section of infectious diseases and division of pediatric global and immigrant health at Baylor College of Medicine and Texas Children's Hospital. "In the current study, we investigated what mediated the perturbation of immune function after severe infections."

Researchers knew that severe and chronic infections in humans and animals result in persistent epigenetic changes. These changes refer to alterations in chemical markings on the DNA that tell cells in the body which genes to turn on or off.

For instance, TB dampens immune responsiveness by adding extra methyl chemical tags (DNA methylation) to certain genes involved in immune responses. Consequently, the body produces fewer proteins mediating immune defense which increases susceptibility to infections. However, the mechanisms inducing epigenetic changes in infections were not clear.

TCA plays a role in epigenetic changes

Previous studies have identified the tricarboxylic acid (TCA) cycle, a key part of cellular metabolism, as a metabolic driver of the epigenetic landscape in cancer. DiNardo and his colleagues wanted to see if TCA also regulated epigenetics, specifically DNA methylation, after infection-induced immune tolerance.

The team reported that human immune cells treated in the lab with bacterial lipopolysaccharide, a bacterial product, and Mycobacterium tuberculosis, the bacteria that cause TB, became immune tolerant.




They also found that patients diagnosed with both sepsis and TB have increased TCA activation, which correlates with DNA methylation. When TB patients were given the standard care of therapy and antibiotics, plus everolimus, an inhibitor of TCA activation, the damaging methylation changes to their DNA were reduced, which suggests that it can help restore the immune system after severe infections.

"Tuberculosis is an interesting disease. By the time a person is diagnosed, they have had symptoms for over three months. But seeing that adding everolimus to standard TB antibiotic treatment reduces the number of detrimental DNA methylation marks six months into the disease is promising that we can induce epigenetic healing," DiNardo said.

"What we found is going to lead to a paradigm shift," said Dr. Cristian Coarfa, co-author and associate professor of molecular and cellular biology at Baylor. "Our approaches are not limited to tuberculosis. The evidence we have and what we are trying to build on suggests that these strategies might play a role in other infectious diseases."

The next step for the researchers is to identify which post-TB epigenetic marks are leading to increased morbidity and mortality. From there, they would like to determine which individuals would benefit the most from a host-directed therapy that can heal epigenetic scars.
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Research provides new insights into role of mechanical forces in gene expression | ScienceDaily
The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes.


						
"There are a lot of mechanical forces at play all the time that we never consider, we have very little knowledge of, and they're not talked about in textbooks," said Laura Finzi, the Dr. Waenard L. Miller, Jr. '69 and Sheila M. Miller Endowed Chair in Medical Biophysics at Clemson University.

Transcription is the process by which a cell makes an RNA copy of a segment of DNA. One type of RNA, called messenger RNA (mRNA), encodes information to make proteins required for the structure and functions of cells or tissues.

RNA polymerase (RNAP) is a type of protein that produces mRNA. It tracks processively along double helical DNA, untwists it to read the base pair sequence of only one strand and synthesizes a matching mRNA. Such "transcription" of a gene begins when RNAP binds to a "promoter" DNA sequence and ends at a "terminator" sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA.

A team of researchers led by Finzi and including David Dunlap, research professor in the Clemson Department of Physics and Astronomy, have, for the first time, demonstrated how force plays a role in an alternative to canonical termination.

Using magnetic tweezers to pull RNAP polymerase along a DNA template, the researchers were able to show that upon reaching a terminator, bacterial RNA polymerase may remain on the DNA template and be pulled to slide backward to the same or forward to an adjacent promoter to start a subsequent cycle of transcription. Thus, the direction of force determines whether a segment of DNA may be transcribed multiple times or only once. Finzi and Dunlap report that this force-directed recycling mechanism can change the relative abundance of adjacent genes.

Furthermore, they found that the ability of a sliding RNAP requires the C-terminal domain of the alpha subunit to recognize a promoter oriented opposite to the direction of sliding. These subunits "allow it to stay on track, flip around and grab the other strand of the DNA double helix where another promoter might be," she said. Indeed, with the alpha subunits deleted, flipping around to oppositely oriented promoters did not occur.

A thorough understanding of the molecular mechanisms that regulate transcriptional activity in the genome may identify therapeutic alternatives in which RNAP might be modified to suppress certain proteins and prevent disease.

Finzi said there might be locations in the genome where recycling is more frequent than others, but that is still unknown.

"My hope is that one day we will have a spatio-temporal map of forces acting on the genome at various times during the life cycle of various types of cells in our organism. Our research highlighting the effect of forces on the probability of repetitive transcription may then help predicting and plotting, in a heat map sort of way, the different levels of transcription of different genes," Finzi said.
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Physicists explore possibility of life beyond Earth | ScienceDaily
Are there planets beyond Earth where humans can live? The answer is maybe, according to a new study from University of Texas at Arlington physicists examining F-type star systems.


						
Stars fall into seven lettered categories according to their surface temperature. They also differ in other factors including mass, luminosity, and radius. F-types are in the middle of the scale, hotter and more massive than our sun. F-type stars are yellowish white in color and have surface temperatures of more than 10,000 degrees.

A habitable zone (HZ) is the distance from a star at which water could exist on orbiting planets' surfaces. In the research led by doctoral student Shaan Patel and co-authored by professors Manfred Cuntz and Nevin Weinberg, the physicists presented a detailed statistical analysis of the currently known planet-hosting F-type stars using the NASA Exoplanet Archive. The archive is an online exoplanet and star data service that collects data for research.

"F-type stars are usually considered the high-luminosity end of stars with a serious prospect for allowing an environment for planets favorable for life," Dr. Cuntz said. "However, those stars are often ignored by the scientific community. Although F-type stars have a shorter lifetime than our sun, they have a wider HZ. In short, F-type stars are not hopeless in the context of astrobiology."

"F-type star systems are important and intriguing cases when dealing with habitability due to the larger HZs," Patel said. "HZs are defined as areas in which conditions are right for Earth-type bodies to potentially host exolife." Exolife is the possibility that life may exist outside our solar system.

After excluding systems with little information about planets, the team identified 206 systems of interest. "We further broke down those 18 systems into four sub-categories depending on how much time they would spend in the HZ," said Patel.

In one case, the planet HD 111998, also known as 38 Virginis, is always situated in the HZ. It is located 108 light-years from Earth and is thus considered to be part of the extended Solar System neighborhood. It's also 18% more massive and has a radius 45% greater than the sun, Cuntz said.




"The planet in question was discovered in 2016 at La Silla, Chile," Cuntz said. "It is a Jupiter-type planet which is unlikely to permit life itself, but it offers the general prospect of habitable exomoons, an active field of worldwide research also pursued here at UTA."

"In future studies, our work may serve to investigate the existence of Earth-mass planets and also habitable exomoons hosted by exo-Jupiters in F-type systems," Patel said.

Among possible future projects, the team noted, are studies of planetary orbits, including cases of part-time HZ planets; explorations of the relationships between planetary habitability and stellar evolution, including astrobiological aspects; and assessments of exomoons for distinct systems.

"What makes a study like this possible is the hard work and dedication of the worldwide community of astronomers who have discovered more than 5,000 planets over the last 30 years," Dr. Weinberg said. "With so many known planets, we can now carry out statistical analyses of even relatively rare systems, such as planets orbiting F-type stars, and identify those that might reside in the habitable zone."
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Seeing double: Designing drugs that target 'twin' cancer proteins | ScienceDaily
Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites.


						
To design a drug that blocks a cancer-related protein, Scripps Research scientists took a hint from the protein's paralog, or "twin." Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize drugs that bound to a similar -- but more difficult to detect -- spot on its twin. Ultimately, they found drugs that only bound to the protein of interest and not its highly similar sibling.

Their approach, described in Nature Chemical Biology on September 18, 2024,and dubbed "paralog hopping," could uncover new binding sites for drugs and inform drug development more broadly, since nearly half of the proteins in human cells -- including many involved in cancer and autoimmune diseases -- have such paralogs.

"This method may be generally useful in cases where you have paralogs, and you are trying to find a new drug for one of them," says senior author Benjamin Cravatt, PhD, the Norton B. Gilula Chair in Biology and Chemistry at Scripps Research. "Being able to target one paralog over another is an important goal in drug development, as two paralogs often have different functions."

Many genes have duplicated throughout evolution, resulting in multiple copies in the human genome. In some cases, copies have evolved slightly different sequences from each other, making their corresponding proteins into paralogs. These protein paralogs remain highly similar in structure and often have redundant or overlapping functions within cells.

In recent years, Cravatt's research team formulated an approach to develop drugs that bind to the amino acid cysteine -- a protein building block with unique, highly reactive chemical properties. The scientists' method takes advantage of cysteines as an optimal site for drugs to attach to a protein permanently, often inactivating it. However, not all proteins have accessible cysteines. In the cases of paralog pairs, one protein may have a druggable cysteine that the other does not.

"We started with this idea that if you know how to drug one protein, you can figure out how to drug its paralog in a similar way," says Yuanjin Zhang, a graduate student at Scripps Research and first author of the new paper.




As a test case, the team tackled the paralog pair known as CCNE1 and CCNE2. Both proteins have been found to be overactive in breast, ovarian and lung cancer. However, scientists suspected that the two proteins play slightly different roles. The team posited that turning off just one protein could make treating some cancers more effective.

It has been difficult, however, to design drugs that target the CCNE1 and CCNE2 proteins to test this hypothesis. Cravatt, Zhang and their colleagues knew that CCNE2 had a druggable cysteine, while CCNE1 did not. If they could identify drugs that bound to the same spot on CCNE1, even in the absence of a cysteine, they suspected the protein would shut off.

The scientists first engineered a cysteine into CCNE1, mimicking the drug-binding spot they had pinpointed in CCNE2. They then leveraged this neo-cysteine to identify drugs that bind to CCNE1. Next, they screened a library of other chemical compounds for the ability to compete with that drug in binding to CCNE1. The team reasoned that some of the compounds that competed for the same spot would bind in ways that did not rely on the cysteine.

Indeed, Cravatt, Zhang and their colleagues discovered multiple compounds that could bind to the same site on CCNE1 even when the cysteine was removed again. Some compounds did not bind to CCNE2. Some also had opposite functions, stabilizing the molecule so that it might be more active than usual, rather than inactivating it. Structural studies revealed that the CCNE1 compounds bind to a cryptic pocket that was not previously known to be druggable.

The team says the approach highlights the importance of screening for drugs in diverse, creative ways.

"If we had just screened looking for compounds with a particular function, we would not have identified all of these various functional molecules, and if we had just looked at the structure of CCNE1, we would not have found this binding pocket at all," says Zhang.

More research is needed to discover whether the new compounds have potential utility in treating cancer or other diseases in which CCNE1 plays a role. Next, the scientists plan to apply their paralog-hopping method to other pairs of proteins important for tumorigenesis.

In addition to Cravatt and Zhang, authors of the study, "An allosteric cyclin E-CDK2 site mapped by paralog hopping with covalent probes," include Zhonglin Liu, Sang Joon Won, Divya Bezwada and Bruno Melillo of Scripps; and Marsha Hirschi, Oleg Brodsky, Eric Johnson, Asako Nagata, Matthew D. Petroski, Jaimeen D. Majmudar, Sherry Niessen, Todd VanArsdale, Adam M. Gilbert, Matthew M. Hayward, Al E. Stewart and Andrew R. Nager of Pfizer, Inc.

This work was supported by funding from the National Cancer Institute (R35 CA231991) and Pfizer. 
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New security protocol shields data from attackers during cloud-based computation | ScienceDaily
Deep-learning models are being used in many fields, from health care diagnostics to financial forecasting. However, these models are so computationally intensive that they require the use of powerful cloud-based servers.


						
This reliance on cloud computing poses significant security risks, particularly in areas like health care, where hospitals may be hesitant to use AI tools to analyze confidential patient data due to privacy concerns.

To tackle this pressing issue, MIT researchers have developed a security protocol that leverages the quantum properties of light to guarantee that data sent to and from a cloud server remain secure during deep-learning computations.

By encoding data into the laser light used in fiber optic communications systems, the protocol exploits the fundamental principles of quantum mechanics, making it impossible for attackers to copy or intercept the information without detection.

Moreover, the technique guarantees security without compromising the accuracy of the deep-learning models. In tests, the researcher demonstrated that their protocol could maintain 96 percent accuracy while ensuring robust security measures.

"Deep learning models like GPT-4 have unprecedented capabilities but require massive computational resources. Our protocol enables users to harness these powerful models without compromising the privacy of their data or the proprietary nature of the models themselves," says Kfir Sulimany, an MIT postdoc in the Research Laboratory for Electronics (RLE) and lead author of a paper on this security protocol.

Sulimany is joined on the paper by Sri Krishna Vadlamani, an MIT postdoc; Ryan Hamerly, a former postdoc now at NTT Research, Inc.; Prahlad Iyengar, an electrical engineering and computer science (EECS) graduate student; and senior author Dirk Englund, a professor in EECS, principal investigator of the Quantum Photonics and Artificial Intelligence Group and of RLE. The research was recently presented at Annual Conference on Quantum Cryptography.




A two-way street for security in deep learning

The cloud-based computation scenario the researchers focused on involves two parties -- a client that has confidential data, like medical images, and a central server that controls a deep learning model.

The client wants to use the deep-learning model to make a prediction, such as whether a patient has cancer based on medical images, without revealing information about the patient.

In this scenario, sensitive data must be sent to generate a prediction. However, during the process the patient data must remain secure.

Also, the server does not want to reveal any parts of the proprietary model that a company like OpenAI spent years and millions of dollars building.

"Both parties have something they want to hide," adds Vadlamani.




In digital computation, a bad actor could easily copy the data sent from the server or the client.

Quantum information, on the other hand, cannot be perfectly copied. The researchers leverage this property, known as the no-cloning principle, in their security protocol.

For the researchers' protocol, the server encodes the weights of a deep neural network into an optical field using laser light.

A neural network is a deep-learning model that consists of layers of interconnected nodes, or neurons, that perform computation on data. The weights are the components of the model that do the mathematical operations on each input, one layer at a time. The output of one layer is fed into the next layer until the final layer generates a prediction.

The server transmits the network's weights to the client, which implements operations to get a result based on their private data. The data remain shielded from the server.

At the same time, the security protocol allows the client to measure only one result, and it prevents the client from copying the weights because of the quantum nature of light.

Once the client feeds the first result into the next layer, the protocol is designed to cancel out the first layer so the client can't learn anything else about the model.

"Instead of measuring all the incoming light from the server, the client only measures the light that is necessary to run the deep neural network and feed the result into the next layer. Then the client sends the residual light back to the server for security checks," Sulimany explains.

Due to the no-cloning theorem, the client unavoidably applies tiny errors to the model while measuring its result. When the server receives the residual light from the client, the server can measure these errors to determine if any information was leaked. Importantly, this residual light is proven to not reveal the client data.

A practical protocol

Modern telecommunications equipment typically relies on optical fibers to transfer information because of the need to support massive bandwidth over long distances. Because this equipment already incorporates optical lasers, the researchers can encode data into light for their security protocol without any special hardware.

When they tested their approach, the researchers found that it could guarantee security for server and client while enabling the deep neural network to achieve 96 percent accuracy.

The tiny bit of information about the model that leaks when the client performs operations amounts to less than 10 percent of what an adversary would need to recover any hidden information. Working in the other direction, a malicious server could only obtain about 1 percent of the information it would need to steal the client's data.

"You can be guaranteed that it is secure in both ways -- from the client to the server and from the server to the client," Sulimany says.

"A few years ago, when we developed our demonstration of distributed machine learning inference between MIT's main campus and MIT Lincoln Laboratory, it dawned on me that we could do something entirely new to provide physical-layer security, building on years of quantum cryptography work that had also been shown on that testbed," says Englund. "However, there were many deep theoretical challenges that had to be overcome to see if this prospect of privacy-guaranteed distributed machine learning could be realized. This didn't become possible until Kfir joined our team, as Kfir uniquely understood the experimental as well as theory components to develop the unified framework underpinning this work."

In the future, the researchers want to study how this protocol could be applied to a technique called federated learning, where multiple parties use their data to train a central deep-learning model. It could also be used in quantum operations, rather than the classical operations they studied for this work, which could provide advantages in both accuracy and security.

This work was supported, in part, by the Israeli Council for Higher Education and the Zuckerman STEM Leadership Program.
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New mouse models offer valuable window into COVID-19 infection | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.


						
According to their new study in eBioMedicine, these mouse models are important for COVID-19 research because their cells were engineered to include two important human molecules that are involved in SARS-CoV-2 infection of human cells -- and these humanized mice were generated on two different immunologic backgrounds. The new models can help shed light on how SARS-CoV-2 moves through the body and why different people experience wildly different COVID-19 symptoms.

"With these mouse models, we can model epidemiologically-relevant SARS-CoV-2 infection and vaccination settings, and we can study all relevant tissues (not just the blood) at different timepoints following infection and/or vaccination," says LJI Professor Sujan Shresta, Ph.D., who co-led the research with LJI Histopathology Core Director Kenneth Kim, Dipl. ACVP, and the late Kurt Jarnagin, Ph.D., of Synbal, Inc.

Already, these new mouse models have helped scientists capture a clearer picture of how SARS-CoV-2 affects humans. They are also available to the wider COVID-19 research community.

"This work is part of LJI's mission to contribute to pandemic preparedness around the world," says Shresta.

Mouse models are a critical tool for understanding infection

Shresta's lab is known for producing mouse models to study immune responses to infectious diseases such as dengue virus and Zika virus. In 2021, her laboratory partnered with Synbal, Inc., a preclinical biotechnology company based in San Diego, CA, to develop multi-gene, humanized mouse models for COVID-19 research. The project was also supported by Synbal CEO and LJI Board Member David R. Webb, Ph.D.




Shresta and Jarnagin collaborated to produce mice that express either human ACE2, human TMPRSS2, or both molecules in the C57BL/6 and BALB/c mouse genetic backgrounds. "Immunologists have found that these two genetic backgrounds in mice elicit different immune responses," says Shresta.

As Shresta explains, having the flexibility to include the genes for one or both of these molecules in two different mouse genetic backgrounds gives scientists an opportunity to investigate two key areas. First, they can examine how each of these molecules contribute to infection with different SARS-CoV-2 variants. Second, they can study how the host's genetic background might influence disease progression and immune response following infection with different variants.

Zooming into infected tissues

The researchers then took a closer look at how these models responded to actual SARS-CoV-2 infection. LJI Postdoctoral Fellow Shailendra Verma, Ph.D., worked in LJI's High Containment (BSL-3) Facility to take tissue samples from the various mouse strains exposed to SARS-CoV-2.

"This work wouldn't have been possible if we didn't have a BSL-3 facility at LJI," says Shresta, who has worked closely with LJI's Department of Environmental Health and Safety to conduct several cutting-edge studies in the facility.

Next, Kim, a board-certified pathologist, examined the tissue samples and compared them to pathologic findings from humans with COVID-19.




Kim's analysis showed signs of SARS-CoV-2 infection in the lungs, which are also the tissue most vulnerable to SARS-CoV-2 infection in humans. Kim could also see mouse immune cells responding to infection in a way that reflected the human immune response.

By characterizing these responses in the new mouse models, the researchers have established a foundation for understanding the immune heterogeneity -- or wide range of immune responses -- of SARS-CoV-2-induced disease.

"There's no such thing as a perfect animal model, but our goal is always to make an animal model that recapitulates the human disease and immune response as much as possible," says Shresta.

The new mouse models may prove valuable for studying responses to emerging SARS-CoV-2 variants and future coronaviruses with pandemic potential.

"Not only are these models useful for current COVID-19 studies, but if there should be another coronavirus pandemic -- with a virus that utilizes the same ACE2 receptor and/or TMPRSS2 molecule for viral entry into human cells -- then these mouse lines on two different genetic backgrounds will be ready," says Kim.

Additional authors of the study, "Influence of Th1 versus Th2 immune bias on viral, pathological, and immunological dynamics in SARS-CoV-2 variant-infected human ACE2 knock-in mice," include Erin Maule, Paolla B. A. Pinto, Chris Conner, Kristen Valentine, Dale O Cowley, Robyn Miller, Annie Elong Ngono, Linda Tran, Krithik Varghese, Rubens Prince dos Santos Alves, Kathryn M. Hastie and Erica Ollmann Saphire.

This study was supported by the National Institutes of Health (grant U19 AI142790-02S1 and R44 AI157900), the GHR Foundation, the Arvin Gottlieb Charitable Foundation, the Overton family, and by a American Association of Immunologists Career Reentry Fellowship (FASB).
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        Widespread ice deposits on the moon
        Deposits of ice in lunar dust and rock (regolith) are more extensive than previously thought, according to a new analysis of data from NASA's LRO (Lunar Reconnaissance Orbiter) mission. Ice would be a valuable resource for future lunar expeditions. Water could be used for radiation protection and supporting human explorers, or broken into its hydrogen and oxygen components to make rocket fuel, energy, and breathable air.

      

      
        As temperatures rise, researchers identify mechanisms behind plant response to warming
        Plants widen microscopic pores on their leaves in response to heat. But scientists lacked an understanding of the mechanisms behind this 'sweating' function. Now, biologists have unlocked the details behind these processes and identified two paths that plants use to handle rising temperatures.

      

      
        NASA's TESS spots record-breaking stellar triplets
        Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic 'strobe lights' captured by NASA's TESS (Transiting Exoplanet Survey Satellite).

      

      
        Neuroscience breakthrough: Entire brain of adult fruit fly mapped
        Scientists have made an enormous step toward understanding the human brain by building a neuron-by-neuron and synapse-by-synapse roadmap -- scientifically speaking, a 'connectome' -- through the brain of an adult fruit fly (Drosophila melanogaster). Previous researchers have mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and 5...

      

      
        Bottlenose dolphins 'smile' at each other while playing
        Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research shows that bottlenose dolphins (Tursiops truncates) use the 'open mouth' facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a 'smile,' they responded in kind 33% of the time.

      

      
        Most tropical lightning storms are radioactive
        Researchers have known for several decades that thunderstorms can act as miniature particle accelerators that produce antimatter, gamma rays and other nuclear phenomena. But they did not know how common the phenomenon was. In observations taken by a retrofitted U2 spy plane, they've discovered essentially all large thunderstorms produce gamma rays in many dynamic, unexpected and unknown ways.

      

      
        Scientists create flies that stop when exposed to red light
        Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.

      

      
        Hurricanes linked to higher death rates for 15 years after storms pass
        U.S. tropical cyclones, including hurricanes, indirectly cause thousands of deaths for nearly 15 years after a storm. Researchers estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period.

      

      
        Scientists decode key mutation in many cancers
        Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer. A new study reveals a previously unknown part of this dance -- one with significant implications for human health.

      

      
        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression
        A new study challenges the hypothesis that 'puppy dog eyes' evolved exclusively in dogs as a result of domestication.

      

      
        Reducing daily sitting may prevent back pain
        A new study showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.

      

      
        Airborne plastic chemical levels shock researchers
        A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.

      

      
        Research in 4 continents links outdoor air pollution to differences in children's brains
        A research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

      

      
        Climate scientists express their views on possible future climate scenarios in a new study
        A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2 degrees Celsius. It also shows that two-thirds of respondents believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris ...

      

      
        Using antimatter to detect nuclear radiation
        Discerning whether a nuclear reactor is being used to also create material for nuclear weapons is difficult, but capturing and analyzing antimatter particles has shown promise for monitoring what specific nuclear reactor operations are occurring, even from hundreds of miles away. Researchers have developed a detector that exploits Cherenkov radiation, sensing antineutrinos and characterizing their energy profiles from miles away as a way of monitoring activity at nuclear reactors. They proposed t...

      

      
        Deep brain stimulation instantly improves arm and hand function post-brain injury
        Deep brain stimulation may provide immediate improvement in arm and hand strength and function weakened by traumatic brain injury or stroke.

      

      
        Stronger together: miniature robots in convoy for endoscopic surgery
        Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists are now combining several millimeter-sized TrainBots into one unit and equipping them with improved 'feet'. For the first time, the team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.

      

      
        Scientists discover planet orbiting closest single star to our Sun
        Astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.

      

      
        Feet first: AI reveals how infants connect with their world
        Researchers explored how infants act purposefully by attaching a colorful mobile to their foot and tracking movements with a Vicon 3D motion capture system. The study tested AI's ability to detect changes in infant movement patterns. Findings showed that AI techniques, especially the deep learning model 2D-CapsNet, effectively classified different stages of behavior. Notably, foot movements varied significantly. Looking at how AI classification accuracy changes for each baby gives researchers a n...

      

      
        Squid-inspired fabric for temperature-controlled clothing
        Inspired by the dynamic color-changing properties of squid skin, researchers have developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. The composite material operates in the infrared spectrum and consists of a polymer covered with copper islands. Stretching the material separates the islands and changes how it transmits and reflects infrared light; this innovation creates the possibility of controlling the temperat...

      

      
        Carbon dioxide and hydrogen peroxide on Pluto's moon Charon
        Astronomers have detected carbon dioxide and hydrogen peroxide on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.

      

      
        Most accurate ultrasound test could detect 96% of women with ovarian cancer
        Head-to-head study of diagnostic test accuracy found IOTA ultrasound ADNEX model had 96% sensitivity and acceptable specificity in first study of its kind.

      

      
        Tongan volcanic eruption triggered by explosion as big as 'five underground nuclear bombs'
        The Hunga Tonga underwater volcano was one of the largest volcanic eruptions in history, and now, two years later, new research has revealed its main trigger.

      

      
        Watch water form out of thin air
        Palladium, a rare metallic element, can rapidly generate water from hydrogen and oxygen. Researchers witnessed this process at the nanoscale for the first time with an electron microscope. By viewing the process with extreme precision, researchers discovered how to optimize it to generate water at a faster rate. Process could be used to generate water on-demand in arid environments, including on other planets.

      

      
        First data from XRISM space mission provides new perspective on supermassive black holes
        Data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.

      

      
        Could a bout of COVID protect you from a severe case of flu?
        New findings on how past viral respiratory infections affect future, unrelated ones could lead to therapies for boosting general antiviral immunity -- and potentially pandemic preparedness.

      

      
        Frequent fizzy or fruit drinks and high coffee consumption linked to higher stroke risk
        Frequent drinking of fizzy drinks or fruit juice is associated with an increased risk of stroke, according to new findings . The research also found that drinking more than four cups of coffee per day also increases the risk of stroke.

      

      
        The Vikings were part of a global network trading in ivory from Greenland
        New research shows that the Vikings traveled more than 6,000 kilometers to the Arctic to hunt for walrus. DNA analyses reveal that walrus ivory from Greenland was brought to Europe and probably as far as the Middle East [M1] via extensive trade networks.

      

      
        New synthesis strategy could speed up PFAS decontamination
        Engineers have developed an innovative way to make covalent organic frameworks, special materials that can be used to trap gases, filter water and speed up chemical reactions.

      

      
        A river is pushing up Mount Everest's peak
        Mount Everest is about 15 to 50 meters taller than it would otherwise be because of uplift caused by a nearby eroding river gorge, and continues to grow because of it.

      

      
        Large variation in how girls grow after their first period
        There is unexpectedly large variation in height growth in girls after their first period. Every second girl grows either more or less in length than the 6-8 centimeters that is considered standard.

      

      
        Return of the elephants seals: From a few to thousands
        A new international study has revealed the genetic impact of hunting in northern elephant seals. The research shows that this species narrowly escaped extinction by hunting, resulting in lasting genetic effects in the present population.

      

      
        Deep underground flooding beneath arima hot springs: A potential trigger for the 1995 Kobe (Hyogo-Ken Nanbu) earthquake
        Researchers showed that the 1995 Kobe (Hyogo-ken Nanbu) earthquake, which struck southern Hyogo Prefecture, may have been triggered by deep underground flooding beneath Arima Hot Springs. By analyzing the stable isotope ratios of hydrogen and oxygen as well as chloride ions in Arima hot spring water over several decades, the researchers have uncovered a likely connection between the earthquake and water originating from the subducting Philippine Sea Plate.

      

      
        A new birthplace for asteroid Ryugu
        Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn.

      

      
        Ancient sunken seafloor reveals earth's deep secrets
        Geologists discover a mysterious subduction zone deep beneath the Pacific Ocean, reshaping our understanding of Earth's interior.

      

      
        Asteroid Ceres is a former ocean world that slowly formed into a giant, murky icy orb
        A crater-rich dwarf planet named Ceres located in the main asteroid belt between the orbits of Mars and Jupiter was long thought to be composed of a materials mixture not dominated by water ice. Researchers at Purdue used data from NASA's Dawn mission to show that Ceres' crust could be over 90 percent ice.

      

      
        How are pronouns processed in the memory-region of our brain?
        A new study shows how individual brain cells in the hippocampus respond to pronouns. 'This may help us unravel how we remember what we read.'

      

      
        Babies born after fertility treatment have higher risk of heart defects, study suggests
        The risk of being born with a major heart defect is 36% higher in babies who were conceived after assisted reproductive technology, such as in vitro fertilization (IVF), according to results of a very large study.

      

      
        Orbitronics: New material property advances energy-efficient tech
        Orbital angular momentum monopoles have been the subject of great theoretical interest as they offer major practical advantages for the emerging field of orbitronics, a potential energy-efficient alternative to traditional electronics. Now, through a combination of robust theory and experiments, their existence has been demonstrated.

      

      
        Scientists design new drug to fight malaria
        A team has designed a new drug against malaria and identified its mechanism of action.

      

      
        Researchers discover new bacterium that causes gut immunodeficiency
        Researchers have discovered a new bacterium that weakens the immune system in the gut, potentially contributing to certain inflammatory and infectious gut diseases. The team identified the bacterium, Tomasiella immunophila (T. immunophila), which plays a key role in breaking down a crucial immune component of the gut's multi-faceted protective immune barrier.

      

      
        These fish use legs to taste the seafloor
        Sea robins are unusual animals with the body of a fish, wings of a bird, and walking legs of a crab. Now, researchers show that the legs of the sea robin aren't just used for walking. In fact, they are bona fide sensory organs used to find buried prey while digging.

      

      
        A method of 'look twice, forgive once' can sustain social cooperation
        Using mathematical modeling, researchers found a way to maintain cooperation without relying on complex norms or institutions.

      

      
        'Weekend warrior' physical activity may help protect against more than 200 diseases
        Compared with inactivity, a weekend warrior pattern of exercise (concentrating most moderate-to-vigorous physical activity in one to two days during the week) or a more evenly distributed physical activity pattern were associated with similarly lower risks of diseases across 16 categories -- from heart and digestive conditions to mental health and neurological illnesses. The findings indicate that concentrated physical activity patterns may be just as effective for disease prevention as patterns ...

      

      
        This rocky planet around a white dwarf resembles Earth -- 8 billion years from now
        A 2020 microlensing event was caused by a planetary system with an Earth-like planet and brown dwarf. The star type was uncertain. The team has determined that the star is a white dwarf, a system resembling what our sun-Earth system will look like in 8 billion years. The good news: the planet survived its star's red giant phase, so maybe Earth will too. The bad news: it's still uninhabitable.

      

      
        ESO telescope captures the most detailed infrared map ever of our Milky Way
        Astronomers have published a gigantic infrared map of the Milky Way containing more than 1.5 billion objects -- the most detailed one ever made. Using the European Southern Observatory's VISTA telescope, the team monitored the central regions of our Galaxy over more than 13 years. At 500 terabytes of data, this is the largest observational project ever carried out with an ESO telescope.

      

      
        Scientists uncover a critical component that helps killifish regenerate their fins
        Spontaneous injuries like the loss of a limb or damage to the spinal cord are impossible for humans to repair. Yet, some animals have an extraordinary capacity to regenerate after injury, a response that requires a precise sequence of cellular events. Now, new research has unveiled a critical timing factor -- specifically how long cells actively respond to injury -- involved in regulating regeneration. The approach not only sheds light on the evolutionary aspects of regeneration but also holds pr...

      

      
        NASA's Hubble finds that a black hole beam promotes stellar eruptions
        In a surprise finding, astronomers using NASA's Hubble Space Telescope have discovered that the blowtorch-like jet from a supermassive black hole at the core of a huge galaxy seems to cause stars to erupt along its trajectory. The stars, called novae, are not caught inside the jet, but apparently in a dangerous neighborhood nearby.
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Widespread ice deposits on the moon | ScienceDaily
Deposits of ice in lunar dust and rock (regolith) are more extensive than previously thought, according to a new analysis of data from NASA's LRO (Lunar Reconnaissance Orbiter) mission. Ice would be a valuable resource for future lunar expeditions. Water could be used for radiation protection and supporting human explorers, or broken into its hydrogen and oxygen components to make rocket fuel, energy, and breathable air.


						
Prior studies found signs of ice in the larger permanently shadowed regions (PSRs) near the lunar South Pole, including areas within Cabeus, Haworth, Shoemaker and Faustini craters. In the new work, "We find that there is widespread evidence of water ice within PSRs outside the South Pole, towards at least 77 degrees south latitude," said Dr. Timothy P. McClanahan of NASA's Goddard Space Flight Center in Greenbelt, Maryland, and lead author of a paper on this research published October 2 in the Planetary Science Journal.

The study further aids lunar mission planners by providing maps and identifying the surface characteristics that show where ice is likely and less likely to be found, with evidence for why that should be. "Our model and analysis show that greatest ice concentrations are expected to occur near the PSRs' coldest locations below 75 Kelvin (-198degC or -325degF) and near the base of the PSRs' poleward-facing slopes," said McClanahan.

"We can't accurately determine the volume of the PSRs' ice deposits or identify if they might be buried under a dry layer of regolith. However, we expect that for each surface 1.2 square yards (square meter) residing over these deposits there should be at least about five more quarts (five more liters) of ice within the surface top 3.3 feet (meter), as compared to their surrounding areas," said McClanahan. The study also mapped where fewer, smaller, or lower-concentration ice deposits would be expected, occurring primarily towards warmer, periodically illuminated areas.

Ice could become implanted in lunar regolith through comet and meteor impacts, released as vapor (gas) from the lunar interior, or be formed by chemical reactions between hydrogen in the solar wind and oxygen in the regolith. PSRs typically occur in topographic depressions near the lunar poles. Because of the low Sun angle, these areas haven't seen sunlight for up to billions of years, so are perpetually in extreme cold. Ice molecules are thought to be repeatedly dislodged from the regolith by meteorites, space radiation, or sunlight and travel across the lunar surface until they land in a PSR where they are entrapped by extreme cold. The PSR's continuously cold surfaces can preserve ice molecules near the surface for perhaps billions of years, where they may accumulate into a deposit that is rich enough to mine. Ice is thought to be quickly lost on surfaces that are exposed to direct sunlight, which precludes their accumulations.

The team used LRO's Lunar Exploration Neutron Detector (LEND) instrument to detect signs of ice deposits by measuring moderate-energy, "epithermal" neutrons. Specifically, the team used LEND's Collimated Sensor for Epithermal Neutrons (CSETN) that has a fixed 18.6-mile (30-kilometer) diameter field-of-view. Neutrons are created by high-energy galactic cosmic rays that come from powerful deep-space events such as exploding stars, that impact the lunar surface, break up regolith atoms, and scatter subatomic particles called neutrons. The neutrons, which can originate from up to about a 3.3-foot (meter's) depth, ping-pong their way through the regolith, running into other atoms. Some get directed into space, where they can be detected by LEND. Since hydrogen is about the same mass as a neutron, a collision with hydrogen causes the neutron to lose relatively more energy than a collision with most common regolith elements. So, where hydrogen is present in regolith, its concentration creates a corresponding reduction in the observed number of moderate-energy neutrons.

"We hypothesized that if all PSRs have the same hydrogen concentration, then CSETN should proportionally detect their hydrogen concentrations as a function of their areas. So, more hydrogen should be observed towards the larger-area PSRs," said McClanahan.

The model was developed from a theoretical study that demonstrated how similarly hydrogen-enhanced PSRs would be detected by CSETNs fixed-area field-of-view. The correlation was demonstrated using the neutron emissions from 502 PSRs with areas ranging from 1.5 square miles (4 km2) to 417 square miles (1079 km2) that contrasted against their surrounding less hydrogen-enhanced areas. The correlation was expectedly weak for the small PSRs but increased towards the larger-area PSRs.

The research was sponsored by the LRO project science team, NASA's Goddard Space Flight Center's Artificial Intelligence Working Group, and NASA grant award number 80GSFC21M0002. The study was conducted using NASA's LRO Diviner radiometer and Lunar Orbiter Laser Altimeter instruments. The LEND instrument was developed by the Russian Space Agency, Roscosmos by its Space Research Institute (IKI). LEND was integrated to the LRO spacecraft at the NASA Goddard Space Flight Center. LRO is managed by NASA's Goddard Space Flight Center in Greenbelt, Maryland, for the Science Mission Directorate at NASA Headquarters in Washington.
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As temperatures rise, researchers identify mechanisms behind plant response to warming | ScienceDaily
Microscopic pores on the surface of leaves called stomata help plants "breathe" by controlling how much water they lose to evaporation. These stomatal pores also enable and control carbon dioxide intake for photosynthesis and growth.


						
As far back as the 19th century, scientists have known that plants increase their stomatal pore openings to transpire, or "sweat," by sending water vapor through stomata to cool off. Today, with global temperatures and heat waves on the rise, widening stomatal pores are considered a key mechanism that can minimize heat damage to plants.

But for more than a century, plant biologists have lacked a full accounting of the genetic and molecular mechanisms behind increased stomatal "breathing" and transpiration processes in response to elevated temperatures.

University of California San Diego School of Biological Sciences PhD student Nattiwong Pankasem and Professor Julian Schroeder have constructed a detailed picture of these mechanisms. Their findings, published in the journal New Phytologist, identify two paths that plants use to handle rising temperatures.

"With increasing global temperatures, there's obviously a threat to agriculture with the impact of heat waves," said Schroeder. "This research describes the discovery that rising temperatures cause stomatal opening by one genetic pathway (mechanism), but if the heat steps up even further, then there's another mechanism that kicks in to increase stomatal opening."

For decades, scientists struggled to find a clear method to decipher the mechanisms underlying rising temperature-mediated stomatal openings due to the intricate measurement processes required. The difficulty is rooted in the complex mechanics involved in setting air humidity (also known as the vapor pressure difference, or VPD) to constant values while the temperature increases, and the trickiness of picking apart temperature and humidity responses.

Pankasem helped solve this problem by developing a novel approach for clamping the VPD of leaves to fixed values under increasing temperatures. He then teased out the genetic mechanisms of a range of stomatal temperature responses, including factors such as blue-light sensors, drought hormones, carbon dioxide sensors and temperature-sensitive proteins.




Important for this research was a new generation gas exchange analyzer that allows improved control of the VPD (clamping the VPD to fixed values). Researchers can now conduct experiments that elucidate the temperature effects on stomatal opening without the need to remove leaves from whole living plants.

The results revealed that the stomatal warming response is dictated by a mechanism found across plant lineages. In this study, Pankasem investigated the genetic mechanisms of two plant species, Arabidopsis thaliana, a well-studied weed species and Brachypodium distachyon, a flowering plant that is related to major grain crops such as wheat, maize and rice, representing an opportune model for these crops.

The researchers found that carbon dioxide sensors are a central player in the stomatal warming-cooling responses. Carbon dioxide sensors detect when leaves undergo rapid warming. This starts an increase in photosynthesis in the warming leaves, which results in a reduction in carbon dioxide. This then initiates the stomatal pores to open, allowing plants to benefit from the increase in carbon dioxide intake.

Interestingly, the study also found a second heat response pathway. Under extreme heat, photosynthesis in plants is stressed and declines and the stomatal heat response was found to bypass the carbon dioxide sensor system and disconnect from normal photosynthesis-driven responses. Instead, the stomata employ a second heat response pathway, not unlike gaining entry through a backdoor to a house, to "sweat" as a cooling mechanism.

"The impact of the second mechanism, in which plants open their stomata without gaining benefits from photosynthesis would result in a reduction in water use efficiency of crop plants," said Pankasem. "Based on our study, plants are likely to demand more water per unit of CO2 taken in. This may have direct implications on irrigation planning for crop production and large-scale effects of increased transpiration of plants in ecosystems on the hydrological cycle in response to global warming."

"This work shows the importance of curiosity-driven, fundamental research in helping to address societal challenges, build resiliency in key areas like agriculture, and, potentially, advance the bioeconomy," said Richard Cyr, a program director in the U.S. National Science Foundation Directorate for Biological Sciences, which partially funded the research. "Further understanding of the molecular complexities that control the basis of stomatal function at higher temperatures could lead to strategies to limit the amount of water needed for farming in the face of global increases in temperature."

With the new details in hand, Pankasem and Schroeder are now working to understand the molecular and genetic mechanisms behind the secondary heat response system.

The coauthors of the study are: Nattiwong Pankasem, Po-Kai Hsu, Bryn Lopez, Peter Franks and Julian Schroeder. The research was funded by the Human Frontier Science Program (RGP0016/2020) and the National Science Foundation (MCB 2401310).
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NASA's TESS spots record-breaking stellar triplets | ScienceDaily
Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic "strobe lights" captured by NASA's TESS (Transiting Exoplanet Survey Satellite).


						
The system contains a set of twin stars orbiting each other every 1.8 days, and a third star that circles the pair in just 25 days. The discovery smashes the record for shortest outer orbital period for this type of system, set in 1956, which had a third star orbiting an inner pair in 33 days.

"Thanks to the compact, edge-on configuration of the system, we can measure the orbits, masses, sizes, and temperatures of its stars," said Veselin Kostov, a research scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland, and the SETI Institute in Mountain View, California. "And we can study how the system formed and predict how it may evolve."

A paper, led by Kostov, describing the results was published in The Astrophysical Journal Oct. 2.

Flickers in starlight helped reveal the tight trio, which is located in the constellation Cygnus. The system happens to be almost flat from our perspective. This means the stars each cross right in front of, or eclipse, each other as they orbit. When that happens, the nearer star blocks some of the farther star's light.

Using machine learning, scientists filtered through enormous sets of starlight data from TESS to identify patterns of dimming that reveal eclipses. Then, a small team of citizen scientists filtered further, relying on years of experience and informal training to find particularly interesting cases.

These amateur astronomers, who are co-authors on the new study, met as participants in an online citizen science project called Planet Hunters, which was active from 2010 to 2013. The volunteers later teamed up with professional astronomers to create a new collaboration called the Visual Survey Group, which has been active for over a decade.




"We're mainly looking for signatures of compact multi-star systems, unusual pulsating stars in binary systems, and weird objects," said Saul Rappaport, an emeritus professor of physics at MIT in Cambridge. Rappaport co-authored the paper and has helped lead the Visual Survey Group for more than a decade. "It's exciting to identify a system like this because they're rarely found, but they may be more common than current tallies suggest." Many more likely speckle our galaxy, waiting to be discovered.

Partly because the stars in the newfound system orbit in nearly the same plane, scientists say it's likely very stable despite their tight configuration (the trio's orbits fit within a smaller area than Mercury's orbit around the Sun). Each star's gravity doesn't perturb the others too much, like they could if their orbits were tilted in different directions.

But while their orbits will likely remain stable for millions of years, "no one lives here," Rappaport said. "We think the stars formed together from the same growth process, which would have disrupted planets from forming very closely around any of the stars." The exception could be a distant planet orbiting the three stars as if they were one.

As the inner stars age, they will expand and ultimately merge, triggering a supernova explosion in around 20 to 40 million years.

In the meantime, astronomers are hunting for triple stars with even shorter orbits. That's hard to do with current technology, but a new tool is on the way.

Images from NASA's upcoming Nancy Grace Roman Space Telescope will be much more detailed than TESS's. The same area of the sky covered by a single TESS pixel will fit more than 36,000 Roman pixels. And while TESS took a wide, shallow look at the entire sky, Roman will pierce deep into the heart of our galaxy where stars crowd together, providing a core sample rather than skimming the whole surface.




"We don't know much about a lot of the stars in the center of the galaxy except for the brightest ones," said Brian Powell, a co-author and data scientist at Goddard. "Roman's high-resolution view will help us measure light from stars that usually blur together, providing the best look yet at the nature of star systems in our galaxy."

And since Roman will monitor light from hundreds of millions of stars as part of one of its main surveys, it will help astronomers find more triple star systems in which all the stars eclipse each other.

"We're curious why we haven't found star systems like these with even shorter outer orbital periods," said Powell. "Roman should help us find them and bring us closer to figuring out what their limits might be."

Roman could also find eclipsing stars bound together in even larger groups -- half a dozen, or perhaps even more all orbiting each other like bees buzzing around a hive.

"Before scientists discovered triply eclipsing triple star systems, we didn't expect them to be out there," said co-author Tamas Borkovits, a senior research fellow at the Baja Observatory of The University of Szeged in Hungary. "But once we found them, we thought, well why not? Roman, too, may reveal never-before-seen categories of systems and objects that will surprise astronomers."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241002123146.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Neuroscience breakthrough: Entire brain of adult fruit fly mapped | ScienceDaily
A Princeton-led team of scientists has built the first neuron-by-neuron and synapse-by-synapse roadmap through the brain of an adult fruit fly (Drosophila melanogaster), marking a major milestone in the study of brains. This research is the flagship article in the Oct. 2 special issue of Nature, which is devoted to the new fruit fly "connectome."


						
Previous researchers mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and roughly 50 million synapses connecting them.

Fruit flies share 60% of human DNA, and three in four human genetic diseases have a parallel in fruit flies. Understanding the brains of fruit flies is a steppingstone to understanding brains of larger more complex species, like humans.

"This is a major achievement," said Mala Murthy, director of the Princeton Neuroscience Institute and, with Sebastian Seung, co-leader of the research team. "There is no other full brain connectome for an adult animal of this complexity." Murthy is also Princeton's Karol and Marnie Marcin '96 Professor of Neuroscience.

Princeton's Seung and Murthy are co-senior authors on the flagship paper of the Nature issue, which includes a suite of nine related papers with overlapping sets of authors, led by researchers from Princeton University, the University of Vermont, the University of Cambridge, the University of California-Berkeley, UC-Santa Barbara, Freie Universitat-Berlin, and the Max Planck Florida Institute for Neuroscience. The work was funded in part by the NIH's BRAIN Initiative, the Princeton Neuroscience Institute's Bezos Center for Neural Circuit Dynamics and McDonnell Center for Systems Neuroscience, and other public and private neuroscience institutes and funds, listed at the end of this document.

The map was developed by the FlyWire Consortium, which is based at Princeton University and made up of teams in more than 76 laboratories with 287 researchers around the world as well as volunteer gamers.

Sven Dorkenwald, the lead author on the flagship Nature paper, spearheaded the FlyWire Consortium.




"What we built is, in many ways, an atlas," said Dorkenwald, a 2023 Ph.D. graduate of Princeton now at the University of Washington and the Allen Institute for Brain Science. "Just like you wouldn't want to drive to a new place without Google Maps, you don't want to explore the brain without a map. What we have done is build an atlas of the brain, and added annotations for all the businesses, the buildings, the street names. With this, researchers are now equipped to thoughtfully navigate the brain as we try to understand it."

And just like a map that traces out every tiny alley as well as every superhighway, the fly connectome shows connections within the fruit fly brain at every scale.

The map was built from 21 million images taken of a female fruit fly brain by a team of scientists led by Davi Bock, then at the Howard Hughes Medical Institute's Janelia Research Campus and now at the University of Vermont. Using an AI model built by researchers and software engineers working with Princeton's Sebastian Seung, the lumps and blobs in those images were turned into a labeled, three-dimensional map. Instead of keeping their data confidential, the researchers opened their in-progress neural map to the scientific community from the beginning.

"Mapping the whole brain has been made possible by advances in AI computing. It would have not been possible to reconstruct the entire wiring diagram manually. This is a display of how AI can move neuroscience forward,' said Prof. Sebastian Seung, one of the co-leaders of the research and Princeton's Evnin Professor in Neuroscience and a professor of computer science.

"Now that we have this brain map, we can close the loop on which neurons relate to which behaviors," said Dorkenwald.

The development could lead to tailored treatments to brain diseases.

"In many respects, it (the brain) is more powerful than any human-made computer, yet for the most part we still do not understand its underlying logic," said John Ngai, director of the U.S. National Institutes of Health's BRAIN Initiative, which provided partial funding for the FlyWire project. "Without a detailed understanding of how neurons connect with one another, we won't have a basic understanding of what goes right in a healthy brain or what goes wrong in disease."
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Bottlenose dolphins 'smile' at each other while playing | ScienceDaily
Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research publishing October 2 in the Cell Press journal iScience shows that bottlenose dolphins (Tursiops truncates) use the "open mouth" facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a "smile," they responded in kind 33% of the time.


						
"We've uncovered the presence of a distinct facial display, the open mouth, in bottlenose dolphins, and we showed that dolphins are also able to mirror others' facial expression," says senior author and evolutionary biologist Elisabetta Palagi of the University of Pisa. "Open-mouth signals and rapid mimicry appear repeatedly across the mammal family tree, which suggests that visual communication has played a crucial role in shaping complex social interactions, not only in dolphins but in many species over time."

Dolphin play can include acrobatics, surfing, playing with objects, chasing, and playfighting, and it's important that these activities aren't misinterpreted as aggression. Other mammals use facial expressions to communicate playfulness, but whether marine mammals also use facial expressions to signal playtime hasn't been previously explored.

"The open mouth gesture likely evolved from the biting action, breaking down the biting sequence to leave only the 'intention to bite' without contact," says Palagi. "The relaxed open mouth, seen in social carnivores, monkeys' play faces, and even human laughter, is a universal sign of playfulness, helping animals -- and us -- signal fun and avoid conflict."

To investigate whether dolphins visually communicate playfulness, the researchers recorded captive bottlenose dolphins while they were playing in pairs and while they were playing freely with their human trainers.

They showed that dolphins frequently use the open mouth expression when playing with other dolphins, but they don't seem to use it when playing with humans or when they're playing by themselves. While only one open mouth event was recorded during solitary play, the researchers recorded a total of 1,288 open mouth events during social play sessions, and 92% of these events occurred during dolphin-dolphin play sessions. Dolphins were also more likely to assume the open mouth expression when their faces were in the field of view of their playmate -- 89% of recorded open mouth expressions were emitted in this context -- and when this "smile" was perceived, the playmate smiled back 33% of the time.

"Some may argue that dolphins are merely mimicking each other's open mouth expressions by chance, given they're often involved in the same activity or context, but this doesn't explain why the probability of mimicking another dolphin's open mouth within 1 second is 13 times higher when the receiver actually sees the original expression," says Palagi. "This rate of mimicry in dolphins is consistent with what's been observed in certain carnivores, such as meerkats and sun bears."

The researchers didn't record the dolphins' acoustic signals during playtime, and they say that future studies should investigate the possible role of vocalizations and tactile signals during playful interactions.

"Future research should dive into eye-tracking to explore how dolphins see their world and utilize acoustic signals in their multimodal communication during play," says corresponding author and zoologist Livio Favaro. "Dolphins have developed one of the most intricate vocal systems in the animal world, but sound can also expose them to predators or eavesdroppers. When dolphins play together, a mix of whistling and visual cues helps them cooperate and achieve goals, a strategy particularly useful during social play when they're less on guard for predators."
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Most tropical lightning storms are radioactive | ScienceDaily
In the 1990s, NASA satellites built to spot high-energy particles coming from supernovas and other celestial-sized objects discovered a surprise -- high energy gamma radiation bursts coming from right here on Earth.


						
While it didn't take long for researchers to figure out that these radioactive supercharged particles were coming from thunderstorms, how commonly the phenomenon happened remained a mystery. Satellites weren't built to find gamma radiation coming from Earth, and they had to be in just the right place at just the right time to do so.

After years of making do with platforms not ideal for the task, a group of scientists secured an opportunity to fly a retrofitted U2 spy plane owned by NASA over storms to take a proper look. In two new papers published October 3 in Nature, the team discovered that gamma radiation produced in thunderstorms is far more common than anyone thought and that the dynamics creating the radiation hold a treasure trove of mysteries yet to be solved.

"There is way more going on in thunderstorms than we ever imagined," said Steve Cummer, the William H. Younger Distinguished Professor of Engineering at Duke University, who was a coauthor on both papers. "As it turns out, essentially all big thunderstorms generate gamma rays all day long in many different forms."

The general physics behind how thunderstorms create high-energy flashes of gamma radiation is not a mystery. As thunderstorms develop, swirling drafts drive water droplets, hail and ice into a mixture that creates an electric charge much like rubbing a balloon on your shirt. Positively charged particles end up at the top of the storm while negatively charged particles drop to the bottom, creating an enormous electric field that can be as strong as 100 million AA batteries stacked end-to-end.

When other charged particles -- such as electrons -- find themselves in such a strong field, they accelerate. If they accelerate to high enough speeds and happen to strike an air molecule, they knock off more high-energy electrons. The process cascades until the collisions have enough energy to create nuclear reactions, producing extremely strong and extremely fast flashes of gamma rays, antimatter and other forms of radiation.

But that's not the end of the thunderstorm gamma radiation story. Aircraft flying close to thunderstorms have also seen a faint glow of gamma radiation coming from clouds. These storms seem to have enough energy to produce a low-level simmering of gamma radiation, but something prevents it from creating an explosive burst like a popping corn kernel.




"A few aircraft campaigns tried to figure out if these phenomena were common or not, but there were mixed results, and several campaigns over the United States didn't find any gamma radiation at all," Cummer said. "This project was designed to address these questions once and for all."

The research group secured the use of a NASA ER-2 High-Altitude Airborne Science Aircraft. A retrofitted U2 spy plane left over from the Cold War, it flies over twice as high as commercial aircraft and about three miles above most thunderstorms. It's also extremely fast, giving the team the opportunity to pick the exact thunderstorms they thought were most likely to produce results.

"The ER-2 aircraft would be the ultimate observing platform for gamma-rays from thunderclouds," said Nikolai Ostgaard, professor of space physics at the University of Bergen in Norway and lead investigator of the project. "Flying at 20 km [12.4 miles], we can fly directly over the cloud top, as close as possible to the gamma-ray source."

Because the ER-2 was the perfect solution and the team was going to fly over the right storms, the researchers figured that if these phenomena were rare, then they'd barely see any at all. But if they were common, then they'd see a lot.

And they saw a lot.

Over the course of a month, the ER-2 flew 10 flights over large storms in the tropics south of Florida, and 9 of them yielded observations of this simmer of gamma radiation, which was also more dynamic than expected.




"The dynamics of gamma-glowing thunderclouds starkly contradicts the former quasi-stationary picture of glows, and rather resembles that of a huge gamma-glowing boiling pot both in pattern and behavior," said Martino Marisaldi, professor of physics and technology at the University of Bergen.

Given the size of a typical thunderstorm in the tropics, which get much larger than storms at other latitudes, this suggests that more than half of all thunderstorms in the tropics are radioactive. The researchers postulate that this low-level production of gamma radiation acts like steam boiling off a pot of water and limits how much energy can be built up inside.

The researchers were equally excited to see numerous examples of short duration and intense gamma radiation bursts coming from the same thunderstorms. Some of these were precisely like those that were originally detected by the NASA satellites. These almost always occurred in conjunction with an active lightning discharge. This suggests that the large electric field created by lightning is likely supercharging the already high-energy electrons, enabling them to create high-energy nuclear reactions.

But there were also at least two other types of short gamma radiation bursts that had never been seen before. One type is incredibly short, less than a thousandth of a second, while the other is a sequence of about 10 individual bursts that repeat over the course of about a tenth of a second.

"Those two new forms of gamma radiation are what I find most interesting," Cummer said. "They don't seem to be associated with developing lightning flashes. They emerge spontaneously somehow. There are hints in the data that they may actually be linked to the processes that initiate lightning flashes, which are still a mystery to scientists."

If there is anybody out there worried about getting turned into the Hulk by all of this gamma radiation, Cummer added, they shouldn't be. The amount of radiation being produced would only be dangerous if a person or object were quite close to the origination source.

"The radiation would be the least of your problems if you found yourself there. Airplanes avoid flying in active thunderstorm cores due to the extreme turbulence and winds," Cummer said. "Even knowing what we now know, I don't worry about flying any more than I used to."

This research was supported by the European Research Council under the European Union's Seventh Framework Programme (FP7/2007-2013)/ERC grant agreement no. 320839 and the Research Council of Norway under contracts 223252/F50 (CoE) and contract 325582.
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Scientists create flies that stop when exposed to red light | ScienceDaily
Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists at Max Planck Florida Institute for Neuroscience have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.


						
The power of Drosophila to understand complex behaviors

Halting is a critical action essential for almost all animal behaviors. When foraging, an animal must stop when it detects food to eat; when dirty, it must stop to groom itself. The ability to stop, while seemingly simple, has not been well understood as it involves complex interactions with competing behaviors like walking.

Max Planck Florida scientist Dr. Salil Bidaye is an expert in using the powerful research model Drosophila Melanogaster (aka the fruit fly) to understand how neural circuit activity leads to precise and complex behaviors such as navigating through an environment. Having previously identified neurons critical for forward, backward, and turning locomotion, Dr. Bidaye and his team turned to stopping.

"Purposeful movement through the world relies on halting at the correct time as much as walking. It is central to important behaviors like eating, mating, and avoiding harm. We were interested in understanding how the brain controls halting and where halting signals override signals for walking," said Bidaye.

Taking advantage of the fruit fly's power as a research model, including the animal's simplified nervous system, short lifespan, and large offspring numbers, Bidaye and his team used a genetic screen to identify neurons that initiate stopping. Using optogenetics to activate specific neurons by shining a red light, the researchers turned on small groups of neurons to see which caused freely walking flies to stop.

Two mechanisms for stopping

Three unique neuron types, named Foxglove, Bluebell, and Brake, caused the flies to stop when activated. Through careful and precise analysis, the scientists determined that the flies' stopping mechanisms differed depending on which neuron was active. Foxglove and Bluebell neurons inhibited forward walking and turning, respectively, while Brake neurons overrode all walking commands and enhanced leg-joint resistance.




"Our research team's diverse expertise was critical in analyzing precise stopping mechanisms. Each team member contributed to our understanding by approaching the question through different methods, including leg movement analysis, imaging of neural activity, and computational modeling," credits Bidaye. "Further, large research collaborations spanning multiple labs and countries have recently mapped the connections between all the neurons in the fly brain and nerve cord. These wiring diagrams guided our experiments and understanding of the neural circuitry and mechanisms of halting."

The research team, consisting of scientists from Max Planck Florida, Florida Atlantic University, University of Cambridge, University of California, Berkeley and the MRC Laboratory of Molecular Biology, combined the data from the wiring diagrams and these multiple approaches to gain a holistic understanding of the behavioral, muscular, and neuronal mechanisms that induced the fly's halting. They found that activating these different neurons did not stop the flies in the same way but used unique mechanisms, which they named 'Walk-OFF' and 'Brake'.

As the name implies, the "Walk-OFF" mechanism works by turning off neurons that drive walking, similar to removing your foot from the gas pedal of a car. This mechanism, used by the Foxglove and Bluebell neurons, relies on the inhibitory neurotransmitter GABA to suppress neurons in the brain that induce walking.

The "Brake" mechanism, on the other hand, employed by the excitatory cholinergic Brake neurons in nerve cord, actively prevents stepping by increasing the resistance at the leg joints and providing postural stability. This mechanism is similar to stepping on the brake in your car to actively stop the wheels from turning. And just as you would remove your foot from the gas to step on the brake, the "Brake" mechanism also inhibits walking-promotion neurons in addition to preventing stepping.

Lead researcher on the project Neha Sapkal, describes the team's excitement in discovering the "Brake" mechanism. "Whereas the 'Walk-Off' mechanism was similar to stopping mechanisms identified in other animal models, the 'Brake' mechanism was completely new and caused such robust stopping in the fly. We were immediately interested in understanding how and when the fly would use these different mechanisms."

Context-specific activation of halt mechanisms

To determine when the fly might use the "Walk-OFF" and "Brake" mechanisms, the team again took multiple approaches, including predictive modeling based on the wiring diagram of the fly nervous system, recording the activity of halting neurons in the fly, and disrupting the mechanisms in different behavioral scenarios.




Their findings suggested that the two mechanisms were used mutually exclusively in different behavioral contexts and were activated by relevant environmental cues. The "Walk-OFF" mechanism is engaged in the context of feeding and activated by sugar-sensing neurons. On the other hand, the "Brake" mechanism is used during grooming and is predicted to be activated by the sensory information coming from the bristles of the fly.

During grooming the fly must lift several legs and maintain balance. The Brake mechanism provides this stability through the active resistance at joints and increased postural stability of the standing legs. Indeed, when the scientists disrupted the 'Brake' mechanism, flies often tipped over during grooming attempts.

"The fly brain has provided insight into how contextual information engages specific mechanisms of behaviors such as stopping." Bidaye says, "We hope understanding these mechanisms will allow us to identify similar context-specific processes in other animals. In humans, when we stop and lift our foot to adjust our shoe or remove a stone from our tread, we are likely taking advantage of a stabilizing mechanism similar to the Brake mechanism. Understanding context-specific neural circuits and how they work together with other sensory and motor circuits is the key to understanding complex behaviors."
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Hurricanes linked to higher death rates for 15 years after storms pass | ScienceDaily
New research reveals hurricanes and tropical storms in the United States cause a surge of deaths for nearly 15 years after a storm hits.


						
Official government statistics record only the number of individuals killed during these storms, which are together called "tropical cyclones." Usually, these direct deaths, which average 24 per storm in official estimates, occur through drowning or some other type of trauma. But the new analysis, published October 2 in Nature, reveals a larger, hidden death toll in hurricanes' aftermath.

"In any given month, people are dying earlier than they would have if the storm hadn't hit their community," said senior study author Solomon Hsiang, a professor of environmental social sciences at the Stanford Doerr School of Sustainability. "A big storm will hit, and there's all these cascades of effects where cities are rebuilding or households are displaced or social networks are broken. These cascades have serious consequences for public health."

Hsiang and lead study author Rachel Young estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period. Official government statistics put the total death toll from these storms at about 10,000 people.

Hurricane impacts underestimated

The new estimates are based on statistical analysis of data from the 501 tropical cyclones that hit the Atlantic and Gulf coasts from 1930 to 2015, and mortality rates for various populations within each state just before and after each cyclone. The researchers expanded on ideas from a 2014 study from Hsiang showing that tropical cyclones slow economic growth for 15 years, and on a 2018 Harvard study finding that Hurricane Maria caused nearly 5,000 deaths in the three months after the storm hit Puerto Rico -- nearly 70 times the official government count.

"When we started out, we thought that we might see a delayed effect of tropical cyclones on mortality maybe for six months or a year, similar to heat waves," said Young, a postdoctoral scholar at the University of California Berkeley, where she began working on the study as a master's student in Hsiang's lab before he joined Stanford's faculty in July 2024. The results show deaths due to hurricanes persist at much higher rates not only for months but years after floodwaters recede and public attention moves on.




Uneven health burdens

Young and Hsiang's research is the first to suggest that hurricanes are an important driver for the distribution of overall mortality risk across the country. While the study finds that more than 3 in 100 deaths nationwide are related to tropical cyclones, the burden is far higher for certain groups, with Black individuals three times more likely to die after a hurricane than white individuals. This finding puts stark numbers to concerns that many Black communities have raised for years about unequal treatment and experiences they face after natural disasters.

The researchers estimate 25% of infant deaths and 15% of deaths among people aged 1 to 44 in the U.S. are related to tropical cyclones. For these groups, Young and Hsiang write, the added risk from tropical cyclones makes a big difference in overall mortality risk because the group starts from a low baseline mortality rate.

"These are infants born years after a tropical cyclone, so they couldn't have even experienced the event themselves in utero," Young said. "This points to a longer-term economic and maternal health story, where mothers might not have as many resources even years after a disaster than they would have in a world where they never experienced a tropical cyclone."

Adapting in future hazard zones

The long, slow surge of cyclone-related deaths tends to be much higher in places that historically have experienced fewer hurricanes. "Because this long-run effect on mortality has never been documented before, nobody on the ground knew that they should be adapting for this and nobody in the medical community has planned a response," Young said.




The study's results could inform governmental and financial decisions around plans for adapting to climate change, building coastal climate resilience, and improving disaster management, as tropical cyclones are predicted to become more intense with climate change. "With climate change, we expect that tropical cyclones are going to potentially become more hazardous, more damaging, and they're going to change who they hit," said Young.

Toward solutions

Building on the Nature study, Hsiang's Global Policy Laboratory at Stanford is now working to understand why tropical storms and hurricanes cause these deaths over 15 years. The research group integrates economics, data science, and social sciences to answer policy questions that are key to managing planetary resources, often related to impacts from climate change.

With mortality risk from hurricanes, the challenge is to disentangle the complex chains of events that follow a cyclone and can ultimately affect human health -- and then evaluate possible interventions.

These events can be so separated from the initial hazard that even affected individuals and their families may not see the connection. For example, Hsiang and Young write, individuals might use retirement savings to repair property damage, reducing their ability to pay for future health care. Family members might move away, weakening support networks that could be critical for good health down the line. Public spending may shift to focus on immediate recovery needs, at the expense of investments that could otherwise promote long-run health.

"Some solutions might be as simple as communicating to families and governments that, a few years after you allocate money for recovery, maybe you want to think about additional savings for health care-related expenses, particularly for the elderly, communities of color, and mothers or expectant mothers," Young said.
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Scientists decode key mutation in many cancers | ScienceDaily
Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer.


						
A new study from the University of Chicago reveals a previously unknown part of this dance -- one with significant implications for human health.

In the study, published Oct. 2 in Nature, a team of scientists led by UChicago Prof. Chuan He, in collaboration with University of Texas Health Science Center at San Antonio Prof. Mingjiang Xu, found that RNA plays a significant role in how DNA is packaged and stored in your cells, via a gene known as TET2. This pathway also appears to explain a long-standing puzzle about why so many cancers and other disorders involve TET2-related mutations -- and suggests a set of new targets for treatments.

"This represents a conceptual breakthrough," said He, who is the John T. Wilson Distinguished Service Professor in the Department of Chemistry and the Department of Biochemistry and Molecular Biology and an investigator of the Howard Hughes Medical Institute.

"Not only does it offer targets for therapy for several diseases, but we are adding to the grand picture of chromatin regulation in biology," he said. "We hope the real-world impact is going to be very high."

RNA revelations

He's lab has made several discoveries that shook up our picture of how genes are expressed. In 2011, they found that, in addition to modifications to DNA and proteins, modifications to RNA may also control what genes are expressed.




Since then, He and his team have found more and more ways that RNA methylation is fundamentally involved in which genes are turned on and off in both the plant and animal kingdoms.

With this lens, they turned their attention to a gene called TET2. For a long time, we've known that when TET2 or TET2-related genes are mutated, all sorts of problems follow. These mutations occur in 10-60% of different human leukemia cases, and pop up in other types of cancers as well. The problem was that we didn't know why -- which significantly hampers the search for treatments.

The other members of the TET family act on DNA, so for years, researchers had been looking at TET2's effects on DNA. But He's lab found they'd been looking in the wrong place: TET2 actually affects RNA.

When your cells print their own copies of your genetic material, they have to be neatly packaged up and folded for later reference; the packages are known as chromatin. If that doesn't happen correctly, all sorts of issues can follow. It turns out that RNA is a key player in this process, and that its role is controlled by TET2 through a modification process called methylation.

Through a clever set of experiments, removing genes and seeing what happened, the He lab team showed how this works. They found that TET2 controls how often a type of modification known as m5C occurs on certain types of RNA, which attracts a protein known as MBD6, which in turn controls the packaging of chromatin.

When you're an infant and your cells are actively dividing into different types of cells, TET2 loosens up the reins so that chromatin can be more easily accessed and stem cells can turn into other cells. But once you're an adult, TET2 is supposed to tighten up the reins. If that repressing force gets lost, MBD6 has free rein, and havoc can ensue.




"If you have a TET2 mutation, you reopen this growth pathway that could eventually lead to cancer -- especially in the blood and brain, because this pathway looks to be most important in blood and brain development," said He.

As a final confirmation, the team tested human leukemia cells in petri dishes. When the team removed the cells' ability to create MBD6, effectively pulling on the reins, the leukemia cells all died.

'A silver bullet'

The most exciting part of this discovery to cancer researchers is that it gives them a whole new set of targets for drugs.

"What we hope we can get from this is a silver bullet to selectively get rid of just cancer cells, by targeting this specific pathway activated because of TET2 or IDH loss," said He, who is working with UChicago's Polsky Center for Entrepreneurship and Innovation to found a startup company to create just such a drug.

But we also know that TET2 mutations have consequences other than cancer. TET2 mutations also occur in a fraction of all adults older than 70 and contribute to an increased risk of heart disease, stroke, diabetes, and other inflammatory conditions, a condition known as CHIP.

"These patients have TET2 mutant blood cells, but they haven't yet caused cancer," explained Caner Saygin, an oncologist and assistant professor of medicine at the University of Chicago Medicine who specializes in treating CHIP patients and is also working with the He lab on several projects. "But these TET2 mutant cells are more inflammatory, and as they circulate, they cause an increased risk for things like heart, liver, and kidney diseases. Right now, I cannot prescribe anything to these patients because they don't have cancer yet, but if we could eliminate those mutant cells, we could improve their lives."

A radical change

The finding is also a radical change in our understanding of chromatin -- and hence gene expression as a whole.

Previously, we knew that one form of RNA methylation called m6A affects gene expression -- its placement and removal affects the packaging of chromatin, which directs which stretches of DNA are translated into reality.

But if m5C is also in this category, that suggests this is a general mechanism to control chromatin and gene expression, and there could be more. "If there's a second, you could have a third, fourth, fifth," said He. "This says that RNA modification on chromatin is a major mechanism for chromatin and gene transcription regulation. We think this pathway is just the tip of the iceberg."
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241002104856.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression | ScienceDaily
New research from Baylor University reveals that coyotes, like domestic dogs, have the ability to produce the famous "puppy dog eyes" expression. The study -- "Coyotes can do 'puppy dog eyes' too: Comparing interspecific variation in Canis facial expression muscles," published in the Royal Society Open Science -- challenges the hypothesis that this facial feature evolved exclusively in dogs as a result of domestication.


						
The research team, led by Patrick Cunningham, a Ph.D. research student in the Department of Biology at Baylor University, examined the levator anguli oculi medialis (LAOM), the muscle responsible for raising the inner eyebrow to create "puppy dog eyes," in coyotes.

Contrary to previous assumptions, Cunningham and colleagues discovered that coyotes also possess a well-developed LAOM, similar to dogs. This finding contradicts the idea that the muscle evolved specifically for communication between humans and dogs during domestication.

"Our findings suggest that the ability to produce 'puppy dog eyes' is not a unique product of dog domestication but rather an ancestral trait shared by multiple species in the Canis genus," Cunningham said. "This raises fascinating questions about the role of facial expressions in communication and survival among wild canids."

Coyotes, dogs and gray wolves comparisons

Cunningham and his team compared the facial muscles of coyotes, dogs and gray wolves. While both dogs and coyotes possess a well-developed LAOM, the muscle is either modified or absent in gray wolves. This challenges the hypothesis that human-driven selection was solely responsible for the development of the inner brow raiser in dogs. Instead, the study suggests that the LAOM was likely present in a common ancestor of dogs, coyotes and gray wolves but was later lost or reduced in wolves.

The research also documented significant intraspecific variation in the facial muscles of coyotes, particularly those related to brow and lip movements. Genetic analysis was used to rule out significant dog ancestry in the coyote specimens, reinforcing that these traits are not a result of crossbreeding.

"Our work reveals that coyotes and dogs share not just behavioral similarities, but also a fascinating evolutionary history that includes the ability to make expressions that we once thought were unique to domesticated animals," Cunningham said.

This discovery has broader implications for understanding the evolution of facial expressions in mammals. The LAOM may have originally evolved for functions related to vision and eye movements, rather than communication with humans, as previously thought. Future studies on other canid species, including red wolves and African wild dogs, may further illuminate the role of facial expressions in survival and species communication.

This work was supported through a grant from the National Institute of Food and Agriculture, U.S. Department of Agriculture McIntire-Stennis Program under award number 1027755 and Michigan Technological University REF R01787.
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Reducing daily sitting may prevent back pain | ScienceDaily
A new study from the University of Turku in Finland showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.


						
Intuitively, it is easy to think that reducing sitting would help with back pain, but previous research data is surprisingly scarce. The study from the Turku PET Centre and UKK Institute in Finland investigated whether reducing daily sitting could prevent or relieve back pain among overweight or obese adults who spend the majority of their days sitting. The participants were able to reduce their sitting by 40 min/day, on average, during the six-month study.

"Our participants were quite normal middle-aged adults, who sat a great deal, exercised little, and had gained some extra weight. These factors not only increase the risk for cardiovascular disease but also for back pain," says Doctoral Researcher and Physiotherapist Jooa Norha from the University of Turku in Finland.

Previous results from the same and other research groups have suggested that sitting may be detrimental for back health but the data has been preliminary.

Robust methods for studying the mechanisms behind back pain

The researchers also examined potential mechanisms behind the prevention of back pain.

"However, we did not observe that the changes in back pain were related to changes in the fattiness or glucose metabolism of the back muscles," Norha says.

Individuals with back pain have excessive fat deposits within the back muscles, and impaired glucose metabolism, or insulin sensitivity, can predispose to pain. Nevertheless, back pain can be prevented or relieved even if no improvements in the muscle composition or metabolism take place. The researchers used magnetic resonance imaging (MRI) and PET imaging that is based on a radioactive tracer to measure the back muscles.

"If you have a tendency for back pain or excessive sitting and are concerned for your back health, you can try to figure out ways for reducing sitting at work or during leisure time. However, it is important to note that physical activity, such as walking or more brisk exercise, is better than simply standing up," Norha points out.

The researchers wish to remind that switching between postures is more important than only looking for the perfect posture.
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Airborne plastic chemical levels shock researchers | ScienceDaily
A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.


						
Plasticizers are chemical compounds that make materials more flexible. They are used in a wide variety of products ranging from lunchboxes and shower curtains to garden hoses and upholstery.

"It's not just for drinking straws and grocery bags," said David Volz, environmental sciences professor at UC Riverside, and corresponding author of a paper about the study published in the journal Environmental Research. 

Previous California monitoring programs focused on plasticizers called ortho-phthalates, some of which were phased out of manufacturing processes due to health and environmental concerns. Less research has focused on the health effects of their replacements, called non-ortho-phthalates.

This study revealed the presence of both types of plasticizers in the air throughout Southern California.

"The levels of these compounds are through the roof," Volz said. "We weren't expecting that. As a result, we felt it was important for people to learn about this study."

The National Institute of Environmental Health Sciences also wants to increase the visibility of this study, one of only a few to document the phthalates' presence in the air of urban environments. The institute's monthly newsletter, Environmental Factor, highlights the study in their October 2024 issue.




The researchers tracked two groups of UCR undergraduate students commuting from different parts of Southern California. Both groups wore silicone wristbands designed to collect data on chemical exposures in the air.

The first group wore their wristbands for five days in 2019, and the second group wore two different wristbands for five days each in 2020. Both groups wore the bands continuously, all day, as they went about their activities. At the end of the data collection period, the researchers chopped the wristbands into pieces, then analyzed the chemicals they contained.

In a previous paper, the team focused on TDCIPP, a flame-retardant and known carcinogen, picked up in the wristbands. They saw that the longer a student's commute, the higher their exposure to TDCIPP.

Unlike TDCIPP, which most likely migrates out of commuters' car seats into dust, the team cannot pinpoint the origin of the plasticizers. Because they are airborne, rather than bound to dust, the wristbands could have picked them up anywhere, even outside the students' cars.

For every gram of chopped-up wristband, the team found between 100,000 and 1 million nanograms of three phthalates, DiNP, DEHP, and DEHT. Ten total plasticizers were measured, but the levels of these three stood out.

Both DiNP and DEHP are included on California's Proposition 65 list, which contains chemicals known to cause cancer, birth defects, or other reproductive harm. DEHT was introduced as an alternative, but its effects on human health have not been well studied.




This study suggests that introducing DEHT also has not done much to reduce the public's level of exposure to DiNP or DEHP. Levels of all three chemicals found by Volz and his team were similar to those found by researchers in unrelated studies conducted on the East Coast.

Despite differences in climate, the air on both coasts is likely carrying similar levels of phthalates.

"No matter who you are, or where you are, your daily level of exposure to these plasticizer chemicals is high and persistent," Volz said. "They are ubiquitous."

To Volz, studies like this one amplify the need to find alternatives to plastic. As plastics degrade, these compounds and others like them are leaching out into the environment and into the body.

"The only way to decrease the concentration of plasticizers in the air is to decrease our production and consumption of materials containing plasticizers," he said.
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Research in 4 continents links outdoor air pollution to differences in children's brains | ScienceDaily
Outdoor air pollution from power plants, fires and cars continues to degrade human, animal and environmental health around the globe. New research shows that even pollution levels that are below government air-quality standards are associated with differences in children's brains.


						
A University of California, Davis, research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

The study, "Clearing the Air: A systematic review of studies on air pollution and childhood brain outcomes to mobilize policy change," was published this month in Developmental Cognitive Neuroscience. 

"We're seeing differences in brain outcomes between children with higher levels of pollution exposure versus lower levels of pollution exposure," said Camelia Hostinar, an associate professor of psychology and the study's corresponding author.

Children and teens are especially vulnerable to air pollution because their brains and bodies are still developing. They tend to spend more time outdoors, and their bodies absorb more contaminants relative to their bodyweight than adults, researchers said.

Outdoor air pollution and brain development

This study surveyed 40 published, peer-reviewed studies that all included measures of outdoor air pollution and brain outcomes for children at various ages, from newborns up to 18-year-old adults. The majority of studies came from the United States, Mexico and Europe, with one each from Asia and Australia.




The studies ranged in how they measured brain differences. Some used advanced scanning methods like magnetic resonance imaging, or MRI. Others tested changes in chemical compounds that aid in brain function and health. Some studies looked for tumors in the brain or central nervous system.

Studies from Mexico City that compared children from high- and low-pollution areas found significant differences in brain structure.

Each study included measures of air pollution linked to the child's address or neighborhood, which showed that the children's brain differences were observed in places with high levels of air pollution as well as places that met local air pollution standards.

"A lot of these studies include children in places with air pollutant levels that are well below limits set by U.S. or European regulations," said Anna Parenteau, a Ph.D. student in psychology at UC Davis and the study's co-first author.

Outdoor air pollution 

Sources of outdoor air pollution include coal-fired plants, wildfires and many other sources near where people live. This systematic review is unique because most others have focused on how air pollution affects adults or animals, researchers said.




"We can't necessarily apply findings from adults and assume that it's going to be the same for children," said Johnna Swartz, an associate professor of human ecology and co-author on the study. "We also have to look more at different developmental windows because that might be really important in terms of how air pollution might impact these brain outcomes."

To establish a causal link between outdoor air pollution and differences in the brain, the research team looked to experimental research on animals. That research showed that pollution does lead to many of the same outcomes identified by the studies in this review, including markers for Alzheimer's disease.

"A lot of researchers working on brain development, whether it's autism, Alzheimer's or something else, really discounted for a long time the environmental factors," said Anthony Wexler, a professor at UC Davis and director of its Air Quality Research Center. "They argued that it's genetic or some other factor other than exposure to air pollution. That's changed a lot recently because of all this research literature."

Reducing harm 

This systematic review proposed steps for both parents and policymakers to protect their children from outdoor air pollution by, for example, adding air filters to homes and schools near freeways.

"We listed air purifiers as one of the policy recommendations, and that is something that could be subsidized or provided in schools and other places where children spend a lot of time," said Hostinar. "These can be quite effective."

Researchers can also incorporate measures of air pollution into studies related to brain health or other health outcomes.

"Anybody collecting data from human participants on brain outcomes or cardiovascular outcomes or anything else could easily add questions to assess air pollution exposure, such as obtaining their addresses," said Sally Hang, a Ph.D. student in psychology and the study's first co-author.
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Climate scientists express their views on possible future climate scenarios in a new study | ScienceDaily
A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2degC.


						
The study was published in the Nature journal Communications Earth & Environment. It also shows that two-thirds of respondents -- all of them authors on the Intergovernmental Panel on Climate Change (IPCC) -- believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris temperature goal.

A majority also acknowledged the potential for atmospheric CO2 removal, with a median response indicating a belief that the technology could remove up to five gigatons of carbon dioxide (GtCO2) a year by 2050. That is at the lower end of the range believed to be necessary to meet the Paris targets.

"We wanted to survey some of the top climate experts in the world to get some insight into their perceptions of different future climate outcomes," says the paper's lead author, Seth Wynes, a former postdoctoral fellow at Concordia, now an assistant professor at the University of Waterloo.

"These scientists also engage in important climate change communication, so their optimism or pessimism can affect how decision-makers are receiving messages about climate change."

More is needed to avert catastrophe

The 211 respondents to the survey were generally pessimistic about reaching the Paris targets given current policies, with 86 per cent estimating warming above 2degC by 2100. The median estimate was 2.7degC, which is expected to have catastrophic consequences for the planet.




Co-author Damon Matthews, a professor in the Department of Geography, Planning and Environment, notes that this does not mean that level of warming is inevitable.

"These responses are not a prediction of future warming, but rather a gauge of what the scientific community believes. The answers are surprisingly consistent with previous estimates of what would happen if our current climate policies continued without any increase in ambition, which range from about 2.5 to 3degC."

Along with questions about the likelihood of future climate outcomes, the respondents were also asked to estimate their peers' responses to the same questions.

"There was a strong correlation between what people believe and what they sense their peers believe," Wynes says. "They had a bias to see their beliefs as representative of the larger group. This can indicate an overconfidence in their own beliefs, so we think this is a good opportunity for them to reevaluate what their peers actually believe."

Working with data, not policy

An IPCC author himself, Matthews admits that scientists' views on possible climate scenarios are valuable, but other perspectives on the issues around climate change are necessary if we hope to slow it.

"Climate scientists certainly have expertise in climate systems and energy transitions, but it will be policy implementation and societal change that actually determine how quickly emissions drop," he says.

"Ultimately, the decision as to what we do and how we respond to the climate challenge is up to policymakers and the public that they represent, and I think the full range of outcomes is still very much on the table."
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Using antimatter to detect nuclear radiation | ScienceDaily
Nuclear fission reactors act as a key power source for many parts of the world and worldwide power capacity is expected to nearly double by 2050. One issue, however, is the difficulty of discerning whether a nuclear reactor is being used to also create material for nuclear weapons. Capturing and analyzing antimatter particles has shown promise for monitoring what specific reactor operations are occurring, even from hundreds of miles away.


						
In AIP Advances, byAIP Publishing, researchers from the University of Sheffield and the University of Hawaii developed a detector that senses and analyzes antineutrinos emitted by nuclear reactors. The detector designed by Wilson et al. senses antineutrinos and can characterize their energy profiles from miles away as a way of monitoring activity at nuclear reactors.

"In this paper, we test a detector design that could be used to measure the energy of particle emission of nuclear fission reactors at large distances," said author Stephen Wilson. "This information could tell us not only whether a reactor exists and about its operational cycle, but also how far away the reactor is."

Neutrinos are chargeless elementary particles that have a mass of nearly zero, and antineutrinos are their antimatter counterpart, most often created during nuclear reactions. Capturing these antiparticles and analyzing their energy levels provides information on anything from operational cycle to specific isotopes in spent fuel.

The group's detector design exploits Cherenkov radiation, a phenomenon in which radiation is emitted when charged particles moving faster than light pass through a particular medium, akin to sonic booms when crossing the sound barrier. This is also responsible for nuclear reactors' eerie blue glow and has been used to detect neutrinos in astrophysics laboratories.

The researchers proposed to assemble their device in northeast England and detect antineutrinos from reactors from all over the U.K. as well as in northern France.

One issue, however, is that antineutrinos from the upper atmosphere and space can muddle the signal, especially as very distant reactors yield exceeding small signals -- sometimes on the order of a single antineutrino per day.

To account for this, the group proposed to place their detector in a mine more than 1 kilometer underground.

"Discriminating between these particles is also a significant analysis challenge, and being able to measure an energy spectrum can take an impractically long time," Wilson said. "In many ways, what surprised me most is that this is not actually impossible."

Wilson hopes the detector stimulates more discussion in how to use antineutrinos to monitor reactors, including measuring the antineutrino spectrum of spent nuclear fuel or developing smaller detectors for use closer to reactors.
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Deep brain stimulation instantly improves arm and hand function post-brain injury | ScienceDaily
Deep brain stimulation may provide immediate improvement in arm and hand strength and function weakened by traumatic brain injury or stroke, University of Pittsburgh School of Medicine researchers report today in Nature Communications.


						
Encouraging results from extensive tests in monkeys and humans open a path for a new clinical application of an already widely used brain stimulation technology and offer insights into neural mechanisms underlying movement deficits caused by brain injury.

"Arm and hand paralysis significantly impacts the quality of life of millions of people worldwide," said senior and corresponding author Elvira Pirondini, Ph.D., assistant professor of physical medicine and rehabilitation at Pitt. "Currently, we don't have effective solutions for patients who suffered a stroke or traumatic brain injury but there is a growing interest in the use of neurotechnologies that stimulate the brain to improve upper-limb motor functions."

Brain lesions caused by serious brain trauma or stroke can disrupt neural connections between the motor cortex, a key brain region essential for controlling voluntary movement, and the muscles. Weakening of these connections prevents effective activation of muscles and results in movement deficits, including partial or complete arm and hand paralysis.

To boost the activation of existing, but weakened, connections, researchers proposed to use deep brain stimulation (DBS), a surgical procedure that involves placing tiny electrodes in specific areas of the brain to deliver electrical impulses that regulate abnormal brain activity. Over the past several decades, DBS has revolutionized the treatment of neurological conditions such as Parkinson's disease by providing a way to control symptoms that were once difficult to manage with medication alone.

"DBS has been life-changing for many patients. Now, thanks to ongoing advancements in the safety and precision of these devices, DBS is being explored as a promising option for helping stroke survivors recover their motor functions," said senior author and surgical leader of the project, Jorge Gonzalez-Martinez, M.D., Ph.D., professor and vice-chair of neurosurgery and director of the epilepsy and movement disorders program at Pitt. "It offers new hope to millions of people worldwide."

Taking cues from another successful Pitt project that used electrical stimulation of the spinal cord to restore arm function in individuals affected by stroke, scientists hypothesized that stimulating the motor thalamus -- a structure nested deep in the brain that acts as a key relay hub of movement control -- using DBS could help restore movements that are essential for tasks of daily living, such as object grasping. However, because the theory has not been tested before, they first had to test it in monkeys, which are the only animals that have the same organization of the connections between the motor cortex and the muscles as humans.




To understand the mechanism of how DBS of the motor thalamus helps improve voluntary arm movement and to finesse the specific location of the implant and the optimal stimulation frequency, researchers implanted the FDA-approved stimulation device into monkeys that had brain lesions affecting how effectively they could use their hands.

As soon as the stimulation was turned on, it significantly improved activation of muscles and grip force. Importantly, no involuntary movement was observed.

To verify that the procedure could benefit humans, the same stimulation parameters were used in a patient who was set to undergo DBS implantation into the motor thalamus to help with arm tremors caused by brain injury from a serious motor vehicle accident that resulted in severe paralysis in both arms.

As soon as the stimulation was turned on again, the range and strength of arm motion was immediately improved: The participant was able to lift a moderately heavy weight and reach, grasp and lift a drinking cup more efficiently and smoothly than without the stimulation.

To help bring this technology to more patients in the clinic, researchers are now working to test the long-term effects of DBS and determine whether chronic stimulation could further improve arm and hand function in individuals affected by traumatic brain injury or stroke.

Other authors of this research are Jonathan Ho, B.S., Erinn Grigsby, Ph.D., Arianna Damiani, M.S., Lucy Liang, M.S., Josep-Maria Balaguer, M.S., Sridula Kallakuri, Lilly Tang, B.S., Jessica Barrios-Martinez, M.D., Vahagn Karapetyan, M.D., Ph.D., Daryl Fields, M.D., Ph.D., Peter Gerszten, M.D., T. Kevin Hitchens, Ph.D., M.B.A., Theodora Constantine, P.A.-C., Gregory Adams, B.S., Donald Crammond, Ph.D., and Marco Capogrosso, Ph.D., all of Pitt.

This research is supported by internal funding from the departments of Physical Medicine and Rehabilitation and of Neurological Surgery at Pitt. Additional funding was provided by the Walter L. Copeland Foundation, the Hamot Health Foundation and the National Institutes of Health (R01NS122927-01A1).
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Stronger together: miniature robots in convoy for endoscopic surgery | ScienceDaily
Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists at the German Cancer Research Center (DKFZ) are now combining several millimeter-sized TrainBots into one unit and equipping them with improved "feet." For the first time, the DKFZ team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.


						
The list of conceivable applications for miniature robots in medicine is long: from targeted drug application to sensing tasks and surgical procedures. An arsenal of robots has already been developed and tested for this range of tasks, from the nanometer to the centimeter scale.

However, the little helpers available today reach their limits in many tasks. For example, in endoscopic microsurgery. The required instruments are often too heavy for a single millimeter-sized robot to carry to its destination. Another common problem is that the robots often have to move by crawling. However, the surfaces of numerous body structures are covered with mucus on which the robots slip and cannot move.

"Spikes" on the feet provide three times the propulsive force

A team led by Tian Qiu at the DKFZ in Dresden has now developed a solution for both of these problems: their TrainBot connects several individual robots on the millimeter scale. The units are equipped with improved anti-slip feet. Together, they are able to transport an endoscopic instrument. The TrainBot unit works wireless; an rotating magnetic field simultaneously controls the individual units. The magnetic control enables movements in a plane with the control of rotation. The external actuation and control system is designed for the distances at the human body scale.

Microsurgery in the bile duct

The Dresden-based DKFZ researchers have already used their robot convoy of three TrainBot units to simulate a surgical procedure. In the case of bile duct cancer, the bile duct often becomes blocked, causing bile to back up, which is a very dangerous situation for those affected. In this case, the occlusion must be opened after an endoscopic diagnosis. To do this, a flexible endoscope is inserted through the mouth into the small intestine and from there into the bile duct. One of the major difficulties here is for the endoscope to navigate around the sharp angle from the small intestine into the bile duct.

"This is where the flexible robot convoy can show its strengths," says the project leader Tian Qiu. His team demonstrated it using organs removed from a pig. The robot convoy was able to maneuver an endoscopic instrument for electrical tissue ablation in the bile duct. Once the tip of the wire electrode arrives at the site, electrical voltage is applied and a tissue blockage is gradually removed electrically, a procedure known as "electrocauterization." The wire electrode used was 25 cm long and three and a half times as heavy as a TrainBot unit. "Afterwards, for example, another TrainBot convoy can bring a catheter for fluidic drainage or drug delivery," says Moonkwang Jeong, the first author of the paper, "After the promising results with the TrainBots in the organ model, we are optimistic that we will be able to develop teams of miniature robots for further tasks in endoscopic surgery."
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Scientists discover planet orbiting closest single star to our Sun | ScienceDaily
Using the European Southern Observatory's Very Large Telescope (ESO's VLT), astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.


						
Located just six light-years away, Barnard's star is the second-closest stellar system -- after Alpha Centauri's three-star group -- and the closest individual star to us. Owing to its proximity, it is a primary target in the search for Earth-like exoplanets. Despite a promising detection back in 2018, no planet orbiting Barnard's star had been confirmed until now.

The discovery of this new exoplanet -- announced in a paper published today in the journal Astronomy & Astrophysics -- is the result of observations made over the last five years with ESO's VLT, located at Paranal Observatory in Chile. "Even if it took a long time, we were always confident that we could find something," says Jonay Gonzalez Hernandez, a researcher at the Instituto de Astrofisica de Canarias in Spain, and lead author of the paper. The team were looking for signals from possible exoplanets within the habitable or temperate zone of Barnard's star -- the range where liquid water can exist on the planet's surface. Red dwarfs like Barnard's star are often targeted by astronomers since low-mass rocky planets are easier to detect there than around larger Sun-like stars. [1]

Barnard b [2], as the newly discovered exoplanet is called, is twenty times closer to Barnard's star than Mercury is to the Sun. It orbits its star in 3.15 Earth days and has a surface temperature around 125 degC. "Barnard b is one of the lowest-mass exoplanets known and one of the few known with a mass less than that of Earth. But the planet is too close to the host star, closer than the habitable zone," explains Gonzalez Hernandez. "Even if the star is about 2500 degrees cooler than our Sun, it is too hot there to maintain liquid water on the surface."

For their observations, the team used ESPRESSO, a highly precise instrument designed to measure the wobble of a star caused by the gravitational pull of one or more orbiting planets. The results obtained from these observations were confirmed by data from other instruments also specialised in exoplanet hunting: HARPS at ESO's La Silla Observatory, HARPS-N and CARMENES. The new data do not, however, support the existence of the exoplanet reported in 2018.

In addition to the confirmed planet, the international team also found hints of three more exoplanet candidates orbiting the same star. These candidates, however, will require additional observations with ESPRESSO to be confirmed. "We now need to continue observing this star to confirm the other candidate signals," says Alejandro Suarez Mascareno, a researcher also at the Instituto de Astrofisica de Canarias and co-author of the study. "But the discovery of this planet, along with other previous discoveries such as Proxima b and d, shows that our cosmic backyard is full of low-mass planets."

ESO's Extremely Large Telescope (ELT), currently under construction, is set to transform the field of exoplanet research. The ELT's ANDES instrument will allow researchers to detect more of these small, rocky planets in the temperate zone around nearby stars, beyond the reach of current telescopes, and enable them to study the composition of their atmospheres.

Notes

[1] Astronomers target cool stars, like red dwarfs, because their temperate zone is much closer to the star than that of hotter stars, like the Sun. This means that the planets orbiting within their temperate zone have shorter orbital periods, allowing astronomers to monitor them over several days or weeks, rather than years. In addition, red dwarfs are much less massive than the Sun, so they are more easily disturbed by the gravitational pull of the planets around them and thus they wobble more strongly.

[2] It's common practice in science to name exoplanets by the name of their host star with a lowercase letter added to it, 'b' indicating the first known planet, 'c' the next one, and so on. The name Barnard b was therefore also given to a previously suspected planet candidate around Barnard's star, which scientists were unable to confirm.
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Feet first: AI reveals how infants connect with their world | ScienceDaily
Recent advances in computing and artificial intelligence, along with insights into infant learning, suggest that machine and deep learning techniques can help us study how infants transition from random exploratory movements to purposeful actions. Most research has focused on babies' spontaneous movements, distinguishing between fidgety and non-fidgety behaviors.


						
While early movements may seem chaotic, they reveal meaningful patterns as infants interact with their environment. However, we still lack understanding of how infants intentionally engage with their surroundings and the principles guiding their goal-directed actions.

By conducting a baby-mobile experiment, used in developmental research since the late 1960s, Florida Atlantic University researchers and collaborators investigated how infants begin to act purposefully. The baby-mobile experiment uses a colorful mobile gently tethered to an infant's foot. When the baby kicks, the mobile moves, linking their actions to what they see. This setup helps researchers understand how infants control their movements and discover their ability to influence their surroundings.

In this new work, researchers tested whether AI tools could pick up on complex changes in patterns of infant movement. Infant movements, tracked using a Vicon 3D motion capture system, were classified into different types -- from spontaneous actions to reactions when the mobile moves. By applying various AI techniques, researchers examined which methods best captured the nuances of infant behavior across different situations and how movements evolved over time.

Results of the study, published in Scientific Reports, underscore that AI is a valuable tool for understanding early infant development and interaction. Both machine and deep learning methods accurately classified five-second clips of 3D infant movements as belonging to different stages of the experiment. Among these methods, the deep learning model, 2D-CapsNet, performed the best. Importantly, for all the methods tested, the movements of the feet had the highest accuracy rates, which means that, compared to other parts of the body, the movement patterns of the feet changed most dramatically across the stages of the experiment.

"This finding is significant because the AI systems were not told anything about the experiment or which part of the infant's body was connected to the mobile. What this shows is that the feet -- as end effectors -- are the most affected by the interaction with the mobile," said Scott Kelso, Ph.D., co-author and Glenwood and Martha Creech Eminent Scholar in Science at the Center for Complex Systems and Brain Sciences within FAU's Charles E. Schmidt College of Science. "In other words, the way infants connect with their environment has the biggest impact at the points of contact with the world. Here, this was 'feet first.'"

The 2D-CapsNet model achieved an accuracy of 86% when analyzing foot movements and was able to capture detailed relationships between different body parts during movement. Across all methods tested, foot movements consistently showed the highest accuracy rates -- about 20% higher than movements of the hands, knees, or the whole body.




"We found that infants explored more after being disconnected from the mobile than they did before they had the chance to control it. It seems that losing the ability to control the mobile made them more eager to interact with the world to find a means of reconnecting," said Aliza Sloan, Ph.D., co-author and a postdoctoral research scientist in FAU's Center for Complex Systems and Brain Sciences. "However, some infants showed movement patterns during this disconnected phase that contained hints of their earlier interactions with the mobile. This suggests that only certain infants understood their relationship with the mobile well enough to maintain those movement patterns, expecting that they would still produce a response from the mobile even after being disconnected."

The researchers say that if the accuracy of infants' movements remains high during the disconnection, it might indicate that the infants learned something during their earlier interactions. However, different types of movements might mean different things in terms of what the infants discovered.

"It's important to note that studying infants is more challenging than studying adults because infants can't communicate verbally," said Nancy Aaron Jones, Ph.D., co-author, professor in FAU's Department of Psychology, director of the FAU WAVES Lab, and a member of the Center for Complex Systems and Brain Sciences within the Charles E. Schmidt College of Science. "Adults can follow instructions and explain their actions, while infants cannot. That's where AI can help. AI can help researchers analyze subtle changes in infant movements, and even their stillness, to give us insights into how they think and learn, even before they can speak. Their movements can also help us make sense of the vast degree of individual variation that occurs as infants develop."

Looking at how AI classification accuracy changes for each infant gives researchers a new way to understand when and how they start to engage with the world.

"While past AI methods mainly focused on classifying spontaneous movements linked to clinical outcomes, combining theory-based experiments with AI will help us create better assessments of infant behavior that are relevant to their specific contexts," said Kelso. "This can improve how we identify risks, diagnose and treat disorders."

Study co-authors are first author Massoud Khodadadzadeh, Ph.D., formerly at Ulster University in Derry, North Ireland and now at University of Bedfordshire, United Kingdom; and Damien Coyle, Ph.D., at the University of Bath, United Kingdom.

The research was supported by Tier 2 High Performance Computing resources provided by the Northern Ireland High-Performance Computing facility funded by the U.K. Engineering and Physical Sciences Research Council; the U.K. Research and Innovation Turing AI Fellowship (2021-2025) funded by the Engineering and Physical Research Council, Vice Chancellor's Research Scholarship; the Institute for Research in Applicable Computing at the University of Bedfordshire; the FAU Foundation (Eminent Scholar in Science); and United States National Institutes of Health.
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Squid-inspired fabric for temperature-controlled clothing | ScienceDaily
Too warm with a jacket on but too cold without it? Athletic apparel brands boast temperature-controlling fabrics that adapt to every climate with lightweight but warm products. Yet, consider a fabric that you can adjust to fit your specific temperature needs.


						
Inspired by the dynamic color-changing properties of squid skin, researchers from the University of California, Irvine developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. They published their proof-of-concept for the advanced bioinspired composites in APL Bioengineering, by AIP Publishing.

"Squid skin is complex, consisting of multiple layers that work together to manipulate light and change the animal's overall coloration and patterning," said author Alon Gorodetsky. "Some of the layers contain organs called chromatophores, which transition between expanded and contracted states (upon muscle action) to change how the skin transmits and reflects visible light."

Instead of manipulating visible light, the team engineered a composite material that operates in the infrared spectrum. As people heat up, they emit some of their heat as invisible, infrared radiation (this is how thermal cameras work). Clothing that manipulates and adapts to this emission and is fitted with thermoregulatory features can finely adjust to the desired temperature of the wearer. The material consists of a polymer covered with copper islands, and stretching it separates the islands and changes how it transmits and reflects infrared light. This innovation creates the possibility of controlling the temperature of a garment.

In a prior publication in APL Bioengineering, the team modeled their composite material's adaptive infrared properties. Here, they built upon the material to increase its functionality by making it washable, breathable, and integrated into fabric.

The team layered a thin film onto the composite to enable easy washing without degradation -- a practical consideration for any fabric. To make the composite material breathable, the team perforated it, producing an array of holes. The resulting product exhibited air and water vapor permeability similar to cotton fabrics. The team then adhered the material to a mesh to demonstrate straightforward fabric integration.

Using Fourier transform infrared spectroscopy, the team tested the material's adaptive infrared properties and used a sweating guarded hot plate to test the dynamic thermoregulatory properties. Even with simultaneous thin-film layering, perforations, and fabric integration, the materials' heat-managing performance did not suffer.

"Our advanced composite material now opens opportunities for most wearable applications but may be particularly suited for cold weather clothing like ski jackets, thermal socks, insulated gloves, and winter hats," said Gorodetsky.

In addition to the possible applications for the fabric, the manufacturing process the team used to develop the fabric is also full of potential.

"The strategies used for endowing our materials with breathability, washability, and fabric compatibility could be translated to several other types of wearable systems, such as washable organic electronics, stretchable e-textiles, and energy-harvesting triboelectric materials," said Gorodetsky.
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Carbon dioxide and hydrogen peroxide on Pluto's moon Charon | ScienceDaily
A Southwest Research Institute-led team has detected carbon dioxide and hydrogen peroxide for the first time on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.


						
"Charon is the only midsized Kuiper Belt object, in the range of 300 to 1,000 miles in diameter, that has been geologically mapped, thanks to the SwRI-led New Horizons mission, which flew by the Pluto system in 2015," said SwRI's Dr. Silvia Protopapa, lead author of a new Nature Communications paper and co-investigator of the New Horizons mission. "Unlike many of the larger objects in the Kuiper Belt, the surface of Charon is not obscured by highly volatile ices such as methane and therefore provides valuable insights into how processes like sunlight exposure and cratering affect these distant bodies."

The Webb telescope is an ideal platform for detailed exploration of Charon and other icy bodies in the region beyond the orbit of Neptune. In 2022 and 2023, the team used Webb's Near-Infrared Spectrograph to obtain four observations of the Pluto-Charon system. Different viewing geometries provided full coverage of Charon's northern hemisphere.

"The advanced observational capabilities of Webb enabled our team to explore the light scattered from Charon's surface at longer wavelengths than what was previously possible, expanding our understanding of the complexity of this fascinating object," said Dr. Ian Wong, a staff scientist at the Space Telescope Science Institute and co-author of the paper.

The extended wavelength coverage of Charon's Webb measurements reveals signatures of carbon dioxide. The team compared the spectroscopic observations with laboratory measurements and detailed spectral models of the surface, concluding that carbon dioxide is present primarily as a surface veneer on a water ice-rich subsurface.

"Our preferred interpretation is that the upper layer of carbon dioxide originates from the interior and has been exposed to the surface through cratering events. Carbon dioxide is known to be present in regions of the protoplanetary disk from which the Pluto system formed," Protopapa said.

The presence of hydrogen peroxide on the surface of Charon clearly indicates that the water ice-rich surface is altered by solar ultraviolet light and energetic particles from the solar wind and galactic cosmic rays. Hydrogen peroxide forms from oxygen and hydrogen atoms originating from the breakup of water ice due to incoming ions, electrons or photons.

"Laboratory experiments conducted at SwRI's CLASSE (Center for Laboratory Astrophysics and Space Science Experiments) facility were instrumental in demonstrating that hydrogen peroxide can form even in mixtures of carbon dioxide and water ice under conditions analogous to those at Charon," said SwRI's Dr. Ujjwal Raut, leader of CLASSE lab and second author of the paper.

The team's research showcases the Webb telescope's unparalleled capability to uncover complex surface signatures shaped by impacts and irradiation processes.

"The new insights were made possible by the synergy between Webb observations, spectral modeling and laboratory experiments and are possibly applicable to other similar midsized objects beyond Neptune," said Protopapa.
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Most accurate ultrasound test could detect 96% of women with ovarian cancer | ScienceDaily
An ultrasound test that detected 96% of ovarian cancers in postmenopausal women should replace current standard of care test in the UK according to a new study.


						
In a paper published in Lancet Oncology today (Monday 30 September), research funded by the National Institute for Health and Care Research (NIHR) and led by Professor Sudha Sundar from the University of Birmingham compared all currently available tests to diagnose ovarian cancer in postmenopausal women head-to-head in a high-quality diagnostic test accuracy study.

Of the six diagnostic tests investigated, the IOTA ADNEX model which looks at ultrasound features (how the lump looked like on ultrasound) had the best accuracy of all and could detect up to 96% of women with ovarian cancer.

The ultrasound test outperforms the current standard of care in the UK significantly and so we recommend that the IOTA ultrasound ADNEX model should replace the current standard of care test called risk of malignancy (RMI1) test in the UK which identifies 83% of ovarian cancers.

Sudha Sundar, Professor of Gynaecological Cancer at the University of Birmingham and consultant in gynaecological cancer surgery at Sandwell and West Birmingham NHS Trust said:

"This is the first time that a head-to-head study of all available ovarian cancer tests have been done in the same population. Here we studied their use with symptomatic, postmenopausal women who are most at risk of this cancer. Our trial found that the IOTA ADNEX ultrasound protocol had highest sensitivity for detecting ovarian cancer compared to the standard of care and other test.

"The ultrasound test also performs well when delivered by a trained sonographer who have received specific training and certification and quality assurance, and as the vast majority of ultrasound scans are performed by sonographers it is important that a new standard is able to be delivered by as many clinical professionals as possible.




"We found that the higher sensitivity of the IOTA ADNEX model is likely to lead to some women who don't have cancer also being flagged up as having a higher risk of cancer. We however did discuss this extensively with patients, cancer charity Target ovarian cancer and NHS experts who all agreed that in postmenopausal women who are at higher risk of ovarian cancer, picking up more women with cancer would benefit women overall."

Annwen Jones OBE, Chief Executive at Target Ovarian Cancer said:

'Early diagnosis of ovarian cancer is vital, and we are pleased to see this research demonstrate that there are more accurate ways of using ultrasound, The faster and earlier ovarian cancer is diagnosed the easier it is to treat and the more successful the outcomes. Alongside this innovative research we need to see, greater awareness of the symptoms of ovarian cancer so that women know to come forward to their GP for testing and receive the best possible treatment as quickly as possible. It is crucial that new ways of working like this are rolled out as quicky as possible."

The research team note that the IOTA ADNEX model achieved 96% accuracy when delivered by NHS sonographers who were appropriately trained and received quality assurance. As most scans worldwide are carried out by sonographers rather than gynaecologists, introductory free online resources have been created by the researchers for NHS staff to undergo the specialist ultrasound training and get certification and quality assurance.
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Tongan volcanic eruption triggered by explosion as big as 'five underground nuclear bombs' | ScienceDaily
The Hunga Tonga underwater volcano was one of the largest volcanic eruptions in history, and now, two years later, new research from The Australian National University (ANU) has revealed its main trigger.


						
Until now, the cause of the cataclysmic event has remained largely a mystery to the scientific community, yet a student-led team of ANU seismologists has been able to shed new light on the natural explosion that initiated the event.

The student researchers analysed the climactic event's noisy but valuable seismic records to decipher its mysterious physical mechanism.

"Our findings confirm there was an explosion, possibly due to a gas-compressed rock, which released energy that equated to five of the largest underground nuclear explosions conducted by North Korea in 2017," study co-author and ANU PhD student, Jinyin Hu, said.

"Our model suggests the event resulted from the gas-compressed rock being trapped underneath a shallow sea, like an overcooked pressure cooker.

"This would be surprising to many because it had been commonly thought that the interaction of hot magma with cold seawater caused such massive underwater volcanic eruptions.

"We used a technique previously developed to study underground explosions for this natural explosion."

Study co-author, Dr Thanh-Son Pham, said the explosion caused a massive vertical push of water upwards into the atmosphere, causing tsunamis that reached as high as 45 metres at nearby islands.




"The water volume that was uplifted during the event was huge. Based on our estimates, there was enough water to fill about one million standard Olympic-sized swimming pools," Dr Pham said.

Study co-author, Professor Hrvoje Tkalcic, from ANU, added: "Using seismic waveform modelling, we observed a significant vertical force pointing upward during the event. At first, we were confused by it. But then we realised that the solid earth rebounded upwards after the water column got uplifted," he said.

"A couple of weeks ago, we saw how seismology was used to explain an extraordinary sequence of events in Greenland that included a landslide due to glacial melting, a tsunami, and a seiche lasting for nine days observed globally.

"With Hunga Tonga, we have a relatively short-duration explosive event observed globally and, again, academically driven curiosity and forensic seismology at its best."

According to the ANU seismologists, the Tonga eruption is the best instrumentally recorded event compared to events of similar sizes in the recent past.

"This is one of the largest events in our lifetime. Luckily, we had multiple ways to record the event, from data from satellite images to seismic sensors that record the sound waves and structure," Mr Hu said.

"There was another event that happened in 1991 that was a similar size in Pinatubo in the Philippines, but back then, monitoring systems weren't as sophisticated as they are now."

The ANU seismologists believe that monitoring the release of gases and micro-seismicity from volcanic sites can help better prepare for future events.
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Watch water form out of thin air | ScienceDaily
For the first time ever, researchers have witnessed -- in real time and at the molecular-scale -- hydrogen and oxygen atoms merge to form tiny, nano-sized bubbles of water.


						
The event occurred as part of a new Northwestern University study, during which scientists sought to understand how palladium, a rare metallic element, catalyzes the gaseous reaction to generate water. By witnessing the reaction at the nanoscale, the Northwestern team unraveled how the process occurs and even uncovered new strategies to accelerate it.

Because the reaction does not require extreme conditions, the researchers say it could be harnessed as a practical solution for rapidly generating water in arid environments, including on other planets.

The research will be published on Friday (Sept. 27) in the Proceedings of the National Academy of Sciences.

"By directly visualizing nanoscale water generation, we were able to identify the optimal conditions for rapid water generation under ambient conditions," said Northwestern's Vinayak Dravid, senior author of the study. "These findings have significant implications for practical applications, such as enabling rapid water generation in deep space environments using gases and metal catalysts, without requiring extreme reaction conditions.

"Think of Matt Damon's character, Mark Watney, in the movie 'The Martian.' He burned rocket fuel to extract hydrogen and then added oxygen from his oxygenator. Our process is analogous, except we bypass the need for fire and other extreme conditions. We simply mixed palladium and gases together."

Dravid is the Abraham Harris Professor of Materials Science and Engineering at Northwestern's McCormick School of Engineering and founding director of the Northwestern University Atomic and Nanoscale Characterization Experimental (NUANCE) Center, where the study was conducted. He also is director of global initiatives at the International Institute for Nanotechnology.




New technology enabled discovery

Since the early 1900s, researchers have known that palladium can act as a catalyst to rapidly generate water. But how, exactly, this reaction occurs has remained a mystery.

"It's a known phenomenon, but it was never fully understood," said Yukun Liu, the study's first author and a Ph.D. candidate in Dravid's laboratory. "Because you really need to be able to combine the direct visualization of water generation and the structure analysis at the atomic scale in order to figure out what's happening with the reaction and how to optimize it."

But viewing the process with atomic precision was simply impossible -- until nine months ago. In January 2024, Dravid's team unveiled a novel method to analyze gas molecules in real time. Dravid and his team developed an ultra-thin glassy membrane that holds gas molecules within honeycomb-shaped nanoreactors, so they can be viewed within high-vacuum transmission electron microscopes.

With the new technique, previously published in Science Advances, researchers can examine samples in atmospheric pressure gas at a resolution of just 0.102 nanometers, compared to a 0.236-nanometer resolutionusing other state-of-the-art tools. The technique also enabled, for the first time, concurrent spectral and reciprocal information analysis.

"Using the ultrathin membrane, we are getting more information from the sample itself," said Kunmo Koo, first author of the Science Advances paper and a research associate at the NUANCE Center, where he is mentored by research associate professor Xiaobing Hu. "Otherwise, information from the thick container interferes with the analysis."

Smallest bubble ever seen




Using the new technology, Dravid, Liu and Koo examined the palladium reaction. First, they saw the hydrogen atoms enter the palladium, expanding its square lattice. But when they saw tiny water bubbles form at the palladium surface, the researchers couldn't believe their eyes.

"We think it might be the smallest bubble ever formed that has been viewed directly," Liu said. "It's not what we were expecting. Luckily, we were recording it, so we could prove to other people that we weren't crazy."

"We were skeptical," Koo added. "We needed to investigate it further to prove that it was actually water that formed."

The team implemented a technique, called electron energy loss spectroscopy, to analyze the bubbles. By examining the energy loss of scattered electrons, researchers identified oxygen-bonding characteristics unique to water, confirming the bubbles were, indeed, water. The researchers then cross-checked this result by heating the bubble to evaluate the boiling point.

"It's a nanoscale analog of the Chandrayaan-1 moon rover experiment, which searched for evidence of waterin lunar soil," Koo said. "While surveying the moon, it used spectroscopy to analyze and identify molecules within the atmosphere and on the surface. We took a similar spectroscopic approach to determine if the generated product was, indeed, water."

Recipe for optimization

After confirming the palladium reaction generated water, the researchers next sought to optimize the process. They added hydrogen and oxygen separately at different times or mixed together to determine which sequence of events generated water at the fastest rate.

Dravid, Liu and Koo discovered that adding hydrogen first, followed by oxygen, led to the fastest reaction rate. Because hydrogen atoms are so small, they can squeeze between palladium's atoms -- causing the metal to expand. After filling the palladium with hydrogen, the researchers added oxygen gas.

"Oxygen atoms are energetically favorable to adsorb onto palladium surfaces, but they are too large to enter the lattice," Liu said. "When we flowed in oxygen first, its dissociated atoms covered the entire surface of the palladium, so hydrogen could not adsorb onto surface to trigger the reaction. But when we stored hydrogen in the palladium first, and then added oxygen, the reaction started. Hydrogen comes out of the palladium to react with the oxygen, and the palladium shrinks and returns to its initial state."

Sustainable system for deep space

The Northwestern team imagines that others, in the future, potentially could prepare hydrogen-filled palladium before traveling into space. Then, to generate water for drinking or for watering plants, travelers will only need to add oxygen. Although the study focused on studying bubble generation at nanoscale, larger sheets of palladium would generate much larger quantities of water.

"Palladium might seem expensive, but it's recyclable," Liu said. "Our process doesn't consume it. The only thing consumed is gas, and hydrogen is the most abundant gas in the universe. After the reaction, we can reuse the palladium platform over and over."

The study, "Unraveling the adsorption-limited hydrogen oxidation reaction at palladium surface via in situ electron microscopy," was supported by the Air Force Office of Scientific Research (grant number AFOSR FA9550-22-1-0300) and hydrogen-related work by the Center for Hydrogen in Energy and Information Sciences, an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science(grant number DE-SC0023450).
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First data from XRISM space mission provides new perspective on supermassive black holes | ScienceDaily
Some of the first data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.


						
More exciting than the data, though, is the fact that the long-awaited satellite behind it -- the X-Ray Imaging and Spectroscopy Mission or XRISM -- is just getting started providing such unparalleled insights.

"We have found the right tool for developing an accurate picture of the unexplored orders of magnitude around supermassive black holes," Jon Miller, professor of astronomy at the University of Michigan, said of XRISM.

"We're beginning to see clues of what that environment really looks like."

The Japanese Aerospace Exploration Agency, or JAXA, which teamed up with NASA and the European Space Agency to create and launch XRISM, announced the new results, which were also published in The Astrophysical Journal Letters.

Miller was the lead author of that study. He and more than 100 co-authors from around the world investigated what's called an active galactic nucleus, which includes a supermassive black hole and its extreme surroundings.

To do this, they relied on XRISM's unparalleled ability to gather and measure spectra of X-rays emitted by cosmic phenomena.




"It is truly exciting that we are able to gather X-ray spectra with such unprecedented high resolution, particularly for the hottest plasmas in the universe," said Lia Corrales, U-M assistant professor of astronomy and a co-author of both XRISM publications.

"Spectra are so rich with information, we will surely be working to fully interpret the first datasets for many years to come."

Accretion disks with a twist

Space exploration enthusiasts may know that the Chandra X-ray Observatory -- what NASA calls its flagship X-ray telescope -- recently celebrated its 25th anniversary of operating in space.

What's less well known is that, over the past 25 years, an international cohort of scientists, engineers and space agency officials have been attempting to launch similarly sophisticated, but different X-ray missions.

The goal of these attempts was to provide high-quality, complementary data to better understand what Chandra and other telescopes were seeing. XRISM is now delivering that data.




With their data set, Miller, Corrales and their colleagues have solidified a hypothesis about structures called accretion disks near supermassive black holes in active galactic nuclei.

These disks can be thought of like vinyl records made of gas and other loose particles from a galaxy being spun by the spectacular gravity of the black holes at their centers. By studying accretion disks, researchers can better understand what's happening around the black hole and how it impacts the lifecycle of its host galaxy.

By probing the center of a galaxy called NGC 4151, more than 50 million light years away, the XRISM collaboration confirmed that the disk's shape isn't as simple as once thought.

"What we're seeing is that the record isn't flat. It has a twist or a warp," Miller said. "It also appears to get thicker toward the outside."

Although suggestions of this more complex geometry have emerged in other data over the past two and a half decades, the XRISM results are the strongest direct evidence for it.

"We had hints," Miller said. "But somebody in forensics would say that we couldn't have convicted anyone with what we had."

The team also found that the accretion disk appears to be losing a lot of its gas. Again, scientists have theories about what happens to this material, but Miller said XRISM will enable researchers to find more definitive answers.

"It has been very hard to say what the fate of that gas is," he said. "Actually finding the direct evidence is the hard work that XRISM can do."

And XRISM isn't just allowing researchers to think about existing theories in new ways. It's enabling them to investigate parts of space that were invisible to them before.

The missing link

For all the talk of their gravitational pull being so strong that not even light can escape it, black holes are still responsible for creating a whole lot of electromagnetic radiation that we can detect.

For instance, the Event Horizon Telescope -- a network of instruments on Earth sensitive to radiation emitted as radio waves -- has enabled astronomers to zoom in and see the very edge of two different black holes.

There are other instruments on Earth and in space that detect different bands of radiation, including X-rays and infrared light, to provide larger, galaxy-scale views of the environs of black holes.

But scientists have lacked high-resolution tools to determine what was going on between those two scales, from right next to the black hole up to the size of its host galaxy. And that space between is where accretion disks and other interesting celestial structures exist.

If you were to divide the scale of the zoomed-out view of a black hole by that of its close-up, you'd get a number close to 100,000. To a physicist, each zero is an order of magnitude, meaning the gap in coverage spanned five orders of magnitude.

"When it comes to understanding how gas gets into a black hole, how some of that gas is lost and how the black hole impacts its host galaxy, it's those orders of magnitude that really matter," Miller said.

XRISM now gives researchers access to those scales by looking for X-rays emitted by iron around black hols and relying on the "S" in its acronym: spectroscopy.

Rather than using X-ray light to construct an image, XRISM's spectroscopy instrument detects the energy of individual X-rays, or photons. Researchers can then see how many photons were detected with a particular energy across a range, or spectrum, of energies.

By collecting, studying and comparing spectra from different parts of the regions near a black hole, researchers are able to learn more about the processes afoot.

"We joke that spectra put the 'physics' in 'astrophysics,'" Miller said.

Although there are other operational X-ray spectroscopy tools, XRISM's is the most advanced and relies on a microcalorimeter, dubbed "Resolve." This turns the incident X-ray energy into heat rather than, say, a more conventional electrical signal.

"Resolve is allowing us to characterize the multi-structured and multi-temperature environment of supermassive black holes in a way that was not possible before," Corrales said.

XRISM provides researchers with 10 times better energy resolution compared with what they've had before, Miller said. Scientists have been waiting for an instrument like this for 25 years, but it hasn't been for a lack of trying.

If at first you don't succeed

Years before its 1999 launch, Chandra was initially conceived of as the Advanced X-Ray Astrophysics Facility, a single mission that would fly with state-of-the-art technology for both X-ray imaging and spectroscopy.

That, however, proved to be too expensive, so it was divided into the Chandra telescope and a spectroscopy mission called Astro-E, whose development was led by JAXA. Unfortunately, Astro-E was lost during its launch in February 2000.

JAXA, NASA and the European Space Agency all realized how important the tool was, Miller said, and worked together to essentially refly the Astro-E mission roughly five years later. This time, however, the mission was called Suzaku, named after a phoenix-like mythical bird.

"Suzaku made it into orbit, but its cryogenic system had a leak, so all its coolant leaked into space. Its prime scientific instrument never took actual data," Miller said. "There was a different camera on board for X-rays, though, and it did really nice work for about 10 years."

Within months of sunsetting Suzaku, the space agencies launched a third mission to provide the X-ray spectroscopy that the community was seeking. The mission took off as Astro-H in February 2016 and was renamed Hitomi after it entered orbit and deployed its solar panels.

Miller had traveled to Florida for a meeting about Hitomi right around the time disaster struck the mission. A maneuvering error sent Hitomi into an uncontrollable spin.

"It spun so fast that the solar panels flew off," Miller said.

Less than 40 days after the launch, the space agencies lost contact with Hitomi.

"You could actually go out on the beach in Florida at night and watch it tumble across the sky," Miller said. "It flickered in a very unique way."

Before it ended, the Hitomi mission did manage to take what Miller quantified as one and a half scientific observations. That was enough to transform how researchers thought about galaxy clusters, which contain hundreds or thousands of galaxies, he said.

So it's fair to say that a lot was riding on XRISM when it launched in September 2023. Based on early returns, it sounds like XRISM is equipped to deliver. Miller and a handful of his global colleagues were among the first to see the data that would lead to their new report.

"It was very late in Japan, an odd time in Europe and we were all on Zoom. All of us had trouble finding the words," Miller said. "It was breathtaking."

Miller's original doctoral thesis project was meant to study data from the Astro-E mission, so he's been invested in this work for more than half his life and virtually his entire science career.

During that time, Hitomi and more successful missions like Chandra have been providing data that have enabled him and others in the field to further our understanding of the cosmos. But the researchers also knew they'd need something like the X-ray calorimeter on board XRISM to make the leaps they've been hungry for.

"It's been difficult at many points, but we kept getting hints about what might be possible," Miller said. "It's almost impossible to replicate these environments in earthbound experiments and we've been wanting to know a lot of the details of how they really work. I think we're finally going to make some progress on that."
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Could a bout of COVID protect you from a severe case of flu? | ScienceDaily
More than 200 viruses can infect and cause disease in humans; most of us will be infected by several over the course of a lifetime. Does an encounter with one virus influence how your immune system responds to a different one? If so, how? Does it weaken your defenses, boost them, or have some other impact altogether?


						
These are questions Rockefeller University scientists from the Laboratory of Virology and Infectious Disease,headed by Charles M. Rice, and Weill Cornell Medicine's Laboratory of Epigenetics and Immunity, headed by Steven Z. Josefowicz, teamed up to answer in a new study published in the journal Immunity. By analyzing mice that had been first infected with SARS-CoV-2 and then with influenza A virus, the scientists found that having recovered from COVID had a protective effect against the worst effects of the flu, and that this memory response was coming from an unexpected corner of the immune system.

It turned out that epigenetic changes in macrophages -- innate immune cells that are among the first responders to a threat -- had developed a kind of "memory" following COVID that allowed these cells to mount a better defense against an unrelated virus. Immunological memory has long been thought to be limited to adaptive immune cells, though recent work has challenged this dogma. More intriguingly, what macrophages were remembering wasn't unique to any particular virus.

The findings increase our understanding of innate immune memory and may enable researchers to exploit the phenomenon in new ways to create therapies that confer widespread protection against multiple viruses.

"Immune memory is critical to fending off recurring diseases caused by pathogens. What's exciting about our study is that we've discovered a broadly effective antiviral immune memory in macrophages following SARS-CoV-2 infection that can reduce disease caused by a completely different virus," says first author Alexander Lercher, a postdoctoral fellow in the lab.

"A more detailed understanding of these mechanisms could aid development of new therapeutic strategies the cover a range of respiratory viruses," says Rice.

"It was so exciting to team up with Alex and Charlie and delve into the epigenetic mechanisms encoding this general antiviral memory," adds Josefowicz. "The implications are profound. If we can walk around with months-long bolstered immunity after a season's worth of respiratory infections, what are the implications for seasonal trends in these infections? How much human variance -- genetic and epigenetic -- exists in these pathways?"

Cascading effect




When a virus invades the body, signaling molecules called cytokines instruct innate immune cells like macrophages to pursue and consume anything that sounds their alarm. This one-size-fits-all approach is followed by a targeted assault by adaptive immune cells such as T cells, which identify a virus-specific antigen, tailor their offense towards it, and remember it long-term to fight future invasions by the same virus.

However, discoveries of the past two decades show that innate immune responses can lead to cellular memory. In multiple studies, for example, researchers discovered that people who had received the Bacillus Calmette-Guerin live-attenuated vaccine, which aims to protect against tuberculosis, elicited innate immune memory responses that last for months, and provide protection against unrelated infections.

But how this broadly effective immune memory develops is little understood. In 2020, Lercher began investigating the phenomenon using widely circulating viruses: SARS-CoV-2, then the most dominant global pathogen, and influenza A virus, a recurrent scourge plaguing humanity since the 1918 pandemic, when it crossed from birds to humans, spreading globally and killing millions.

Flipping the switch on genes

Lercher and colleagues set out to investigate long-term consequences of past SARS-CoV-2 infection in the respiratory system. They focused their analysis on cells in the lungs and found that alveolar macrophages, located in the airway, acquired a new epigenetic program after infection. More specifically, they found that the chromatin that packages genes was more accessible around antiviral genes, which rendered them "ready to go" following recovery from COVID.

These results weren't limited to mice. When analyzing samples from people who'd recovered from mild COVID, the researchers found similar epigenetic changes in monocytes in the blood, the progenitor cells of macrophages.




The result of this epigenetic reprogramming is memory of previous infections -- and an altered immune response to future ones.

Sharp memory

Because macrophages in the lungs of COVID-recovered mice had acquired antiviral innate immune memory imprinted on their chromatin, they could more successfully fight disease caused by a new viral invader. Compared to naive mice, they had fewer disease symptoms from influenza A, such as significant weight loss or dysregulated inflammatory responses, and lower mortality rates.

"The fact that viral RNA alone seems to be able to trigger memory in macrophages lays the foundation of this memory being antigen independent," Lercher says. "They're recognizing a pattern that is shared by many viruses, unlike a virus-specific antigen."

The researchers confirmed this by exposing mice to a synthetic mimic of an RNA virus, and found similar memory responses as they had seen following SARS-CoV-2 infection.

Interestingly, when it came to battling the secondary flu infection, memory-attuned macrophages outperformed adaptive T cells. "The macrophages are really the ones driving this response," Lercher says.

Finally, to test how sharp the macrophages' memory was, the researchers extracted them from recovered mice, transferred them into naive mice and then infected those mice with influenza A virus. So, if the recovered macrophages were up to the task, the recipient mice should develop less severe disease upon influenza A infection.

They were. "The naive mice with the implanted recovered macrophages fared better against influenza than mice implanted with naive macrophages," Lercher says.

Pandemic preparedness

In the future, the researchers want to identify what the critical factors for establishing innate immune memory are. "In an ideal world, we would find one or a few factors that lead to this memory formation in macrophages and other innate cells, and then exploit it to develop therapies that offer broad protection against many viruses," Rice says.

This approach could be especially useful in the face of a potential pandemic. "If there were a new emerging pathogen on the horizon, for example, it would be nice to have a therapy that boosted your general antiviral immunity for the next month or so," says Lercher. "That's still very far away, and a lot more research needs to be done, but I think it could be possible one day."
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Frequent fizzy or fruit drinks and high coffee consumption linked to higher stroke risk | ScienceDaily
Frequent drinking of fizzy drinks or fruit juice is associated with an increased risk of stroke, according to new findings from global research studies co-led by University of Galway, in collaboration with McMaster University Canada and an international network of stroke researchers.


						
The research also found that drinking more than four cups of coffee per day also increases the risk of stroke.

The findings come from two analyses of the INTERSTROKE research project which have been published -- the effects of fizzy drinks, fruit juice/drink and water was reported in the Journal of Stroke; and the findings related to tea and coffee in the International Journal of Stroke.

Stroke occurs when the blood supply to part of the brain is cut-off and damages brain cells -- it can either be ischemic stroke, which is usually due to a blood clot, or when there intracerebral haemorrhage, which is bleeding into the brain tissue.

INTERSTROKE is one of the largest international studies of risk factors for stroke, involving almost 27,000 people, in 27 countries, including almost 13,500 people who experienced their first stroke.

Those who took part in the study came from a broad range of geographical and ethnic backgrounds, with different cardiovascular risk profiles, including Ireland and the UK.

The study which focused on people's consumption of fizzy drinks and fruit juice found:
    	Fizzy drinks, including both sugar-sweetened and artificially sweetened such as diet or zero sugar, were linked with a 22% increased chance of stroke, and the risk increased sharply with two or more of these drinks a day
    	The link between fizzy drinks and chance of stroke was greatest in Eastern/Central Europe and Middle East, Africa, and South America
    	The research noted that many products marketed as fruit juice are made from concentrates and contain added sugars and preservatives, which may offset the benefits usually linked with fresh fruit, and actually increase stroke risk
    	Fruit juice drinks were linked with a 37% increase in chance of stroke due to bleeding (intracranial haemorrhage). With two of these drinks a day, the risk triples
    	Women show the greatest increased chance of stroke due to bleeding (intracranial haemorrhage) linked to fruit juice/drinks
    	Drinking more than 7 cups of water a day was linked with a reduced odds of stroke caused by a clot

Lead researcher on both studies Professor Andrew Smyth, Professor of Clinical Epidemiology at University of Galway and Consultant Physician at Galway University Hospitals, said: "Not all fruit drinks are created equal -- freshly squeezed fruit juices are most likely to bring benefits, but fruit drinks made from concentrates, with lots of added sugars and preservatives, may be harmful. Our research also shows that the chance of stroke increases the more often someone consumes fizzy drinks.




"As a doctor and as someone who has researched the risk of stroke, we would encourage people to avoid or minimise their consumption of fizzy and fruit drinks, and to consider switching to water instead."

The study which focused on people's consumption of coffee and tea found:
    	Drinking more than four cups of coffee a day increased chance of stroke by 37%, but not associated with stroke risk for lower intakes
    	Drinking tea was linked with a reduced chance of stroke by 18-20%
    	Drinking 3-4 cups per day of black tea -- including Breakfast and Earl Grey teas, but not green tea or herbal teas -- was linked with a 29% lower chance of stroke
    	Drinking 3-4 cups per day of green tea was linked with a 27% lower chance of stroke
    	Adding milk may reduce or block the beneficial effects of antioxidants that can be found in tea. The reduced chance of stroke from drinking tea was lost for those that added milk
    	There were important geographical differences in the findings -- tea was linked with lower chance of stroke in China and South America but higher chance of stroke in South Asia

Professor Martin O'Donnell, Executive Dean of College of Medicine, Nursing and Health Sciences at University of Galway and Consultant Stroke Physician at Galway University Hospitals, co-leads the INTERSTROKE study in partnership with Professor Salim Yusuf of the Population Health Research Institute at McMaster University, Canada.

Professor O'Donnell said: "A key goal of the INTERSTROKE study is to provide usable information on how to reduce one's risk of stroke. While hypertension is the most important risk factor, our stroke risk can also be lowered through healthy lifestyle choices in diet and physical activity. The current study adds further information on what constitutes healthy choices on daily intake of beverages."
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The Vikings were part of a global network trading in ivory from Greenland | ScienceDaily
New research from the University of Copenhagen shows that the Vikings travelled more than 6,000 kilometres to the Arctic to hunt for walrus. DNA analyses reveal that walrus ivory from Greenland was brought to Europe and probably as far as the Middle East via extensive trade networks.


						
In Medieval Europe and the Middle East, merchants from faraway places traded in rare, precious commodities. One of the most popular commodities was ivory, which came from places few could have imagined.

Because when the Crusades temporarily prevented trade in ivory from elephants, walrus ivory became a popular commodity, and seeing as walruses only live in icy-cold parts of the world, it must have been brought to European markets from faraway places.

New research from the University of Copenhagen shows that the Vikings were (the first) part of a network that supplied not just Europe and the Middle East, but probably also East Asia with walrus ivory.

"Our study shows that the Vikings regularly travelled the around 6,000 kilometres to Pikialasorsuaq in Northwest Greenland, an area characterised by harsh climatic conditions. And they probably didn't do it for the thrill of it, but to obtain this precious commodity, which they brought to Northern Europe and other parts of the world," says Associate Professor Morten Tange Olsen from the Globe Institute at the University of Copenhagen, who is one of the authors of the new study.

The researchers conducted DNA analyses, which show that the Vikings covered a greater distance than previously believed in their search for walruses.

The study is a collaboration between researchers at the University of Copenhagen, the University of Lund in Sweden and the University of Groningen in the Netherlands and international partners from Greenland, Iceland and Canada.




Trade and exchange of hunting techniques

To prove that the Vikings did indeed cover such a great distance, the researchers studied fragments of walrus skulls mainly, obtained from excavations of Viking villages in Europe and settlements in Greenland and Canada.

"DNA sequences from these fragments provided us with a genetic map of the place of origin of various Arctic walrus populations at the time of the Vikings. This enabled us to show in which part of the Arctic the animals were caught," says Morten Tange Olsen.

The study also demonstrates that the Vikings probably had more dealings with indigenous Arctic populations than previously assumed, including the Thule and Dorset cultures.

"Our research shows that the Vikings were extremely well-travelled and had a well-established network that covered a larger area than previously believed and which in time and place must have overlapped with early Greenlandic and Canadian cultures," says Morten Tange Olsen, who is a marine mammal biologist and geneticist. He believes the cross-disciplinary collaboration between archaeologists, biologists and geneticists is what has made the study a success.

The new study once again shows that the Vikings had a remarkable ability to navigate and survive in harsh climatic conditions, and that they helped create a global trade network that reached beyond the borders of Europe.

"Now, for the first time ever, we have a clear genetic map of Arctic walrus populations, which tells us where the Norsemen went to obtain the precious commodity, ivory."

Morten Tange Olsen and his colleagues hope the study will open our eyes to the Vikings' complex and extensive trade network and interaction with other cultures.
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New synthesis strategy could speed up PFAS decontamination | ScienceDaily
Rice University engineers have developed an innovative way to make covalent organic frameworks (COFs), special materials that can be used to trap gases, filter water and speed up chemical reactions. COFs have the potential to address significant environmental challenges, including energy storage and pollution control. An example of that is their potential use in the decontamination of "forever chemicals" or per- and polyfluoroalkyl substances (PFAS).


						
Rice chemical engineer Rafael Verduzco and his team have described a new way to synthesize high-quality COFs at low cost and with high throughput in a study published in ACS Applied Materials and Interfaces that will be featured on the front cover of a future issue of the journal. The work includes a careful analysis of the benefits and drawbacks of different synthesis methods and details a versatile, cost-effective way to make COFs. This involves a multiflow microreactor and careful calibration of the input-output process.

"We built a small, continuous production system -- like a minifactory on a lab bench -- where the ingredients for COFs are mixed and reacted in a steady stream instead of all at once in a big container," said Safiya Khalil, a Rice doctoral alumna who is the first author on the study.

The researchers also found that one of the COFs produced via flow synthesis was better than those made using other methods at breaking down perfluorooctanoic acid (PFOA), a PFAS compound associated with a number of health risks, including cancer and reproductive harm.

"This is an encouraging finding that adds to the growing evidence that COFs could emerge as a key player in the development of cleaner, more efficient technologies for contaminant removal," said Verduzco, professor and associate chair of chemical and biomolecular engineering at Rice who is the corresponding author on the study.

COFs are crystalline polymers made of small, repeating units linked together into microscopic spongelike structures. These materials stand out for their porosity, large surface area and tunable molecular structure -- features that could be harnessed for use in a wide range of applications, including semiconductors, sensors, drug delivery and filtration. However, the slow and expensive process of producing COFs has limited their broader deployment.

"We hope this method will make it easier to produce COFs in large quantities and help accelerate the discovery of new formulations," said Khalil, who earned a Ph.D. in chemical and biomolecular engineering from Rice, where she was a part of Verduzco's Polymer Engineering Laboratory.




Khalil likened the new method to making cookies to order in small batches rather than baking them all at once in one large batch. Although it was not the first time flow reactor synthesis was used to make COFs, the Rice researchers' method stands out from previous approaches because it integrates the continuous synthesis and processing of two different COF chemistries, resulting in a more varied range of macroscopic formats.

"This method allows you to continuously have fresh-made cookies while controlling the temperature and mixing at each step to get the best quality every time," Khalil said. "This process is faster, uses less energy and allows for better control over the final product."

Traditional COF synthesis involves the use of high temperatures, high pressure and toxic organic solvents, limiting widespread production and use. The researchers' flow synthesis strategy not only allows for faster COF production but also enables the creation of COFs with superior crystallinity.

The added proof that one of the newly synthesized COFs was very efficient at breaking down a "forever chemical" showcases the practical benefits of the new method. The breakdown process, known as photocatalytic degradation, is activated by light and occurs at room temperature.

"Imagine these COFs as powerful sponges with built-in 'sunlight engines' that can break down harmful chemicals much faster than current methods," Khalil said. "One of the COFs we synthesized was more effective at breaking down PFOA than traditional materials such as titanium dioxide -- a common photocatalyst used in pollution control."

The research was supported by the Ministry of Education of the United Arab Emirates and the Welch Foundation (C-2124).
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A river is pushing up Mount Everest's peak | ScienceDaily
Mount Everest is about 15 to 50 metres taller than it would otherwise be because of uplift caused by a nearby eroding river gorge, and continues to grow because of it, finds a new study by UCL researchers.


						
The study, published in Nature Geoscience, found that erosion from a river network about 75 kilometres from Mount Everest is carving away a substantial gorge. The loss of this landmass is causing the mountain to spring upwards by as much as 2 millimetres a year and has already increased its height by between 15 and 50 metres over the past 89,000 years.

At 8,849 metres high, Mount Everest, also known as Chomolungma in Tibetan or Sagarmatha in Nepali, is the tallest mountain on Earth, and rises about 250 metres above the next tallest peak in the Himalayas. Everest is considered anomalously high for the mountain range, as the next three tallest peaks -- K2, Kangchenjunga and Lhotse -- all only differ by about 120 metres from each other.

A significant portion of this anomaly can be explained by an uplifting force caused by pressure from below Earth's crust after a nearby river eroded away a sizeable amount of rocks and soils. It's an effect called isostatic rebound, where a section of the Earth's crust that loses mass flexes and "floats" upwards because the intense pressure of the liquid mantle below is greater than the downward force of gravity after the loss of mass. It's a gradual process, usually only a few millimetres a year, but over geological timeframes can make a significant difference to the Earth's surface.

The researchers found that because of this process Mount Everest grew by about 15 to 50 metres over the last 89,000 years, since the nearby Arun river merged with the adjacent Kosi river network.

Co-author, PhD student Adam Smith (UCL Earth Sciences) said: "Mount Everest is a remarkable mountain of myth and legend and it's still growing. Our research shows that as the nearby river system cuts deeper, the loss of material is causing the mountain to spring further upwards."

Today, the Arun river runs to the east of Mount Everest and merges downstream with the larger Kosi river system. Over millennia, the Arun has carved out a substantial gorge along its banks, washing away billions of tonnes of earth and sediment.




Co-author Dr Jin-Gen Dai of the China University of Geosciences, said: "An interesting river system exists in the Everest region. The upstream Arun river flows east at high altitude with a flat valley. It then abruptly turns south as the Kosi river, dropping in elevation and becoming steeper. This unique topography, indicative of an unsteady state, likely relates to Everest's extreme height."

The uplift is not limited to Mount Everest, and affects neighbouring peaks including Lhotse and Makalu, the world's fourth and fifth highest peaks respectively. The isostatic rebound boosts the heights of these peaks by a similar amount as it does Everest, though Makalu, located closest to the Arun river, would experience a slightly higher rate of uplift.

Co-author Dr Matthew Fox (UCL Earth Sciences) said: "Mount Everest and its neighbouring peaks are growing because the isostatic rebound is raising them up faster than erosion is wearing them down. We can see them growing by about two millimetres a year using GPS instruments and now we have a better understanding of what's driving it."

By looking at the erosion rates of the Arun, the Kosi and other rivers in the region, the researchers were able to determine that about 89,000 years ago the Arun river joined and merged with the Kosi river network, a process called drainage piracy. In doing so, more water was funnelled through the Kosi river, increasing its erosive power and taking more of the landscape's soils and sediments with it. With more of the land washed away, it triggered an increased rate of uplift, pushing the mountains' peaks higher and higher.

Lead author Dr Xu Han of China University of Geosciences, who carried out the work while on a China Scholarship Council research visit to UCL, said: "The changing height of Mount Everest really highlights the dynamic nature of the Earth's surface. The interaction between the erosion of the Arun river and the upward pressure of the Earth's mantle gives Mount Everest a boost, pushing it up higher than it would otherwise be."
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Large variation in how girls grow after their first period | ScienceDaily
There is unexpectedly large variation in height growth in girls after their first period. Every second girl grows either more or less in length than the 6-8 centimeters that is considered standard. This has been shown in a study conducted at the University of Gothenburg.


						
The aim of the study, published in the journal Frontiers in Pediatrics, was to investigate how the timing of the first menstruation is related to the subsequent height growth in girls and the factors behind it.

The study included 793 healthy women in the Gothenburg region and Halland in southwest Sweden who were followed from birth, through childhood, puberty and into adulthood. Data were extracted from surveys of participants, interview questionnaires and registry data. Data on parental height are also included.

The average age of first period was 13.0 years with an age range from 8.2 to 17.2 years. After their first period, the girls grew an average of 8.0 centimeters and a median of 7.0 centimeters, which were expected levels.

One in two outside the chart

However, the range was strikingly wide: from 0.2 to 31.1 centimeters in height growth. Of the participants, only one in two grew 6-8 centimeters, which is often considered normal height growth after the first period.

The study reinforces the idea that early onset of menstruation is followed by greater height growth and vice versa. The onset of menstruation before the age of 12 was followed by a growth in the median of almost 13 centimeters. For study participants who had their first period after just over 14 years of age, the corresponding growth was about 3 centimeters.




"This variation in growth after menstruation and to final height is much greater than previous studies have shown. The variations depend very much on when they get their period. There is a huge difference between those who get their period early and those who get it later," says Jenni Gardstedt Berghog, a Doctor at the women's healthcare clinic at Halland Hospital in Halmstad and one of the lead authors.

The study confirms that childhood BMI also plays a role. Both low childhood BMI and tall parents can separately be associated with later menstrual onset. A high childhood BMI, which in itself drives height growth in the child, is followed by earlier onset of menstruation -- and shorter final length. Everything is measured at group level and variations are very large.

Unexpectedly large variations

The principal investigator of the study is Anton Holmgren, a Pediatric Researcher at Sahlgrenska Academy at the University of Gothenburg, a Pediatrician at Halland Hospital in Halmstad, and active within Research and Development in Region Halland.

"There is a widespread belief that girls grow 6-8 centimeters after their first period, which even medical students are taught," he says. "With this study, we show that there is a huge variation and that those who enter puberty early and get their first period early grow significantly more than previously thought, and that those who are late in getting their first period do not grow that much more."

"Increasing knowledge in this area is good even if it is not linked to any disease. How you grow, when puberty occurs and whether one becomes tall or short, it is something that all people have a relation to," concludes Anton Holmgren.
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Return of the elephants seals: From a few to thousands | ScienceDaily
A new international study has revealed the genetic impact of hunting in northern elephant seals. Published today  in Nature Ecology and Evolution, the research shows that this species narrowly escaped extinction by hunting, resulting in lasting genetic effects in the present population. Fifteen German, British and US researchers from seven universities and four research institutions collaborated for this study led by Bielefeld University.


						
At the start of the 20th century, northern elephant seals were on the brink of being wiped out by hunting. 'Genetic analyses suggest that the population was likely reduced to fewer than 25 animals at that time,' explains Professor Dr Joseph Hoffman, lead author of the study and head of the Evolutionary Population Genetics group at Bielefeld University. Such drastic population declines can squeeze out a species' genetic diversity, increasing the risk of inbreeding and threatening its survival. The population of northern elephant seals has since recovered to around 225,000 individuals. The study published in the journal 'Nature Ecology and Evolution' examines how this near-extinction event impacted the species' genetic diversity and health.

Adaptability at risk

For their analyses, the researchers combined genetic data, health records, modelling of population sizes and genetic simulations. Their findings suggest that the severe population decline led to the loss of many beneficial and harmful genes from the northern elephant seal's gene pool. This pattern was not observed in the closely related southern elephant seal, which did not experience such a drastic decline.

'The highly reduced genetic diversity, including the loss of beneficial gene copies, may impair the ability of northern elephant seals to cope with future environmental changes, including those caused by anthropogenic climate change, changes to the species' habitat, or even natural threats such as disease outbreaks,' warns Professor Dr Kanchon K. Dasmahapatra from the University of York, UK, who is the senior author of the study.

Surprising results on inbreeding

All individuals of a species carry some harmful mutations, though their effects are usually hidden. However, inbred individuals may face health issues as these mutations become exposed. 'We looked at several key health traits in these seals, including body weight, blubber thickness and disease susceptibility. To our surprise, we found no signs of health problems related to inbreeding,' Joseph Hoffman says. 'We believe the severe population decline may have eliminated many harmful mutations.'

Significance for species conservation

'Our study illustrates how a species' unique population history shapes its genetic diversity,' says Dasmahapatra. The findings offer important insights for species conservation and ecosystem management. Hoffman adds: 'Our research underscores the importance of understanding a species' history when planning conservation strategies. Each species responds differently to threats, so individualized approaches are essential.'
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Deep underground flooding beneath arima hot springs: A potential trigger for the 1995 Kobe (Hyogo-Ken Nanbu) earthquake | ScienceDaily
Hot springs frequently contain water that originates from rocks within the Earth's crust. This can be confirmed through isotopic analysis. Arima Hot Springs, located in Kobe, Hyogo Prefecture, Japan, exhibit unique characteristics, including salinity that is more than twice that of seawater, indicating that their water likely originates from the Philippine Sea Plate. However, a direct evidence supporting this connection is lacking.


						
In this study, researchers confirmed that the isotopic ratios of plate-derived water beneath Arima Hot Springs, as predicted by a numerical model, agreed with those of nonmeteoric water components found in the actual spring water. Additionally, they observed that the proportion of plate-derived water decreased exponentially after the development of deep well drilling in 1940s but saw a temporary increase around 1995. Notably, before the 1995 Kobe (Hyogo-ken Nanbu) earthquake in southern Hyogo Prefecture, such an increase was observed in three of the seven springs studied, and this phenomenon is similar to the increased concentrations of chloride ions and radon in groundwater, which have been reported as precursors to the earthquake. The estimated volume of plate-derived water during this period exceeded 100,000 cubic meters, potentially weakening the fault and triggering the 1995 Kobe earthquake.

Moreover, this phenomenon is not unique to Arima. The Matsushiro earthquake swarm (1965-67) also displayed similar characteristics. Researchers have found that substantial amount of water in Matsushiro hot springs originates from the Philippine Sea Plate. Therefore, monitoring such hot spring water could offer valuable insights for earthquake prediction.

This work was supported by a Grant-in-Aid for Scientific Research (grant nos. 15H02957, 19H01370 & 24K00169) from Japan Society for the Promotion of Science.
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A new birthplace for asteroid Ryugu | ScienceDaily
Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research published today in the journal Science Advances suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn. Four years ago, the Japanese space probe Hayabusa 2 brought samples of Ryugu back to Earth. Researchers led by the Max Planck Institute for Solar System Research (MPS) in Germany have now compared which types of nickel are found in these samples as well as in typical carbon-rich meteorites. The results show an alternative to previous ideas about the birthplaces of these bodies: different carbon-rich asteroids may have formed in the same region close to Jupiter -- albeit partly through different processes and around two million years apart.


						
In December 2020 the space probe Hayabusa 2 brought samples of asteroid Ryugu back to Earth. Since then, the few grams of material have been through quite a lot. After initial examinations in Japan, some of the tiny, jet-black grains traveled to research facilities around the world. There they were measured, weighed, chemically analyzed and exposed to infrared, X-ray and synchroton radiation, among other things. At the MPS, researchers examine the ratios of certain metal isotopes in the samples, as in the current study. Scientists refer to isotopes as variants of the same element that differ only in the number of neutrons in the nucleus. Investigations of this kind can help to understand where in the Solar System Ryugu was formed.

Ryugu's journey through the Solar System

Ryugu is a near-Earth asteroid: Its orbit around the Sun crosses that of Earth (without risk of collision). However, researchers assume that, like other near-Earth asteroids, Ryugu is not native to the inner Solar System, but travelled there from the asteroid belt located between the orbits of Mars and Jupiter. The actual birthplaces of the asteroid belt population are probably even further away from the Sun, outside the orbit of Jupiter.Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research published today in the journal Science Advances suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn. Four years ago, the Japanese space probe Hayabusa 2 brought samples of Ryugu back to Earth. Researchers led by the Max Planck Institute for Solar System Research (MPS) in Germany have now compared which types of nickel are found in these samples as well as in typical carbon-rich meteorites. The results show an alternative to previous ideas about the birthplaces of these bodies: different carbon-rich asteroids may have formed in the same region close to Jupiter -- albeit partly through different processes and around two million years apart.

Ryugu's "family relations" can help shed light on its origin and further evolution. To what degree does Ryugu resemble the representatives of well-known classes of meteorites? These are fragments of asteroids that have made their way from space to Earth. Investigations in recent years have yielded a surprise: Ryugu fits into the large crowd of carbon-rich meteorites, the carbonaceous chondrites, as expected. However, detailed studies of its composition assign it to a rare group: the so-called CI chondrites. These are also known as Ivuna-type chondrites, named after the Tanzanian location where their best-known representative was found. In addition to the Ivuna chondrite itself, only eight others of these exotic specimens have been discovered to date. As their chemical composition is similar to that of the Sun, they are considered to be particularly pristine material that was formed at the outermost edge of the Solar System. "So far, we had assumed that Ryugu's place of origin is also outside Saturn's orbit," explains MPS scientist Dr. Timo Hopp, co-author of the current study, who has already led earlier investigations into Ryugu's isotopic composition.

The latest analyses by the Gottingen scientists now paint a different picture. For the first time, the team has investigated the ratios of nickel isotopes in four samples of the asteroid Ryugu and six samples of carbonaceous chondrites. The results confirm the close relationship between Ryugu and the CI chondrites. However, the idea of a common birthplace at the edge of the Solar System is no longer compelling.

A missing ingredient

What had happened? Until now, researchers had understood carbonaceous chondrites as mixtures of three "ingredients" that can even be seen with the naked eye in cross-sections. Embedded in fine-grained rock, round, millimeter-sized inclusions as well as smaller, irregularly shaped inclusions are densely packed together. The irregular inclusions are the first material to have condensed into solid clumps in the hot gas disk that once orbited the Sun. The round silicate-rich chondrules formed later. Until now, researchers have attributed differences in the isotopic composition between CI chondrites and other groups of carbonaceous chondrites to different mixing ratios of these three ingredients. CI chondrites, for example, consist predominantly of fine-grained rock, while their siblings are significantly richer in inclusions. However, as the team describes in the current publication, the results of the nickel measurements do not fit into this scheme.




The researchers' calculations now show that their measurements can only be explained by a fourth ingredient: tiny iron-nickel grains, which must also have accumulated during the formation of the asteroids. In the case of Ryugu and the CI chondrites, this process must have been particularly efficient. "Completely different processes must have been at work in the formation of Ryugu and the CI chondrites on the one hand and the other groups of carbonaceous chondrites on the other," says Fridolin Spitzer from the MPS, first author of the new study, summarizing the basic idea.

According to the researchers, the first carbonaceous chondrites began to form around two million years after the formation of the Solar System. Attracted by the gravitational force of the still young Sun, dust and the first solid clumps made their way from the outer edge of the gas and dust disk into the inner Solar System, but encountered an obstacle along the way: the newly forming Jupiter. Outside its orbit, the heavier and larger clumps in particular accumulated -- and thus grew into carbonaceous chondrites with their many inclusions. Towards the end of this development, after around two million years, another process gained the upper hand: under the influence of the Sun, the original gas gradually evaporated outside Jupiter's orbit leading to the accumulation of primarily dust and iron-nickel grains. This led to the birth of the CI chondrites.

"The results surprised us very much. We had to completely rethink -- not only with regard to Ryugu, but also with regard to the entire group of CI chondrites," says Dr. Christoph Burkhard from the MPS. The CI chondrites no longer appear as distant, somewhat exotic relatives of the other carbonaceous chondrites from the outermost edge of the Solar System, but rather as younger siblings that may have formed in the same region, but through a different process and later. "The current study shows how crucial laboratory investigations can be in deciphering the formation history of our Solar System," says Prof. Dr. Thorsten Kleine, Director of the Department of Planetary Sciences at the MPS and co-author of the study.
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Ancient sunken seafloor reveals earth's deep secrets | ScienceDaily
University of Maryland scientists uncovered evidence of an ancient seafloor that sank deep into Earth during the age of dinosaurs, challenging existing theories about Earth's interior structure. Located in the East Pacific Rise (a tectonic plate boundary on the floor of the southeastern Pacific Ocean), this previously unstudied patch of seafloor sheds new light on the inner workings of our planet and how its surface has changed over millions of years. The team's findings were published in the journal Science Advances on September 27, 2024.


						
Led by geology postdoctoral researcher Jingchuan Wang, the team used innovative seismic imaging techniques to peer deep into Earth's mantle, the layer between our planet's crust and core. They found an unusually thick area in the mantle transition zone, a region located between about 410 and 660 kilometers below the Earth's surface. The zone separates the upper and lower mantles, expanding or contracting based on temperature. The team believes that the newly discovered seafloor may also explain the anomalous structure of the Pacific Large Low Shear Velocity Province (LLSVP) -- a massive region in Earth's lower mantle -- as the LLSVP appears to be split by the slab.

"This thickened area is like a fossilized fingerprint of an ancient piece of seafloor that subducted into the Earth approximately 250 million years ago," Wang said. "It's giving us a glimpse into Earth's past that we've never had before."

Subduction occurs when one tectonic plate slides beneath another, recycling surface material back into Earth's mantle. The process often leaves visible evidence of movement, including volcanoes, earthquakes and deep marine trenches. While geologists typically study subduction by examining rock samples and sediments found on Earth's surface, Wang worked with Geology Professor Vedran Lekic and Associate Professor Nicholas Schmerr to use seismic waves to probe through the ocean floor. By examining how seismic waves traveled through different layers of Earth, the scientists were able to create detailed mappings of the structures hiding deep within the mantle.

"You can think of seismic imaging as something similar to a CT scan. It's basically allowed us to have a cross-sectional view of our planet's insides," Wang said. "Usually, oceanic slabs of material are consumed by the Earth completely, leaving no discernible traces on the surface. But seeing the ancient subduction slab through this perspective gave us new insights into the relationship between very deep Earth structures and surface geology, which were not obvious before."

What the team found surprised them -- material was moving through Earth's interior much more slowly than previously thought. Wang believes that the unusual thickness of the area the team discovered suggests the presence of colder material in this part of the mantle transition zone, hinting that some oceanic slabs get stuck halfway down as they sink through the mantle.

"We found that in this region, the material was sinking at about half the speed we expected, which suggests that the mantle transition zone can act like a barrier and slow down the movement of material through the Earth," Wang explained. "Our discovery opens up new questions about how the deep Earth influences what we see on the surface across vast distances and timescales."

Looking ahead, the team plans to extend their research into other areas of the Pacific Ocean and beyond. Wang hopes to create a more comprehensive map of ancient subduction and upwelling (the geological process that occurs when subducted material heats up and rises to the surface again) zones, as well as their effects on both deep and surface Earth structures. With the seismic data acquired from this research, Wang and other scientists are improving their models of how tectonic plates have moved throughout Earth's history.

"This is just the beginning," Wang said. "We believe that there are many more ancient structures waiting to be discovered in Earth's deep interior. Each one has the potential to reveal many new insights about our planet's complex past -- and even lead to a better understanding of other planets beyond ours."
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Asteroid Ceres is a former ocean world that slowly formed into a giant, murky icy orb | ScienceDaily
Since the first sighting of the first-discovered and largest asteroid in our solar system was made in 1801 by Giuseppe Piazzi, astronomers and planetary scientists have pondered the make-up of this asteroid/dwarf planet. Its heavily battered and dimpled surface is covered in impact craters. Scientists have long argued that visible craters on the surface meant that Ceres could not be very icy.


						
Researchers at Purdue University and the NASA's Jet Propulsion Lab (JPL) now believe Ceres is a very icy object that possibly was once a muddy ocean world. This discovery that Ceres has a dirty ice crust is led by Ian Pamerleau, PhD student, and Mike Sori, assistant professor in Purdue's Department of Earth, Atmospheric, and Planetary Sciences who published their findings in Nature Astronomy. The duo along with Jennifer Scully, research scientist with JPL, used computer simulations of how craters on Ceres deform over billions of years.

"We think that there's lots of water-ice near Ceres surface, and that it gets gradually less icy as you go deeper and deeper," Sori said. "People used to think that if Ceres was very icy, the craters would deform quickly over time, like glaciers flowing on Earth, or like gooey flowing honey. However, we've shown through our simulations that ice can be much stronger in conditions on Ceres than previously predicted if you mix in just a little bit of solid rock."

The team's discovery is contradictory to the previous belief that Ceres was relatively dry. The common assumption was that Ceres was less than 30% ice, but Sori's team now believes the surface is more like 90% ice.

"Our interpretation of all this is that Ceres used to be an 'ocean world' like Europa (one of Jupiter's moons), but with a dirty, muddy ocean,'" Sori said. "As that muddy ocean froze over time, it created an icy crust with a little bit of rocky material trapped in it."

Pamerleau explained how they used computer simulations to model how relaxation occurs for craters on Ceres over billions of years.

"Even solids will flow over long timescales, and ice flows more readily than rock. Craters have deep bowls which produce high stresses that then relax to a lower stress state, resulting in a shallower bowl via solid state flow," he said. "So the conclusion after NASA's Dawn mission was that due to the lack of relaxed, shallow craters, the crust could not be that icy. Our computer simulations account for a new way that ice can flow with only a little bit of non-ice impurities mixed in, which would allow for a very ice-rich crust to barely flow even over billions of years. Therefore, we could get an ice-rich Ceres that still matches the observed lack of crater relaxation. We tested different crustal structures in these simulations and found that a gradational crust with a high ice content near the surface that grades down to lower ice with depth was the best way to limit relaxation of Cerean craters."

Sori is a planetary scientist whose focus is planetary geophysics. His team addresses questions about the planetary interiors, the connections between planetary interiors and surfaces, and those questions might be resolved with spacecraft missions. His work spans many solid bodies in the solar system, from the Moon and Mars to icy objects in the outer solar system.




"Ceres is the largest object in the asteroid belt, and a dwarf planet. I think sometimes people think of small, lumpy things as asteroids (and most of them are!), but Ceres really looks more like a planet," Sori said. "It is a big sphere, diameter 950 kilometers or so, and has surface features like craters, volcanoes, and landslides."

On Sept. 27, 2007, NASA launched the Dawn mission. This mission was the first and only spacecraft to orbit two extraterrestrial destinations -- the protoplanet Vesta and Ceres. Although it was launched in 2007, Dawn didn't reach Ceres until 2015. It orbited the dwarf planet until 2018.

"We used multiple observations made with Dawn data as motivation for finding an ice-rich crust that resisted crater relaxation on Ceres. Different surface features (e.g., pits, domes and landslides, etc.) suggest the near subsurface of Ceres contains a lot of ice," Pamerleau said. "Spectrographic data also shows that there should be ice beneath the regolith on the dwarf planet and gravity data yields a density value very near that of ice, specifically impure ice. We also took a topographic profile of an actual complex crater on Ceres and used it to construct the geometry for some of our simulations."

Sori says that because Ceres is the largest asteroid there was suspicion that it could have been any icy object based on some estimates of its mass made from the Earth. those factors made it a great choice for a spacecraft visit.

"To me the exciting part of all this, if we're right, is that we have a frozen ocean world pretty close to Earth. Ceres may be a valuable point of comparison for the ocean-hosting icy moons of the outer solar system, like Jupiter's moon Europa and Saturn's moon Enceladus," Sori said. "Ceres, we think, is therefore the most accessible icy world in the universe. That makes it a great target for future spacecraft missions. Some of the bright features we see at Ceres' surface are the remnants of Ceres' muddy ocean, now mostly or entirely frozen, erupted onto the surface. So we have a place to collect samples from the ocean of an ancient ocean world that is not too difficult to send a spacecraft to."

This research was supported by a NASA grant (80NSSC22K1062) in the Discovery Data Analysis Program.
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How are pronouns processed in the memory-region of our brain? | ScienceDaily
Read the following sentence: "Donald Trump and Kamala Harris walked into the bar, she sat down at a table." We all immediately know that it was Kamala who sat at the table, not Donald. Pronouns like "she" help us to understand language, but pronouns can have multiple meanings. Depending on the context, we understand who the pronoun is referring to. But how is it that we are so good at this, and how does our brain link pronouns with their nouns?


						
To answer this question, an international team of neuroscientists, neurosurgeons, and neurologists joined forces. Doris Dijksterhuis and Matthew Self from Pieter Roelfsema's group looked together with their colleagues at the brain activity of patients with epilepsy. As part of their treatment, these patients were implanted with depth electrodes in their hippocampus, a brain area involved in learning and memory. The research team took advantage of this and conducted additional tests with them.

"We can measure the activity of individual brain cells in the hippocampus while the patient performs a task," says Matthew Self. In the hippocampus, there are cells that respond to a specific person, so-called "concept cells." A well-known example is the "Jennifer Aniston cell," which becomes active when you see a photo of Jennifer Aniston, hear her name or read the words "Jennifer Aniston." We wondered if these cells also become active when you only read a pronoun, like 'he' or 'she'. Are these cells able to link the pronoun to the right person?

Shrek cell

Doris Dijksterhuis: "To test this, we first showed the patients many photos until we found a cell that responded to one particular image. For example, we found a cell that responded to an image of 'Shrek' but not to other images. We call this cell a 'Shrek concept cell'. When patients later read a sentence like: "Shrek and Fiona were having dinner. He poured out some wine." the 'Shrek' cell indeed responded to the word "Shrek," but also to the pronoun 'He.' This is interesting because such a pronoun can mean something entirely different in another sentence. For example, in the sentence 'Donald Trump and Kamala Harris were having dinner. He poured out some wine,' the same pronoun, 'He', refers to Donald Trump, and therefore the Shrek cell will not react. Individual hippocampal cells track who the pronoun refers to in a dynamic, flexible way."

Self: "We had the participants answer a question at the end of the sentences about who performed the action. We could predict whether the patients would give the correct answer based on the activity of the individual concept cells. To make it a bit more challenging, we also added some trick questions, with two people of the same gender: "Jennifer Aniston and Kamala Harris walked into a bar. She sat at the table." The patient had to decide themselves who performed the action. We observed that patients tended to choose the person that evoked the most activity in the hippocampus at the start of the sentence. This could be based on chance fluctuations in activity on a trial-by-trial basis or an internal preference for one of the two characters in the sentence."

The bigger picture

Dijksterhuis: "The hippocampus is important for learning and memory, but it remains unclear how the hippocampus is involved in the interaction between memory and language. How do we remember what we've read? When you think of something you've read, you have different concepts that together create the story. Pronouns help us to understand who did what in the story and cells in the hippocampus encode these actions into our memory. Ultimately, we want to know how an entire memory is formed and represented in the brain."

"It is of great value that this group of patients has given their permission to participate in our research. We can only very rarely measure the activity of single brain cells in people who are reading and it is impossible to study these processes in animals. When we get the chance, we try to get as much out of it as possible."

Source: Science
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Babies born after fertility treatment have higher risk of heart defects, study suggests | ScienceDaily
The risk of being born with a major heart defect is 36% higher in babies who were conceived after assisted reproductive technology, such as in vitro fertilisation (IVF), according to results of a very large study published in the European Heart Journal today.


						
Researchers say the finding is important since congenital heart defects are the most common form of birth defects, and some of them are associated with life threatening complications.

The study also shows that the increase in risk is particularly associated with multiple births which are more common in assisted reproduction.

The study was led by Professor Ulla-Britt Wennerholm from the University of Gothenburg in Sweden. She said: "Previous research shows that there are increased risks for babies conceived with the help of assisted reproductive technology. These include preterm birth and low birth weight. We wanted to investigate whether the risk of heart defects was higher for babies born following assisted reproduction."

The research included all liveborn children born in Denmark between 1994 and 2014, all children born in Finland between 1990 and 2014, those born in Norway between 1984 and 2015 and those born in Sweden from 1987 to 2015; more than 7.7 million in total.

Researchers compared data on babies born following assisted reproduction, including IVF, intracytoplasmic sperm injection (ICSI) and embryo freezing, with data on babies conceived naturally.

They assessed how many liveborn children in each group were diagnosed with a major heart defect or with a serious heart defect either in the womb or in the first year of life. They took into account other factors that can increase the risk of congenital heart defects, such as child's year of birth, country of birth, mother's age at delivery, if the mother smoked during pregnancy, or if the mother had diabetes or heart defects.




This showed that heart defects were around 36% more common in babies born after assisted reproduction, compared to babies conceived without such treatment (absolute risk 1.84% versus 1.15%). This risk was similar regardless of the type of assisted reproduction used (IVF or ICSI, fresh or frozen embryos). However, the risk was greater for multiple births following assisted reproduction compared to singleton births following assisted reproduction (2.47% versus 1.62%).

Professor Wennerholm said: "We already know that babies born after assisted reproductive technology have a higher risk of birth defects in general however, we have found a higher risk also in congenital heart defects, the most common major birth defect.

"The fact that the risk of heart defects is similar regardless of the type of assisted reproduction used may indicate that there is some common factor underlying infertility in parents and congenital heart disease in their babies.

"Congenital heart defects can be extremely serious requiring specialist surgery when babies are very young, so knowing which babies are at the greatest risk can help us diagnose heart defects as early as possible and ensure the right care and treatment are given. More and more people are conceiving with the help of assisted reproductive technology, so we might expect to see increases in cases of congenital heart defects worldwide."

In an accompanying editorial Dr Nathalie Auger from University of Montreal Hospital Research Centre in Canada and colleagues said: "Assisted reproductive technology is a popular intervention in reproductive medicine, with these procedures accounting for 2% to 8% of births depending on the country. While most neonates born after assisted reproductive technology are healthy, these procedures are not without risks.

"In one of the largest studies to date, the researchers found that assisted reproductive technology was associated with the risk of major heart defects diagnosed prenatally or up to one year of age.

"Patients who use assisted reproductive technology tend to differ from the general population. These patients may have underlying morbidities that affect both fertility and the risk of heart defects."
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Orbitronics: New material property advances energy-efficient tech | ScienceDaily
Orbital angular momentum monopoles have been the subject of great theoretical interest as they offer major practical advantages for the emerging field of orbitronics, a potential energy-efficient alternative to traditional electronics. Now, through a combination of robust theory and experiments at the Swiss Light Source SLS at Paul Scherrer Institute PSI, their existence has been demonstrated. The discovery is published in the journal Nature Physics.


						
Whereas electronics uses the charge of the electron to transfer information, technology of the future with less environmental impact might use a different property of electrons to process information. Until recently, the main contender for a different type of 'tronics' has been spintronics. Here, the property used to transfer information is the spin of the electron.

Researchers are also exploring the possibility of using the orbital angular momentum (OAM) of electrons orbiting their atomic nucleus: an emerging field known as orbitronics. This field holds great promise for memory devices, particularly because a large magnetisation could potentially be generated with relatively small charge currents, leading to energy-efficient devices. The million-dollar question now is identifying the right materials to generate flows of OAMs, a prerequisite for orbitronics.

Now an international research team led by scientists from Paul Scherrer Institute PSI and Max Planck Institutes in Halle and Dresden in Germany have shown that chiral topological semi-metals, a new class of materials discovered at PSI in 2019, possess properties that make them a highly practical choice for generating currents of OAMs.

Chiral topological semi-metals: a straightforward solution for orbitronics

In the search for suitable materials for orbitronics, steps forward have already been made using conventional materials such as titanium. Yet since their discovery five years ago, chiral topological semi-metals have become an intriguing contender. These materials possess a helical atomic structure, which gives a natural 'handedness' like the DNA double helix and could naturally endow them with patterns or textures of OAM that enable its flow.

"This offers a significant advantage to other materials because you don't need to apply external stimuli to get OAM textures -- they're an intrinsic property of the material," explains Michael Schuler, group leader in the Center for Scientific Computing, Theory and Data at PSI, and assistant professor of physics at the University of Fribourg, who co-led the recent study. "This could make it easier to create stable and efficient currents of OAM without needing special conditions."

The attractive but elusive prospect of orbital angular momentum monopoles




There is one particular OAM texture, hypothesised in chiral topological semi-metals, that has captivated researchers: OAM monopoles. At these monopoles, OAM radiates outwards from a centre point like the spikes of a scared hedgehog curled into a ball.

Why these monopoles are so tantalising is that OAM is uniform in all directions: i.e. it is isotropic. "This is a very useful property as it means flows of OAMs could be generated in any direction," says Schuler.

Yet despite the attraction of OAM monopoles for orbitronics, until this latest study, they have remained a theoretical dream.

Hedgehogs hide between theory and experiment

To observe them experimentally, hope has lain with a technique known as Circular Dichroism in Angle-Resolved Photoemission Spectroscopy, or CD-ARPES, using circularly polarised X-rays from a synchrotron light source. Yet a gap between theory and experiment has in the past hindered researchers from interpreting the data. "Researchers may have had the data, but the evidence for OAM monopoles was buried in it," says Schuler.

In ARPES, light shines on a material, ejecting electrons. The angles and energies of these ejected electrons reveal information on the electronic structure of the material. In CD-ARPES, the incident light is circularly polarised.




"A natural assumption is that if you use circularly polarised light, you are measuring something that is directly proportional to the OAMs," explains Schuler. "The problem is, as we show in our study, this turns out to be a somewhat naive assumption. In reality, it's rather more complex."

Rigour plugs the gap 

In their study, Schuler and colleagues examined two types of chiral topological semi-metals at the Swiss Light Source SLS: those made of palladium and gallium or platinum and gallium. Determined to reveal the OAM textures hidden within the complex web of CD-ARPES data, the team challenged every assumption with rigorous theory.

Then they made an unusual, and crucial, extra experimental step of varying the photon energies. "At first, the data didn't make sense. The signal seemed to be changing all over the place," says Schuler.

Meticulously unpicking how different contributions complicated calculations of OAM from CD-ARPES data, they revealed that the CD-ARPES signal was not directly proportional to the OAMs, as previously believed, but rotated around the monopoles as the photon energy was changed. In this way, they bridged the gap between theory and experiment and proved the presence of OAM monopoles.

Doors open to exploring orbital angular momentum textures in new materials

Armed with the ability to accurately visualise OAM monopoles, Schuler and colleagues went on to show that the polarity of the monopole -- whether the spikes of OAMs point inwards or outwards -- could be reversed by using a crystal with a mirror image chirality. "This is a very useful property, as orbitronics devices could potentially be created with different directionality," says Schuler.

Now, with theory and experiment finally united, the wider research community are equipped with the means to explore OAM textures across a variety of materials and optimise their applications for orbitronics.
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Scientists design new drug to fight malaria | ScienceDaily

A team led by scientists at UC Riverside, UC Irvine, and Yale School of Medicine has now designed a new drug against malaria and identified its mechanism of action. The researchers found the drug, called MED6-189, is effective against drug-sensitive and drug-resistant P. falciparum strains in vitro as well as in a humanized mouse model (the mice were engineered to have human blood).

The researchers report in the journal Science this week that MED6-189 works by targeting and disrupting not only the apicoplast, an organelle found in P. falciparum cells, but also the vesicular trafficking pathways. They found that this dual mode of action prevents the pathogen from developing resistance, making the drug a highly effective antimalarial compound and a promising new lead in the fight against malaria.

"Disruption of the apicoplast and vesicular trafficking blocks the parasite's development and thus eliminates infection in red blood cells and in our humanized mouse model of P. falciparum malaria," said Karine Le Roch, a professor of molecular, cell and systems biology at UCR and the paper's senior author. "We found MED6-189 was also potent against other zoonotic Plasmodium parasites, such as P. knowlesi and P. cynomolgi."

MED6-189 is a synthetic compound inspired by a compound extracted from marine sponges. The lab of Christopher Vanderwal, a professor of chemistry and pharmaceutical sciences at UC Irvine, synthesized the compound.

"Many of the best antimalarial agents are natural products, or are derived from them," he said. "For example, artemisinin, initially isolated from the sweet wormwood plant, and analogues thereof, are critically important for treatment of malaria. MED6-189 is a close relative of a different class of natural products, called isocyanoterpenes, that seem to target multiple pathways in P. falciparum. That is beneficial because had only one pathway been targeted, the parasite could develop resistance to the compound more quickly."

When researchers at GSK, a pharmaceutical company in Spain, administered MED6-189 to the mice infected with P. falciparum, they found it cleared the mice of the parasite. In collaboration with Choukri Ben Mamoun, a professor of medicine and microbial pathogenesis at the Yale School of Medicine, the team also tested the compound against P. knowlesi, a parasite that infects monkeys, and found it worked as intended, clearing the monkey's parasite-infected red blood cells.




Next, the team plans to continue the optimization of MED6-189 and further confirm the modified compound's mechanisms of action using a systems biology approach. Systems biology is a biomedical research approach to understanding the larger picture of a biological system. It offers researchers a way to examine how different living organisms and cells interact at larger scales.

Le Roch, Vanderwal, and Ben Mamoun were joined in the research by fellow scientists at the Stowers Institute for Medical Research in Kansas City, Missouri; GSK; and the University of Georgia.

The research was supported by a grant to Le Roch, Vanderwal, and Ben Mamoun and the National Institute of Allergy and Infectious Diseases of the National Institutes of Health. At UCR, Le Roch directs the Center for Infectious Disease and Vector Research.

The title of the research paper is "A Potent Kalihinol Analogue Disrupts Apicoplast Function and Vesicular Trafficking in P. falciparum Malaria."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240926144907.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers discover new bacterium that causes gut immunodeficiency | ScienceDaily
Cleveland Clinic researchers have discovered a new bacterium that weakens the immune system in the gut, potentially contributing to certain inflammatory and infectious gut diseases.


						
The team identified the bacterium, Tomasiella immunophila (T. immunophila), which plays a key role in breaking down a crucial immune component of the gut's multi-faceted protective immune barrier.

Identifying this bacterium is the first step to developing new treatments for a variety of inflammatory and infectious gut diseases. These conditions, including inflammatory bowel disease, Crohn's and ulcerative colitis, are associated with decreased levels of secretory immunoglobulin A (SIgA), an antibody that protects mucosal surfaces.

The study, published in Science, was led by Thaddeus Stappenbeck, M.D., Ph.D., chair of Cleveland Clinic's Department of Inflammation and Immunity, and Qiuhe Lu, Ph.D., research associate and the paper's first author.

"Our research represents a critical role of a specific component of the gut microbiome in human health and disease," said Dr. Stappenbeck. "By identifying this specific bacterium, we have not only enhanced our understanding of gut diseases but also opened a promising new avenue for treatment. Pinpointing the culprit behind the breakdown of the gut's protective adaptive immune barrier is a significant step toward developing much-needed therapies for conditions like inflammatory bowel disease, Crohn's and ulcerative colitis."

In the gut, SIgA binds continuously to microbes, preventing them from reaching and damaging the body's tissue. In previous research, the team discovered that intestinal bacteria could reduce SIgA levels, which can lead to increased risk of infection and excess inflammation.

In this new study, researchers found that T. immunophila'spresence in the gut increases susceptibility to pathogens and delays repair of the gut's protective barrier. T. immunophila'sname is an homage to a pioneer in immunology. SIgA was discovered by Dr. Thomas Tomasi, who published his findings in a foundational paper in Science in 1963.

"Drs. Stappenbeck and Lu's rigorous and elegant study provides a key insight and an exciting potential mechanism for why some people have low or absent levels of SIgA in their gut, yet retain normal levels of SIgA in their bloodstream," says Michael Silverman, M.D., Ph.D., a physician with the Division of Infectious Diseases at Children's Hospital of Philadelphia.

Dr. Silverman, whose expertise includes immune system development, provided input on the research findings. "This discovery is quite important, as SIgA in the intestine functions as a critical component of the barrier for the trillions of microbes that live in our intestines," Dr. Silverman said. "This study provides a new avenue to develop therapeutics to manipulate SIgA in the gut and improve health."

"We know that there are a substantial number of patients that have this defect in are at risk for infection and inflammation in the intestine," said Dr. Lu. "We surmised that a gut microbe that can degrade SIgA was the culprit. We believe that important therapeutic targets for a variety of inflammatory and infectious diseases in humans can be found through our work."
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These fish use legs to taste the seafloor | ScienceDaily
Sea robins are unusual animals with the body of a fish, wings of a bird, and walking legs of a crab. Now, researchers show that the legs of the sea robin aren't just used for walking. In fact, they are bona fide sensory organs used to find buried prey while digging. This work appears in two studies published in the Cell Press journal Current Biology on September 26.


						
"This is a fish that grew legs using the same genes that contribute to the development of our limbs and then repurposed these legs to find prey using the same genes our tongues use to taste food -- pretty wild," says Nicholas Bellono of Harvard University in Cambridge, MA.

Bellono, along with David Kingsley of Stanford University and their colleagues, didn't set out to study sea robins at all. They came across these creatures on a trip to the Marine Biological Laboratory in Woods Hole, MA. After learning that other fish follow the sea robins around, apparently due to their skills in uncovering buried prey, the researchers became intrigued and took some sea robins back to the lab to find out more. They confirmed that the sea robins could indeed detect and uncover ground-up and filtered mussel extract and even single amino acids.

As reported in one of the two new studies, they found that sea robins' legs are covered in sensory papillae, each receiving dense innervation from touch-sensitive neurons. The papillae also have taste receptors and show chemical sensitivity that drives the sea robins to dig.

"We were originally struck by the legs that are shared by all sea robins and make them different from most other fish," Kingsley says. "We were surprised to see how much sea robins differ from each other in sensory structures found on the legs. The system thus displays multiple levels of evolutionary innovation from differences between sea robins and most other fish, differences between sea robin species, and differences in everything from structure and sensory organs to behavior."

Through further developmental studies, the researchers confirmed that the papillae represent a key evolutionary innovation that has allowed the sea robins to succeed on the seafloor in ways other animals can't. In the second study, they looked deeper into the genetic basis of the fish's unique legs. They used genome sequencing, transcriptional profiling, and study of hybrid species to understand the molecular and developmental basis for leg formation.

Their analyses identified an ancient and conserved transcription factor, called tbx3a, as a major determinant of the sea robins' sensory leg development. Genome editing confirmed that they depend on this regulatory gene to develop their legs normally. The same gene also plays a critical role in the formation of sea robins' sensory papillae and their digging behavior.

"Although many traits look new, they are usually built from genes and modules that have existed for a long time," Kingsley said. "That's how evolution works: by tinkering with old pieces to build new things."

The findings show that it's now possible to expand our detailed understanding of complex traits and their evolution in wild organisms, not just in well-established model organisms, according to the researchers. They are now curious to learn more about the specific genetic and genomic changes that led to sea robins' evolution.
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A method of 'look twice, forgive once' can sustain social cooperation | ScienceDaily
The theory of indirect reciprocity holds that people who earn a good reputation by helping others are more likely to be rewarded by third parties, but widespread cooperation depends on agreement about reputations. In most theoretical models examining how reputations impact people's desire to cooperate with one another, reputations are binary -- good or bad -- and based on limited information. But there is a lot of information available about people's behavior in today's world, especially with social media.


						
Biology professors Joshua B. Plotkin of the University of Pennsylvania and Corina Tarnita of Princeton University lead teams that have been collaborating on theoretical research about cooperation. Sebastian Michel-Mata, a doctoral student in Tarnita's lab, came up with the idea of addressing how to judge someone in an information-rich environment.

"The current theory of indirect reciprocity suggests that reputations can only work in a few societies, those with complex norms of judgment and public institutions that can enforce agreement," Michel-Mata says. But, as an anthropologist, he sees that such societies are the exception and not the rule, and he wondered about the simple idea that reputations are summaries of multiple actions.

"Prior models have typically assumed that a single action determines someone's reputation, but I think there's more nuance to how we assign reputations to people. We often look at multiple actions someone has taken and see if they are mostly good actions or bad actions," says Mari Kawakatsu, a postdoctoral researcher in Plotkin's lab.

Through mathematical modeling, the research team showed that looking at multiple actions and forgiving some bad actions is a method of judging behavior that is sufficient to sustain cooperation, a method they call "look twice, forgive once." Their findings are published in Nature.

This builds on previous work Plotkin led about indirect reciprocity. For example, he worked with Kawakatsu and postdoctoral researcher Taylor A. Kessinger on a paper calculating how much gossip is necessary to reach sufficient consensus to sustain cooperation.

Plotkin says of the new paper, "Even if different people in a society subscribe to different norms of judgment, 'look twice, forgive once' still generates sufficient consensus to promote cooperation." He adds that this method maintains cooperation without gossip or public institutions, which confirms the original hypothesis that Michel-Mata, first author on the paper, had that public institutions are not a prerequisite for reputation-based cooperation. It also offers an important alternative when public institutions exist but erosion of trust in institutions inhibits cooperation.




Kessinger says that, as in the paper about gossip, the game-theoretical model here is a one-shot donation game, also known as a simplified prisoner's dilemma. Each player can choose to help or not help their partner, and players will periodically update their views of each other's reputations by observing each other's interactions with other players, to see if the partner cooperates or "defects" with others. More periodically, players update their strategies.

The idea of indirect reciprocity is "not that I'm nice to Mari because she was nice to me; it's that I'm nice to Mari because she was nice to Josh, and I have a good opinion of Josh," Kessinger says. In this study, "the basic idea is that if you observed two interactions of somebody and at least one of them was an action that you would consider good, then you cooperate with that player, but otherwise you defect with them."

Kawakatsu says all co-authors were surprised that the "look twice, forgive once" strategy couldn't be displaced by other strategies, such as always cooperating or always defecting, looking at more than two actions from another player, or forgiving a different proportion of "bad actions." Tarnita says that, perhaps most surprisingly, looking more than twice didn't yield an additional benefit. "Information turned out to be a double-edged sword, so that even, when information was freely accessible, individuals did not typically evolve to use all of it," she says.

Michel-Mata notes that the overall simplicity and robustness of their findings indicate that this behavioral strategy might be old in human societies. The authors see potential for anthropologists and behavioral scientists to build on their work.

The Plotkin and Tarnita labs are continuing to collaborate by exploring how people interact in more than one context, such as at work and in their personal lives. "This touches on a range of contemporary social problems," Kessinger says, "where private misbehavior becomes a matter of public record."
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'Weekend warrior' physical activity may help protect against more than 200 diseases | ScienceDaily
Busy with work and other obligations, some people concentrate their moderate-to-vigorous exercise in one or two days of the week or weekend. A study led by investigators at Massachusetts General Hospital, a founding member of the Mass General Brigham healthcare system, has found that this "weekend warrior" pattern of exercise is associated with lower risk of developing 264 future diseases and was just as effective at decreasing risk as more evenly distributed exercise activity. Results are published in Circulation.


						
"Physical activity is known to affect risk of many diseases," said co-senior author Shaan Khurshid, MD, MPH, a faculty member in the Demoulas Center for Cardiac Arrhythmias at Massachusetts General Hospital. "Here, we show the potential benefits of weekend warrior activity for risk not only of cardiovascular diseases, as we've shown in the past, but also future diseases spanning the whole spectrum, ranging from conditions like chronic kidney disease to mood disorders and beyond."

Guidelines recommend at least 150 minutes of moderate-to-vigorous physical activity per week for overall health. Among people who meet these recommendations, however, do those who exercise 20-30 minutes most days of the week experience benefits over those who go 5 or 6 days between longer exercise sessions?

Khurshid, along with co-senior author Patrick Ellinor, MD, PhD, the acting chief of Cardiology and the co-director of the Corrigan Minehan Heart Center at Massachusetts General Hospital, and their colleagues analyzed information on 89,573 individuals in the prospective UK Biobank study who wore wrist accelerometers that recorded their total physical activity and time spent at different exercise intensities over one week. Participants' physical activity patterns were categorized as weekend warrior, regular, or inactive, using the guideline-based threshold of 150 minutes per week of moderate-to-vigorous physical activity.

The team then looked for associations between physical activity patterns and incidence of 678 conditions across 16 types of diseases, including mental health, digestive, neurological, and other categories.

The investigators' analyses revealed that weekend warrior and regular physical activity patterns were each associated with substantially lower risks of over 200 diseases compared with inactivity. Associations were strongest for cardiometabolic conditions such as hypertension (23% and 28% lower risks over a median of 6 years with weekend warrior and regular exercise, respectively) and diabetes (43% and 46% lower risks, respectively). However, associations also spanned all disease categories tested.

"Our findings were consistent across many different definitions of weekend warrior activity, as well as other thresholds used to categorize people as active," said Khurshid.

The results suggest that physical activity is broadly beneficial for lowering the risk of future diseases, especially cardiometabolic conditions. "Because there appears to be similar benefits for weekend warrior versus regular activity, it may be the total volume of activity, rather than the pattern, that matters most," said Khurshid. "Future interventions testing the effectiveness of concentrated activity to improve public health are warranted, and patients should be encouraged to engage in guideline-adherent physical activity using any pattern that may work best for them."
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This rocky planet around a white dwarf resembles Earth -- 8 billion years from now | ScienceDaily
The discovery of an Earth-like planet 4,000 light years away in the Milky Way galaxy provides a preview of one possible fate for our planet billions of years in the future, when the sun has turned into a white dwarf, and a blasted and frozen Earth has migrated beyond the orbit of Mars.


						
This distant planetary system, identified by University of California, Berkeley, astronomers after observations with the Keck 10-meter telescope in Hawaii, looks very similar to expectations for the sun-Earth system: it consists of a white dwarf about half the mass of the sun and an Earth-size companion in an orbit twice as large as Earth's today.

That is likely to be Earth's fate. The sun will eventually inflate like a balloon larger than Earth's orbit today, engulfing Mercury and Venus in the process. As the star expands to become a red giant, its decreasing mass will force planets to migrate to more distant orbits, offering Earth a slim opportunity to survive farther from the sun. Eventually, the outer layers of the red giant will be blown away to leave behind a dense white dwarf no larger than a planet, but with the mass of a star. If Earth has survived by then, it will probably end up in an orbit twice its current size.

The discovery, to be published this week in the journal Nature Astronomy, tells scientists about the evolution of main sequence stars, like the sun, through the red giant phase to a white dwarf, and how it affects the planets around them. Some studies suggest that for the sun, this process could begin in about 1 billion years, eventually vaporizing Earth's oceans and doubling Earth's orbital radius -- if the expanding star doesn't engulf our planet first.

Eventually, about 8 billion years from now, the sun's outer layers will have dispersed to leave behind a dense, glowing ball -- a white dwarf -- that is about half the mass of the sun, but smaller in size than Earth.

"We do not currently have a consensus whether Earth could avoid being engulfed by the red giant sun in 6 billion years," said study leader Keming Zhang, a former doctoral student at the University of California, Berkeley, who is now an Eric and Wendy Schmidt AI in Science Postdoctoral fellow at UC San Diego. "In any case, planet Earth will only be habitable for around another billion years, at which point Earth's oceans would be vaporized by runaway greenhouse effect -- long before the risk of getting swallowed by the red giant."

The planetary system provides one example of a planet that did survive, though it is far outside the habitable zone of the dim white dwarf and unlikely to harbor life. It may have had habitable conditions at some point, when its host was still a sun-like star.




"Whether life can survive on Earth through that (red giant) period is unknown. But certainly the most important thing is that Earth isn't swallowed by the sun when it becomes a red giant," said Jessica Lu, associate professor and chair of astronomy at UC Berkeley. "This system that Keming's found is an example of a planet -- probably an Earth-like planet originally on a similar orbit to Earth -- that survived its host star's red giant phase."

Microlensing makes star brighten a thousandfold

The far-away planetary system, located near the bulge at the center of our galaxy, came to astronomers' attention in 2020 when it passed in front of a more distant star and magnified that star's light by a factor of 1,000. The gravity of the system acted like a lens to focus and amplify the light from the background star.

The team that discovered this "microlensing event" dubbed it KMT-2020-BLG-0414 because it was detected by the Korea Microlensing Telescope Network in the Southern Hemisphere. The magnification of the background star -- also in the Milky Way, but about 25,000 light years from Earth -- was still only a pinprick of light. Nevertheless, its variation in intensity over about two months allowed the team to estimate that the system included a star about half the mass of the sun, a planet about the mass of Earth and a very large planet about 17 times the mass of Jupiter -- likely a brown dwarf. Brown dwarfs are failed stars, with a mass just shy of that required to ignite fusion in the core.

The analysis also concluded that the Earth-like planet was between 1 and 2 astronomical units from the star -- that is, about twice the distance between the Earth and sun. It was unclear what kind of star the host was because its light was lost in the glare of the magnified background star and a few nearby stars.

To identify the type of star, Zhang and his colleagues, including UC Berkeley astronomers Jessica Lu and Joshua Bloom, looked more closely at the lensing system in 2023 using the Keck II 10-meter telescope in Hawaii, which is outfitted with adaptive optics to eliminate blur from the atmosphere. Because they observed the system three years after the lensing event, the background star that had once been magnified 1,000 times had become faint enough that the lensing star should have been visible if it was a typical main-sequence star like the sun, Lu said.




But Zhang detected nothing in two separate Keck images.

"Our conclusions are based on ruling out the alternative scenarios, since a normal star would have been easily seen," Zhang said. "Because the lens is both dark and low mass, we concluded that it can only be a white dwarf."

"This is a case of where seeing nothing is actually more interesting than seeing something," said Lu, who looks for microlensing events caused by free-floating stellar-mass black holes in the Milky Way.

Finding exoplanets through microlensing

The discovery is part of a project by Zhang to more closely study microlensing events that show the presence of a planet, in order to understand what types of stars exoplanets live around.

"There is some luck involved, because you'd expect fewer than one in 10 microlensing stars with planets to be white dwarfs," Zhang said.

The new observations also allowed Zhang and colleagues to resolve an ambiguity regarding the location of the brown dwarf.

"The original analysis showed that the brown dwarf is either in a very wide orbit, like Neptune's, or well within Mercury's orbit. Giant planets on very small orbits are actually quite common outside the solar system," Zhang said, referring to a class of planets called hot Jupiters. "But since we now know it is orbiting a stellar remnant, this is unlikely, as it would have been engulfed."

The modeling ambiguity is caused by so-called microlensing degeneracy, where two distinct lensing configurations can give rise to the same lensing effect. This degeneracy is related to the one Zhang and Bloom discovered in 2022 using an AI method to analyze microlensing simulations. Zhang also applied the same AI technique to rule out alternative models for KMT-2020-BLG-0414 that may have been missed.

"Microlensing has turned into a very interesting way of studying other star systems that can't be observed and detected by the conventional means, i.e. the transit method or the radial velocity method," Bloom said. "There is a whole set of worlds that are now opening up to us through the microlensing channel, and what's exciting is that we're on the precipice of finding exotic configurations like this."

One purpose of NASA's Nancy Grace Roman Telescope, scheduled for launch in 2027, is to measure light curves from microlensing events to find exoplanets, many of which will need follow up using other telescopes to identify the types of stars hosting the exoplanets.

"What is required is careful follow up with the world's best facilities, i.e. adaptive optics and the Keck Observatory, not just a day or a month later, but many, many years into the future, after the lens has moved away from the background star so you can start disambiguating what you're seeing," Bloom said.

Zhang noted that even if Earth gets engulfed during the sun's red giant phase in a billion or so years, humanity may find a refuge in the outer solar system. Several moons of Jupiter, such as Europa, Callisto and Ganymede, and Enceladus around Saturn, appear to have frozen water oceans that will likely thaw as the outer layers of the red giant expand.

"As the sun becomes a red giant, the habitable zone will move to around Jupiter and Saturn's orbit, and many of these moons will become ocean planets," Zhang said. "I think, in that case, humanity could migrate out there."

Other co-authors are Weicheng Zang and Shude Mao of Tsinghua University in Beijing, China, who co-authored the first paper about KMT-2020-BLG-0414; former UC Berkeley doctoral student Kareem El-Badry, now an assistant professor at the California Institute of Technology in Pasadena; Eric Agol of the University of Washington in Seattle; B. Scott Gaudi of The Ohio State University in Columbus; Quinn Konopacky of UC San Diego; Natalie LeBaron of UC Berkeley; and Sean Terry of the University of Maryland in College Park.
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ESO telescope captures the most detailed infrared map ever of our Milky Way | ScienceDaily
Astronomers have published a gigantic infrared map of the Milky Way containing more than 1.5 billion objects -- the most detailed one ever made. Using the European Southern Observatory's VISTA telescope, the team monitored the central regions of our Galaxy over more than 13 years. At 500 terabytes of data, this is the largest observational project ever carried out with an ESO telescope.


						
"We made so many discoveries, we have changed the view of our Galaxy forever," says Dante Minniti, an astrophysicist at Universidad Andres Bello in Chile who led the overall project.

This record-breaking map comprises 200,000 images taken by ESO's VISTA -- the Visible and Infrared Survey Telescope for Astronomy. Located at ESO's Paranal Observatory in Chile, the telescope's main purpose is to map large areas of the sky. The team used VISTA's infrared camera VIRCAM, which can peer through the dust and gas that permeates our galaxy. It is therefore able to see the radiation from the Milky Way's most hidden places, opening a unique window onto our galactic surroundings.

This gigantic dataset [1] covers an area of the sky equivalent to 8600 full moons, and contains about 10 times more objects than a previous map released by the same team back in 2012. It includes newborn stars, which are often embedded in dusty cocoons, and globular clusters -- dense groups of millions of the oldest stars in the Milky Way. Observing infrared light means VISTA can also spot very cold objects, which glow at these wavelengths, like brown dwarfs ('failed' stars that do not have sustained nuclear fusion) or free-floating planets that don't orbit a star.

The observations began in 2010 and ended in the first half of 2023, spanning a total of 420 nights. By observing each patch of the sky many times, the team was able to not only determine the locations of these objects, but also track how they move and whether their brightness changes. They charted stars whose luminosity changes periodically that can be used as cosmic rulers for measuring distances [2]. This has given us an accurate 3D view of the inner regions of the Milky Way, which were previously hidden by dust. The researchers also tracked hypervelocity stars -- fast-moving stars catapulted from the central region of the Milky Way after a close encounter with the supermassive black hole lurking there.

The new map contains data gathered as part of the VISTA Variables in the Via Lactea (VVV) survey [3] and its companion project, the VVV eXtended (VVVX) survey. "The project was a monumental effort, made possible because we were surrounded by a great team," says Roberto Saito, an astrophysicist at the Universidade Federal de Santa Catarina in Brazil and lead author of the paper published today in Astronomy & Astrophysics on the completion of the project.

The VVV and VVVX surveys have already led to more than 300 scientific articles. With the surveys now complete, the scientific exploration of the gathered data will continue for decades to come. Meanwhile, ESO's Paranal Observatory is being prepared for the future: VISTA will be updated with its new instrument 4MOST and ESO's Very Large Telescope (VLT) will receive its MOONS instrument. Together, they will provide spectra of millions of the objects surveyed here, with countless discoveries to be expected.




Notes

[1] The dataset is too large to release as a single image, but the processed data and objects catalogue can be accessed in the ESO Science Portal.

[2] One way to measure the distance to a star is by comparing how bright it appears as seen from Earth to how intrinsically bright it is; but the latter is often unknown. Certain types of stars change their brightness periodically, and there is a very strong connection between how quickly they do this and how intrinsically luminous they are. Measuring these fluctuations allows astronomers to work out how luminous these stars are, and therefore how far away they lie.

[3] Via Lactea is the Latin name for the Milky Way.
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Scientists uncover a critical component that helps killifish regenerate their fins | ScienceDaily
Spontaneous injuries like the loss of a limb or damage to the spinal cord are impossible for humans to repair. Yet, some animals have an extraordinary capacity to regenerate after injury, a response that requires a precise sequence of cellular events. Now, new research from the Stowers Institute for Medical Research has unveiled a critical timing factor -- specifically how long cells actively respond to injury -- involved in regulating regeneration.


						
A recent study published in iScience on September 20, 2024, sought to understand exactly how an organism knows how much tissue has been lost post-injury. Led by former Predoctoral Researcher Augusto Ortega Granillo, Ph.D., in the lab of Stowers President and Chief Scientific Officer Alejandro Sanchez Alvarado, Ph.D., the team investigated how African killifish properly regrow their tail fin following damage. By analyzing tissue dynamics during regrowth, they found that in addition to known factors, including how many cells are participating and where they are located, the length of time cells spend engaged in the repair process is also key.

"One of the greatest unsolved mysteries of regeneration is how an organism knows what has been lost after injury," said Sanchez Alvarado. "Essentially, the study points to a new variable in the equation of regeneration. If we can modulate the rate and the length of time that a tissue can launch a regenerative response, this could help us devise therapies that may activate and perhaps prolong the regenerative response of tissues that normally would not do so."

Shortly after a killifish tail injury, the remaining tissue needs to know how much damage has occurred. Then, this tissue must enlist the right number of repair cells to the site of injury for the right amount of time. Damage sensing, repair cell recruitment, and timing somehow must work together to regrow the tail.

"If an animal that can regenerate extremities, like a tail, loses just a tiny portion, how does it know not to regenerate a whole new tail but just the missing piece?" said Sanchez Alvarado. To address this question, the team probed different locations of injury in the killifish tail fin.

They found that skin cells both near an injury and in distant, uninjured regions launch a genetic program that primes the whole animal to prepare for a repair response. Then, skin cells at the site of injury sustain this response and temporarily change their state to modify the surrounding material called the extracellular matrix. Ortega Granillo likens this matrix to a sponge that absorbs secreted signals from the injured tissue that then guides repair cells to get to work. If the signals are not received or not interpreted correctly, the regeneration process may not restore the tail's original shape and size.

"We very clearly defined when and where -- at 24 hours post-injury and in the extracellular matrix -- the transient cell state is acting in the fin tissue," said Ortega Granillo. "Knowing when and where to look allowed us to make genetic disruptions and gain a better understanding of the function of these cell states during regeneration."

To investigate whether these distinct cellular states communicate information to the extracellular matrix -- the supportive structure surrounding cells -- during the repair process, the researchers employed the CRISPR-Cas9 gene editing technique. They specifically targeted a gene known to modify the extracellular matrix, as they had observed its activation at the onset of the regeneration response. By disrupting the function of this gene, the team aimed to determine its role in relaying information from cells to the matrix during regeneration.




"These modified animals no longer know how much tissue was lost," said Ortega Granillo. "They still regenerated, but the speed of tissue growth was deficient. This is telling us that by changing the extracellular space, skin cells inform the tissue how much was lost and how fast it should grow."

Indeed, the speed and amount of tissue regenerated in these genetically modified killifish increased regardless of whether the tail injury was mild or severe. This finding opens the possibility that cell states that modify the matrix increase regenerative regrowth. If the cell states could be adjusted, it may be a way to stimulate a more robust regeneration response.

From an evolutionary perspective, understanding why certain organisms excel at regeneration while others, such as humans, have limited regenerative abilities is a driving force in the field of regenerative biology. By identifying general principles in organisms with high regenerative capacity, researchers aim to potentially apply these insights to enhance regeneration in humans. This comparative approach not only sheds light on the evolutionary aspects of regeneration but also holds promise for developing novel therapeutic strategies in regenerative medicine.

"Our goal is to understand how to shape and grow tissues," said Ortega Granillo. "For people who sustain injuries or organ failure, regenerative therapies could restore function that was compromised during illness or following injury."

Additional authors include Daniel Zamora, Robert Schnittker, Allison Scott, Alessia Spluga, Jonathon Russell, Carolyn Brewster, Eric Ross, Daniel Acheampong, Ning Zhang, Ph.D., Kevin Ferro, Ph.D., Jason Morrison, Boris Rubinstein, Ph.D., Anoja Perera, and Wei Wang, Ph.D.

This work was funded by institutional support from the Stowers Institute for Medical Research and the Howard Hughes Medical Institute. 
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NASA's Hubble finds that a black hole beam promotes stellar eruptions | ScienceDaily
In a surprise finding, astronomers using NASA's Hubble Space Telescope have discovered that the blowtorch-like jet from a supermassive black hole at the core of a huge galaxy seems to cause stars to erupt along its trajectory. The stars, called novae, are not caught inside the jet, but apparently in a dangerous neighborhood nearby.


						
The finding is confounding researchers searching for an explanation. "We don't know what's going on, but it's just a very exciting finding," said lead author Alec Lessing of Stanford University. "This means there's something missing from our understanding of how black hole jets interact with their surroundings."

A nova erupts in a double-star system where an aging, swelled-up, normal star spills hydrogen onto a burned-out white dwarf companion star. When the dwarf has tanked up a mile-deep surface layer of hydrogen that layer explodes like a giant nuclear bomb. The white dwarf isn't destroyed by the nova eruption, which ejects its surface layer and then goes back to siphoning fuel from its companion, and the nova-outburst cycle starts over again.

Hubble found twice as many novae going off near the jet as elsewhere in the giant galaxy during the surveyed time period. The jet is launched by a 6.5-billion-solar-mass central black hole surrounded by a disk of swirling matter. The black hole, engorged with infalling matter, launches a 3,000-light-year-long jet of plasma blazing through space at nearly the speed of light. Anything caught in the energetic beam would be sizzled. But being near its blistering outflow is apparently also risky, according to the new Hubble findings.

The finding of twice as many novae near the jet implies that there are twice as many nova-forming double-star systems near the jet or that these systems erupt twice as often as similar systems elsewhere in the galaxy.

"There's something that the jet is doing to the star systems that wander into the surrounding neighborhood. Maybe the jet somehow snowplows hydrogen fuel onto the white dwarfs, causing them to erupt more frequently," said Lessing. "But it's not clear that it's a physical pushing. It could be the effect of the pressure of the light emanating from the jet. When you deliver hydrogen faster, you get eruptions faster. Something might be doubling the mass transfer rate onto the white dwarfs near the jet." Another idea the researchers considered is that the jet is heating the dwarf's companion star, causing it to overflow further and dump more hydrogen onto the dwarf. However, the researchers calculated that this heating is not nearly large enough to have this effect.

"We're not the first people who've said that it looks like there's more activity going on around the M87 jet," said co-investigator Michael Shara of the American Museum of Natural History in New York City. "But Hubble has shown this enhanced activity with far more examples and statistical significance than we ever had before."

Shortly after Hubble's launch in 1990, astronomers used its first-generation Faint Object Camera (FOC) to peer into the center of M87 where the monster black hole lurks. They noted that unusual things were happening around the black hole. Almost every time Hubble looked, astronomers saw bluish "transient events" that could be evidence for novae popping off like camera flashes from nearby paparazzi. But the FOC's view was so narrow that Hubble astronomers couldn't look away from the jet to compare with the near-jet region. For over two decades, the results remained mysteriously tantalizing.




Compelling evidence for the jet's influence on the stars of the host galaxy was collected over a nine-month interval of Hubble observing with newer, wider-view cameras to count the erupting novae. This was a challenge for the telescope's observing schedule because it required revisiting M87 precisely every five days for another snapshot. Adding up all of the M87 images led to the deepest images of M87 that have ever been taken.

Hubble found 94 novae in the one-third of M87 that its camera can encompass. "The jet was not the only thing that we were looking at -- we were looking at the entire inner galaxy. Once you plotted all known novae on top of M87 you didn't need statistics to convince yourself that there is an excess of novae along the jet. This is not rocket science. We made the discovery simply by looking at the images. And while we were really surprised, our statistical analyses of the data confirmed what we clearly saw," said Shara.

This accomplishment is entirely due to Hubble's unique capabilities. Ground-based telescope images do not have the clarity to see novae deep inside M87. They cannot resolve stars or stellar eruptions close to the galaxy's core because the black hole's surroundings are far too bright. Only Hubble can detect novae against the bright M87 background.

Novae are remarkably common in the universe. One nova erupts somewhere in M87 every day. But since there are at least 100 billion galaxies throughout the visible universe, around 1 million novae erupt every second somewhere out there.
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        Wider use of convalescent plasma might have saved thousands more lives during pandemic
        A new study estimates that thousands of lives could have been saved during the first year of the COVID-19 pandemic if convalescent plasma had been used more broadly, particularly in outpatients at high risk for severe disease and in hospitalized patients during their first few days of admission.

      

      
        New risk scoring system to account for role of chronic illness in post-surgery mortality
        A research team has created the Comorbid Operative Risk Evaluation (CORE) score to better account for the role chronic illness plays in patient's risk of mortality after operation, allowing surgeons to adjust to patients' pre-existing conditions and more easily determine mortality risk.

      

      
        Unpacking polar sea ice
        University of Utah mathematics and climate researchers are building new models for understanding the dynamics of sea ice, which is not as solid as you might think.

      

      
        Plant compound used in traditional medicine may help fight tuberculosis
        A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study.

      

      
        Researchers use AI to help people see more clearly
        A serious, irreversible eye disease known as myopic maculopathy is on the rise.

      

      
        Medical and psychological harms of obesity depend on where you live, study indicates
        Researchers collected archival data on more than 3.4 million people living in the United States and United Kingdom. They found evidence that obesity tends to spur lighter medical and psychological harms when those who struggle with the disorder feel less conspicuous.

      

      
        How estrogen's millisecond-fast action happens
        Researchers discovered a mechanism by which estrogen can trigger fast neuronal responses.

      

      
        Environmental quality of life benefits women worldwide
        Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a new study.

      

      
        Satisfying friendships could be key for young, single adults' happiness
        A new analysis assesses the heterogeneity of factors linked with happiness among single Americans who are just entering adulthood, highlighting a particularly strong link between happiness and satisfying friendships.

      

      
        Storms, floods, landslides associated with intimate partner violence against women two years later
        Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a new study.

      

      
        New study explores how universities can improve student well-being
        Despite growing evidence of the importance of student well-being and an abundance of best practices, most institutions have yet to prioritize it as much as they do enrollment, graduation and grades. A new study provides guidance on how institutions can support and enhance student well-being, and breaks down the various benefits for learners during and beyond their university career. It identifies general student experiences that have resulted in improved well-being later in life, and shares guidi...

      

      
        Neuroscience breakthrough: Entire brain of adult fruit fly mapped
        Scientists have made an enormous step toward understanding the human brain by building a neuron-by-neuron and synapse-by-synapse roadmap -- scientifically speaking, a 'connectome' -- through the brain of an adult fruit fly (Drosophila melanogaster). Previous researchers have mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and 5...

      

      
        Scientists create flies that stop when exposed to red light
        Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.

      

      
        Hurricanes linked to higher death rates for 15 years after storms pass
        U.S. tropical cyclones, including hurricanes, indirectly cause thousands of deaths for nearly 15 years after a storm. Researchers estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period.

      

      
        Scientists decode key mutation in many cancers
        Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer. A new study reveals a previously unknown part of this dance -- one with significant implications for human health.

      

      
        For long COVID, lithium aspartate at low doses is ineffective, but higher doses may be promising, study finds
        A small clinical trial has found that at low doses, lithium aspartate is ineffective in treating the fatigue and brain fog that is often a persistent feature of long COVID.

      

      
        Insights into KRAS mutations in pancreatic cancers
        A common mutation in the KRAS gene is associated with improved overall survival in pancreatic ductal adenocarcinoma (PDAC) compared with other variants, in part because the mutation appears to lead to less invasiveness and weaker biological activity, according to a multicenter study.

      

      
        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        Dementia diagnostic markers change with time of day
        The time of day when blood is taken can affect the results of tests for diagnosing dementia, according to new research.

      

      
        Nanopillars create tiny openings in the nucleus without damaging cells
        Researchers have created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane. This new 'gateway into the nucleus' could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

      

      
        Reducing daily sitting may prevent back pain
        A new study showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.

      

      
        New study finds a promising combined therapy for multiple sclerosis
        Researchers have found a potential new way to improve the treatment of multiple sclerosis (MS) using a novel combined therapy. The results build on two harmonized Phase I clinical trials, focusing on the use of Vitamin D3 tolerogenic dendritic cells (VitD3-tolDCs) to regulate the immune response in MS patients. The team is now preparing to move into Phase II trials to further explore these findings.

      

      
        A new injectable to prevent and treat hypoglycemia
        People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.

      

      
        Turning plants into workout supplement bio-factories
        It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.

      

      
        Airborne plastic chemical levels shock researchers
        A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.

      

      
        Research in 4 continents links outdoor air pollution to differences in children's brains
        A research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

      

      
        Researchers integrate fast OCT system into neurosurgical microscope
        Clinical study of microscope-integrated system lays groundwork for using OCT to define tumor margins and reveal subsurface brain anatomy.

      

      
        Researchers discovered mechanism driving immune perturbations after severe infections
        Researchers have discovered a mechanism that drives the long-term decline in immune response that is observed after tuberculosis (TB) has been successfully treated. Their findings suggest a potential new way to restore immune responsiveness and reduce mortality risk after severe infections.

      

      
        Research provides new insights into role of mechanical forces in gene expression
        The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes. Transcription of a gene begins when RNAP binds to a 'promoter' DNA sequence and ends at a 'terminator' sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA. A team of r...

      

      
        Seeing double: Designing drugs that target 'twin' cancer proteins
        Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites. To design a drug that blocks a cancer-related protein, scientists took a hint from the protein's paralog, or 'twin.' Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize dr...

      

      
        New mouse models offer valuable window into COVID-19 infection
        Scientists have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.

      

      
        Antibodies in breast milk provide protection against common GI virus
        A study found that breast milk provides protection against rotavirus, a common gastrointestinal disease that causes diarrhea, vomiting and fever in infants. Babies whose mothers had high levels of specific antibodies in their breast milk were able to fend off the infection for a longer period than infants whose mothers had lower levels.

      

      
        New images of RSV may expose stubborn virus's weak points
        The complex shape of respiratory syncytial virus is one hurdle limiting the development of treatments for an infection that leads to hospitalization or worse for hundreds of thousands of people in the United States each year, according to the Centers for Disease Control and Prevention. New images of the virus may hold the key to preventing or slowing RSV infections. RSV is of greatest concern in young children, the elderly and adults.

      

      
        'Who's a good boy?' Humans use dog-specific voices for better canine comprehension
        Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a new study.

      

      
        A tool to enhance the taste and texture of sourdough and study the complexity of microbiomes
        Researchers explore how acetic acid bacteria shapes emergent properties of sourdough, with implications across complex microbial systems.

      

      
        Structure of a eukaryotic CRISPR-Cas homolog, Fanzor2, shows its promise for gene editing
        Scientists have revealed how Fanzor2's divergence from bacterial ancestors may make it a useful tool for future genomic engineering endeavors.

      

      
        It all adds up: Study finds forever chemicals are more toxic as mixtures
        A new study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as 'forever chemicals,' when mixed together in the environment and in the human body.

      

      
        Promising TB therapy appears safe for patients with HIV
        A therapy showing promise to help control tuberculosis does not interfere with combined antiretroviral therapy (cART), according to new research.

      

      
        ChatGPT shows human-level assessment of brain tumor MRI reports
        Osaka Metropolitan University researchers compared the diagnostic performance of ChatGPT and radiologists in assessing 150 brain tumor MRI reports. Their findings might surprise you.

      

      
        Lab-grown spines unlock safer treatment for women with epilepsy, study suggests
        Researchers have made a significant step towards enabling women with epilepsy safer access to a common and highly effective anti-seizure medication. Sodium Valproate or valproic acid is widely prescribed for epilepsy and certain mental health conditions, but is considered harmful to use during pregnancy because of links to spinal cord defects and other complications for newborns. A team of organoid experts have identified a drug that may nullify the dangerous side effects.

      

      
        Research heralds new era for genetics
        Research is heralding in a new era for genetic sequencing and testing.

      

      
        Deep brain stimulation instantly improves arm and hand function post-brain injury
        Deep brain stimulation may provide immediate improvement in arm and hand strength and function weakened by traumatic brain injury or stroke.

      

      
        Siloxane nanoparticles unlock precise organ targeting for mRNA therapy
        Engineers have discovered a simple and inexpensive means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy. The key is making small changes to the chemical structure of LNPs, including the incorporation of siloxane, a chemical group that includes silicon, whose wider atomic radius increases membrane flexibility and improves mRNA uptake by target cells.

      

      
        NMR-guided optimization of lipid nanoparticles for enhanced siRNA delivery
        siRNA therapies show promise for treating diseases like cancer and genetic disorders, but their effectiveness depends on proper delivery. A recent study found that the method of mixing siRNA with lipid nanoparticles (LNPs) is key to success.

      

      
        Scientists take a major step in understanding how to stop the transmission of malaria
        Scientists have uncovered how the parasite that causes malaria orchestrates their cell division -- which is key in enabling the parasite to transmit this deadly disease. They show how they have uncovered key regulators of how malaria parasites manage their cell division.

      

      
        Stronger together: miniature robots in convoy for endoscopic surgery
        Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists are now combining several millimeter-sized TrainBots into one unit and equipping them with improved 'feet'. For the first time, the team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.

      

      
        Culprit that turns classical Klebsiella pneumoniae into a devastating, drug-resistant killer
        New research has identified the genetic elements responsible for turning classical Klebsiella pneumoniae, which generally infects only sick and/or immunocompromised people in the health care setting, into hypervirulent Klebsiella pneumoniae, which can also infect otherwise healthy people in the community.

      

      
        Pervasiveness of inflammation-inducing foods in American diet
        Almost six in 10 Americans have pro-inflammatory diets, increasing the risk of health problems including heart disease and cancer, according to a new study that used a tool designed to examine inflammation in the diet. The study also found that certain populations -- including Black Americans, men and people with lower incomes -- were more likely to eat a diet high in pro-inflammatory foods.

      

      
        Feet first: AI reveals how infants connect with their world
        Researchers explored how infants act purposefully by attaching a colorful mobile to their foot and tracking movements with a Vicon 3D motion capture system. The study tested AI's ability to detect changes in infant movement patterns. Findings showed that AI techniques, especially the deep learning model 2D-CapsNet, effectively classified different stages of behavior. Notably, foot movements varied significantly. Looking at how AI classification accuracy changes for each baby gives researchers a n...

      

      
        Modeling the minutia of motor manipulation with AI
        Scientists have developed an AI-driven approach that significantly advances our understanding of the hand's complex motor functions. The team used a creative machine learning strategy that combined curriculum-based reinforcement learning with detailed biomechanical simulations. The research presents a detailed, dynamic, and anatomically accurate model of hand movement that takes direct inspiration from the way humans learn intricate motor skills.
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Wider use of convalescent plasma might have saved thousands more lives during pandemic | ScienceDaily
A new study led by researchers at Johns Hopkins Bloomberg School of Public Health estimates that thousands of lives could have been saved during the first year of the COVID-19 pandemic if convalescent plasma had been used more broadly, particularly in outpatients at high risk for severe disease and in hospitalized patients during their first few days of admission.


						
Convalescent plasma from patients who had recovered from COVID was used starting in the early months of the pandemic at the urging of a group of physicians who cited the blood byproduct's success as a therapy in earlier infectious disease emergencies, including the global influenza pandemic of 1918-1920, and the SARS epidemic of 2002-2004. Plasma from patients recently recovered from a pathogenic infection, such as COVID, typically contains antibodies that may block or reduce the severity of the infection in others.

Over 500,000 patients were treated with convalescent plasma in the U.S. in the first year of the pandemic.

In their new paper, published online October 1 in the Proceedings of the National Academy of Science, the authors estimate that treating hospitalized COVID patients with convalescent plasma saved between 16,476 and 66,296 lives in the United States between July 2020 and March 2021. For these estimates of actual lives saved, the researchers drew from convalescent plasma weekly use data, weekly national mortality data, and convalescent mortality reduction data from meta-analyses of randomized controlled trials.

The researchers also estimated the number of potential lives that would have been saved had convalescent plasma been more widely used among patients being treated for COVID in hospitals. The researchers used the most optimistic assumptions possible: Had 100% of patients hospitalized with COVID been administered high-titer convalescent plasma within three days of admission between July 2020 and March 2021, the authors concluded that -- depending on which mortality estimates they used for their analysis -- between 37,467 to 149,318 (an approximately 125% increase) or between 53,943 to 215,614 (an approximately 225% increase) lives would have been saved in the first year of the pandemic.

A total of 647,795 units of plasma was given to inpatients with COVID between July 2020 and March 2021. The team used this as a measure of the number of patients treated.

"This is a therapy that can reduce mortality, be immediately available, and is relatively inexpensive -- we should be prepared to use it much more in a future infectious disease emergency or pandemic," says study senior author Arturo Casadevall, MD, PhD, Bloomberg Distinguished Professor of Molecular Microbiology and Immunology and Infectious Diseases at the Bloomberg School.




Casadevall was one of the earliest proponents of convalescent plasma at the start of the pandemic. The study's first author is Quigly Dragotakes, PhD, a postdoctoral fellow in the Casadevall laboratory.

The authors also estimated the number of hospitalizations that might have been avoided between July 2020 and March 2021 using a range of assumptions:
    	If 15% of outpatients had received convalescent plasma, the authors estimate that between 85,268 and 227,377 hospitalizations would have been avoided.
    	If 75% of outpatients received convalescent plasma, between 426,331 and 1,136,880 hospitalizations would have been avoided.

During the first year of the pandemic, convalescent plasma was approved only for use in patients hospitalized with COVID.

Initial studies of the effectiveness of convalescent plasma in the U.S. and other countries had mixed results. Casadevall and colleagues note this was due in part to the challenges of ensuring that convalescent plasma contained sufficiently high anti-SARS-CoV-2 antibody concentrations. Another issue with many early studies, the researchers say, was that convalescent plasma was given to patients hospitalized with COVID already too sick to benefit much from the therapy.

Later studies showed convalescent plasma could be effective, including a clinical trial led by Johns Hopkins researchers that found that early use of convalescent plasma among outpatients reduced the relative risk of hospitalization by 54%. (Those findings were announced in December 2021.)

The researchers note that use of convalescent plasma during the pandemic was safe and its cost -- averaging about $750 per unit in the U.S. -- is lower than newer, patented COVID treatments.

The authors recommend that public health preparedness planning for future infectious disease outbreaks, epidemics, and pandemics include readiness to collect and deliver convalescent plasma at scale.

The authors note that the study has several limitations. While estimates of convalescent plasma units used in their analysis captured most convalescent plasma used during the study period, the exact number of units used is not known. This is likely due in part to the national Blood Centers of America not capturing convalescent plasma treatments administered locally in the early stages of the pandemic. In addition, the mortality reduction estimates the authors used to calculate lives saved varied widely. It's not known if they mirrored use and efficacy of convalescent plasma use in clinical settings throughout the U.S.

"We should be ready to set up outpatient centers to treat people early on with convalescent plasma during a future outbreak," Casadevall says. "It would require designating spaces in hospitals for that purpose, but we wouldn't need any new technology -- this is well-established medical knowledge and practice."
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New risk scoring system to account for role of chronic illness in post-surgery mortality | ScienceDaily
A UCLA research team has created the Comorbid Operative Risk Evaluation (CORE) score to better account for the role chronic illness plays in patient's risk of mortality after operation, allowing surgeons to adjust to patients' pre-existing conditions and more easily determine mortality risk.


						
For almost 40 years, researchers have used two tools, the Charlson Comorbidity Index (CCI) and Elixhauser Comorbidity Index (ECI), to measure the impact of existing health conditions on patient outcomes. These tools use ICD codes that are input by medical professionals and billers to account for patient illness. These tools, however, were not designed for patients undergoing surgery and often address chronic illnesses that are not relevant to surgical populations. They often capture data from medical billing records and lack nuanced information regarding pre-existing health conditions.

A total of 699,155 patients were used to develop the model, of which 139,831 (20%) comprised the testing cohort. The researchers queried adults undergoing 62 operations across 14 specialties from the 2019 National Inpatient Sample (NIS) using International Classification of Diseases, 10th Revision (ICD-10) codes. They sorted ICD-10 codes for chronic diseases into Clinical Classifications Software Refined (CCSR) groups. They used logistic regression on CCSR with non-zero feature importance across four machine learning algorithms predicting in-hospital mortality, and used the resultant

coefficients to calculate the Comorbid Operative Risk Evaluation (CORE) score based on previously validated methodology. The final score ranges from zero, representing lowest risk, to 100, which represents highest risk.

Health services and outcomes research using retrospective databases continues to represent a growing proportion of surgical research. Researchers highlighting quality issues and disparities are well-intentioned. However, without appropriate tools, it can be unclear if poor outcomes are independent of pre-existing conditions.

"The advent of novel statistical software and methodology have enabled researchers to exploit large databases to answer questions of healthcare quality, disparities, and outcomes," said Dr. Nikhil Chervu, a resident physician in the UCLA Department of Surgery and the study's lead author. "These databases, however, often capture data from medical billing records and lack nuanced information regarding pre-existing health conditions. Without addressing differences in patients' chronic illnesses, population comparisons may fall flat. Incorporation of this score in additional research will further validate its use and help improve analysis of surgical outcomes using large databases."
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Unpacking polar sea ice | ScienceDaily
Polar sea ice is ever-changing. It shrinks, expands, moves, breaks apart, reforms in response to changing seasons, and rapid climate change. It is far from a homogenous layer of frozen water on the ocean's surface, but rather a dynamic mix of water and ice, as well as minute pockets of air and brine encased in the ice.


						
New research led by University of Utah mathematicians and climate scientists is generating fresh models for understanding two critical processes in the sea ice system that have profound influences on global climate: the flux of heat through sea ice, thermally linking the ocean and atmosphere, and the dynamics of the marginal ice zone, or MIZ, a serpentine region of the Arctic sea ice cover that separates dense pack ice from open ocean.

In the last four decades since satellite imagery became widely available, the width of the MIZ has grown by 40% and its northern edge has migrated 1,600 kilometers northward, according to Court Strong, a professor of atmospheric sciences.

"It has also shifted toward the pole while the size of the sea ice pack has declined," said Strong, a co-author on one of two studies published by U scientists in recent weeks. "Most of these changes have happened in the fall, around the time when sea ice reaches its seasonal minimum."

A tale of two studies, one north and one south

This study, which adapts a phase transition model normally used for alloys and binary solutions on laboratory scales to MIZ dynamics on the scale of the Arctic Ocean, appears in Scientific Reports. A second study, published in the Proceedings of the Royal Society A and based on field research in the Antarctic, developed a model for understanding the thermal conductivity of sea ice. The issue cover featured a photo exposing regularly spaced brine channels in the bottom few centimeters of Antarctic sea ice.

Ice covering both polar regions has sharply receded in recent decades thanks to human-driven global warming. Its disappearance is also driving a feed-back loop where more of the sun energy's is absorbed by the open ocean, rather than getting reflected back to space by ice cover.




Utah mathematics professors Elena Cherkaev and Ken Golden, a leading sea ice researcher, are authors on both studies. The Arctic study led by Strong examines the macrostructures of sea ice, while the Antarctic study, led by former Utah postdoctoral researcher Noa Kraitzman, gets into its micro-scale aspects.

Sea ice is not solid, but rather is more like a sponge with tiny holes filled with salty water, or brine inclusions. When the ocean water below interacts with this ice, it can set up a flow that allows heat to move more quickly through the ice, just as when you stir a cup of coffee, according to Golden. Researchers in the Antarctic study used advanced mathematical tools to figure out how much this flow boosts heat movement.

The thermal conductivity study also found that new ice, as opposed to the ice that remains frozen year after year, allows more water flow, thereby enabling greater heat transfer. Current climate models could be underestimating the amount of heat moving through the sea ice because they don't fully account for this water flow. By improving these models, scientists can better predict how fast sea ice melts and how this affects the global climate.

While the aspects of ice investigated in the two studies are quite different, the mathematical principles for modeling them are the same, according to Golden.

"The ice not a continuum. It's a bunch of floes. It's a composite material, just like the sea ice with the tiny brine inclusions, but this is water with ice inclusions," said Golden, describing the Arctic's marginal ice zone. "It's basically the same physics and math in a different context and setting, to figure out what are the effective thermal properties on the big scale given the geometry and information about the floes, which is analogous to giving detailed information about the brine inclusions at the sub-millimeter scale."

Golden is fond of saying what happens in the Arctic does not stay in the Arctic. Changes in the MIZ are certainly playing out elsewhere in the world in the form of disrupted climate patterns, so it is critical to understand what it's doing. The zone is defined as that part of the ocean surface where 15% to 80% is covered by sea ice. Where the ice cover is greater than 80% it is considered pack ice and less than 15% it's considered to be the outer fringes of open ocean.




A troubling picture from space

"The MIZ is the region around the edge of the sea ice, where the ice gets broken into smaller chunks by waves and melting," Strong said. "Changes in the MIZ are important because they affect how heat flows between the ocean and atmosphere, and the behavior of life in the Arctic, from microorganisms to polar bears, and navigating humans."

With the advent of quality satellite data beginning in the late 1970s, scientific interest in the MIZ has grown, since now its changes are easily documented. Strong was among those who figured out how to use imagery shot from space to measure the MIZ and document alarming changes.

"Over the past several decades, we've seen the MIZ widen by a dramatic 40%," Strong said.

For years, scientists have scrutinized sea ice as a so-called "mushy layer." As a metal alloy melts or solidifies from liquid, either way it passes through a porous or mushy state where the liquid and solid phases coexist. Freezing salt water is similar, resulting in a pure ice host with liquid brine pockets, which is particularly porous or mushy in the bottom few centimeters nearest the warmer ocean, with vertical channels called "chimneys" in mushy layer language.

Strong's team tested whether previously modeled mushy layer physics could be applied to the vast reaches of the MIZ. According to the study, the answer is yes, potentially opening a fresh look at a part of the Arctic that is in constant flux.

In short, the study proposed a new way of thinking about the MIZ, as a large-scale phase transition region, similar to how ice melts into water. Traditionally, melting has been viewed as something that happens on a small scale, like at the edges of ice floes. But when the Arctic is viewed in its entirety, the MIZ can be seen as a broad transition zone between solid, dense pack ice and open water. This idea helps explain why the MIZ is not just a sharp boundary, but rather a "mushy" region where both ice and water coexist.

"In climate science, we often use very complex models. This can lead to skillful prediction, but can also make it difficult to understand what's happening physically in the system," Strong said. "The goal here was to make the simplest possible model that can capture the changes we're seeing in the MIZ, and then to study that model to gain insight into how the system works and why it's changing."

The focus in this study was to understand the MIZ's seasonal cycle. The next step will be applying this model to better understand what drives MIZ trends observed over the past few decades.
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Plant compound used in traditional medicine may help fight tuberculosis | ScienceDaily
A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study that is available online and will be published in the October edition of the Journal of Ethnopharmacology.


						
The team, co-led by Penn State researchers, found that the chemical compound, an O-methylflavone, can kill the mycobacteria that causes tuberculosis in both its active state and its slower, hypoxic state, which the mycobacteria enters when it is stressed.

Bacteria in this state are much harder to destroy and make infections more difficult to clear, according to co-corresponding author Joshua Kellogg, assistant professor of veterinary and biomedical sciences in the College of Agricultural Sciences.

While the findings are preliminary, Kellogg said the work is a promising first step in finding new therapies against tuberculosis.

"Now that we've isolated this compound, we can move forward with examining and experimenting with its structure to see if we can improve its activity and make it even more effective against tuberculosis," he said. "We're also still studying the plant itself to see if we can identify additional molecules that might be able to kill this mycobacterium."

Tuberculosis -- caused by the bacteria Mycobacterium tuberculosis, or Mtb -- is one of the world's leading killers among infectious diseases, according to the Centers for Disease Control and Prevention. There are about 10 million cases a year globally, with approximately 1.5 million of those being fatal.

While effective therapies exist for TB, the researchers said there are several factors that make the disease difficult to treat. A standard course of antibiotics lasts six months, and if a patient contracts a drug-resistant strain of the bacteria, it stretches to two years, making treatment costly and time consuming.




Additionally, the bacteria can take two forms in the body, including one that is significantly harder to kill.

"There's a 'normal' microbial bacterial form, in which it's replicating and growing, but when it gets stressed -- when drugs or the immune system is attacking it -- it goes into a pseudo-hibernation state, where it shuts down a lot of its cellular processes until it perceives that the threat has passed," Kellogg said. "This makes it really hard to kill those hibernating cells, so we were really keen to look at potential new chemicals or molecules that are capable of attacking this hibernation state."

Multiple species of the Artemisia plant have been used in traditional medicine for centuries, the researchers said, including African wormwood, which has been used to treat cough and fever. Recent studies in Africa have suggested that the plant also has clinical benefits in treating TB.

"When we look at the raw plant extract that has hundreds of molecules in it, it's pretty good at killing TB," Kellogg said. "Our question was: There seems to be something in the plant that's really effective -- what is it?"

For their study, the researchers took raw extract of the African wormwood plant and separated it into "fractions" -- versions of the extract that have been separated into simpler chemical profiles. They then tested each of the fractions against Mtb, noting whether they were effective or ineffective against the bacteria. At the same time, they created a chemical profile of all of the tested fractions.

"We also used machine learning to model how the changes in chemistry correlated with the changes in activity that we saw," Kellogg said. "This allowed us to narrow our focus to two fractions that were really active."

From these, the researchers identified and tested a compound that effectively killed the bacteria in the pathogen's active and inactive states, which the researchers said is significant and rare to see in TB treatments. Further testing in a human cell model showed that it had minimal toxicity.




Kellogg said the findings have the potential to open new avenues for developing new, improved therapeutics.

"While the potency of this compound is too low to use directly as an anti-Mtb treatment, it may still be able to serve as the foundation for designing more potent drugs," he said. "Furthermore, there appear to be other, similar chemicals in African wormwood that may also have the same type of properties."

The researchers said that in the future, more studies are needed to continue exploring the potential for using African wormwood for treating TB.

Co-authors from Penn State are R. Teal Jordan, research technologist and lab manager in veterinary and biomedical sciences, and Xiaoling Chen, graduate student in pathobiology. Also co-authors on the paper were Scarlet Shell, Maria Natalia Alonso, Junpei Xiao, Juan Hilario Cafiero, Trevor Bush, Melissa Towler and Pamela Weathers, all at Worcester Polytechnic Institute.

The National Institutes of Health's National Institute for Allergies and Infectious Disease and the U.S. Department of Agriculture's National Institute of Food and Agriculture helped support this work.
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Researchers use AI to help people see more clearly | ScienceDaily
Myopia, also known as nearsightedness, is on the rise, especially among children.


						
Experts predict that by the year 2050, myopia will affect approximately 50% of the world's population. Researchers believe that an increase in what's called "near work" -- when we interact with close objects like phones and screens -- is partially to blame.

For many people, the struggle to see faraway objects is a problem easily managed with glasses or contacts, but for others this develops into a far more serious condition called myopic maculopathy.

A team of researchers in the School of Computing and Augmented Intelligence at Arizona State University, is developing new diagnostic tools that use the power of artificial intelligence, or AI, to more effectively screen for this disease. They have recently published the results of their work in the peer-reviewed research journal JAMA Ophthalmology.

Myopic maculopathy occurs when the part of the eye that helps us see straight ahead in sharp detail is stretched and damaged. Over time, the eye's shape becomes elongated -- more like a football and less like a sphere. When this happens, vision is distorted.

This serious condition is the leading cause of severe vision loss or blindness. In 2015, myopic maculopathy resulted in visual impairment in 10 million people. Unless things change, more than 55 million people are predicted to have vision loss and approximately 18 million people worldwide will be blind due to the disease by 2050.

Because myopic maculopathy is irreversible, experts want to intervene early. Catching the condition as soon as possible can improve health outcomes, a particularly urgent goal when children are concerned. Ophthalmologists can prescribe special contact lenses or eye drops that slow the progression of the disease.




Yalin Wang, a Fulton Schools professor of computer science and engineering, says innovations in technology can provide important solutions.

"AI is ushering in a revolution that leverages global knowledge to improves diagnosis accuracy, especially in its earliest stage of the disease," he says. "These advancements will reduce medical costs and improve the quality of life for entire societies."

A challenge to see things in a new way

In response to this need, the Medical Image Computing and Computer Assisted Intervention, or MICCAI, Society issued a challenge in 2023. The professional organization that seeks to drive innovation in biomedical research asked experts to improve computer-aided screening systems for retinal images.

Currently, myopic maculopathy is diagnosed using optical coherence tomography scans that use reflected light to create pictures of the back of the eye. These scans are then often manually inspected by an ophthalmologist, a time-consuming process that can require specialized experience.

Wang and his team in the Geometry Systems Laboratory answered the call. The researchers were one of the winners of the MICCAI challenge.




For the first part of the work, Wang and his team -- which includes computer engineering doctoral student Wenhui Zhu as well as neurologist and Fulton Schools adjunct faculty member Dr. Oana Dumitrascu -- addressed the classification of myopic maculopathy. The disease has five classifications that describe its severity. Determining the correct level helps ophthalmologists to provide more tailored, effective solutions to the patient.

The Fulton Schools researchers created new AI algorithms called NN-MobileNet. These sets of instructions that computer programs follow to do their work are designed to help software more effectively scan retinal images and predict the correct classification of the myopic maculopathy.

Next, the team turned their attention to efforts in the scientific community to use a type of AI called deep neural networks to predict the spherical equivalent in retinal scans. The spherical equivalent is an estimate of the eye's refractive error that doctors need when prescribing glasses or contacts. In deep neural networks, researchers task computers with analyzing huge sets of data and apply AI-powered algorithms to draw helpful conclusions.

With a more accurate measure of the spherical equivalent, doctors can make more accurate treatment recommendations. So, Wang and the team again developed new algorithms that focused on data quality and relevance. Their new model of retinal image analysis achieved exceptional results while minimizing the amount of computing power needed. The results of this research were also published in JAMA Ophthalmology.

Finally, Wang collaborated with other winning teams from the MICCAI challenge on a third research paper, published in JAMA Ophthalmology in September, that presented their collected results. The researchers from universities around the world made their challenge findings available to stimulate additional advancements and discoveries in the early and effective diagnosis of myopic maculopathy and improving health care outcomes for people across the globe.

A better vision for global health

Wang explains that one motivating force behind his work is to solve health disparities.

"People living in rural areas find it difficult to access sophisticated imaging devices and see physicians," he says. "Once AI-powered technology becomes available, it will significantly improve the quality of life in worldwide populations, including those who live in developing countries."

Ross Maciejewski, director of the School of Computing and Augmented Intelligence, says Wang's project is an important example of the excellent work being done by faculty members in the medical space.

"With both myopia and myopic maculopathy increasing, solutions are needed to prevent vision loss and help health care professionals provide the best treatment options for their patients," Maciejewski says. "Yalin Wang's innovative research is a principled use of artificial intelligence to address this dire medical issue."
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Medical and psychological harms of obesity depend on where you live, study indicates | ScienceDaily
Individuals struggling with obesity face a number of social and health difficulties, but those problems are less severe if they live in areas where obesity is prevalent, a new study suggests.


						
The findings are published in Psychological Science, a journal of the Association for Psychological Science.

Researchers led by Jana Berkessel of the University of Mannheim in Germany collected archival data on more than 3.4 million people living in the United States and United Kingdom. They found evidence that obesity tends to spur lighter medical and psychological harms when those who struggle with the disorder feel less conspicuous.

"For me, this means that at least some of the adverse consequences of obesity appear socially constructed and, thus, can be reduced," Berkessel said.

The personal and societal toll of obesity is far-reaching. According to the World Health Organization, the global prevalence of obesity nearly tripled between 1975 and 2021. In the U.S. alone, health care costs related to obesity total roughly $147 billion, according to government figures. Research shows that compared with people without obesity, individuals living with obesity have higher unemployment rates, fewer friends, and poorer physical and mental health. They also face prejudice and discrimination.

But obesity rates vary between countries, states, provinces, and other regional divisions. In some parts of the U.S., roughly half of the population lives with obesity, while obesity rates in other regions are as low as 5%.

Berkessel and her colleagues theorized that the harsh effects of obesity vary based on the prevalence of obesity in a given region.




"It is quite easily imaginable that persons with obesity in regions with low obesity rates stick out much more, and therefore will have very different social experiences on an everyday basis," said Berkessel, who studies the effects of social context on our well-being.

The researchers examined three large datasets of people living in thousands of U.S. counties and hundreds of U.K. districts. Those data included information on participants' weight, height, and area of residence, as well as social, health, and economic outcomes. They used a Body Mass Index (BMI) of 30 or higher as a marker of obesity. (Medical professionals consider a healthy BMI to range from 18.5 to 24.9).

In one U.S. dataset, the researchers found obesity rates to be above average in the Midwest, the South, and along parts of the East Coast, and below average in New England, Florida, and the Western states. In a U.K. dataset, they found high obesity rates in Central and Northern parts of the country, particularly in Southern Wales. The lowest rates were found in the nation's southern region, including London.

Berkessel and her team found that, overall, participants with obesity reported more relationship, economic, and health disadvantages compared with participants without obesity. But they also found that those living in low-obesity regions were significantly more likely to be unemployed -- and to report suboptimal health compared to their counterparts in high-obesity areas.

The research team also examined U.S. data that included participants' self-reported attitudes toward people's weight. They found that weight bias seems to be lowest in areas with high rates of obesity, which might explain why people with obesity in those areas are less likely to be single and report poor health compared to those in areas with high weight bias.

Regardless of the regional differences around weight bias, public health experts should emphasize the importance of reducing obesity because of its health risks, the researchers concluded.

Berkessel's co-authors included Jochen E. Gebauer of University of Mannheim and the University of Copenhagen, Tobias Ebert of the University of St. Gallen, and Peter J. Rentfrow of the University of Cambridge.
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How estrogen's millisecond-fast action happens | ScienceDaily
Estrogen, the major female ovarian hormone, can trigger nerve impulses within milliseconds to regulate a variety of physiological processes. At Baylor College of Medicine, Louisiana State University and collaborating institutions, researchers discovered that estrogen's fast actions are mediated by the coupling of the estrogen receptor-alpha (ER-alpha) with an ion channel protein called Clic1.


						
Clic1 controls the fast flux of electrically charged chloride ions through the cell membrane, which neurons use for receiving, conducting and transmitting signals. The researchers propose that interacting with the ER-alpha-Clic1 complex enables estrogen to trigger fast neuronal responses through Clic1 ion currents. The study appeared in Science Advances.

"Estrogen can act in the brain to regulate a variety of physiological processes, including female fertility, sexual behaviors, mood, reward, stress response, cognition, cardiovascular activities and body weight balance. Many of these functions are mediated by estrogen binding to one of its receptors, ER-alpha," said co-corresponding author Dr. Yong Xu, professor of pediatrics -- nutrition and associate director for basic sciences at the USDA/ARS Children's Nutrition Research Center at Baylor.

Fast and slow

It is well known that, upon stimulation by estrogen, ER-alpha enters the cell nucleus where it mediates the transcription of genes. This classical mode of action as a nuclear receptor takes minutes to hours.

"Estrogen also can change the firing activity of neurons in a manner of milliseconds, but it was not clear how this happens," Xu said. "In this case, it did not make sense to us that the minutes-long nuclear receptor function of ER-alpha was involved in such a rapid action. We explored the possibility that ion channels, proteins in the cell membrane that regulate the fast flux of ions, mediated estrogen's quick actions."

In the current study, working with cell lines and animal models, the team searched for cell membrane proteins that interact with ER-alpha. They found that protein Clic1, for chloride intracellular channel protein-1, can physically interact with ER-alpha. Clic1has been implicated in the regulation of neuronal excitability, so the researchers considered it a candidate to mediate estrogen-triggered fast actions.




"We discovered that estrogen enhances Clic1-mediated ion currents, and eliminating estrogen reduced such currents," Xu said. "In addition, Clic1 currents are required for estrogen to induce rapid responses in neurons. Also, disrupting the Clic1 gene in animal models blunted estrogen regulation of female body weight balance."

The findings suggest that other nuclear receptors could also interact with ion channels, a possibility the researchers look forward to studying in the future.

"This study was conducted with female mice. However, Clic1 is also present in males. We are interested in investigating its role in male physiology," Xu said.

Chloride channels are not as well studied as other ion channels, such as potassium, sodium or calcium channels. "We are among the first to study the role Clic1 plays in female physiology," Xu said. "We hope that our findings will inspire other groups in the field to expand these promising investigations."
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Environmental quality of life benefits women worldwide | ScienceDaily
Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a study published October 2, 2024, in the open-access journal PLOS ONE by Suzanne Skevington from the University of Manchester, U.K., and colleagues.


						
Gender inequalities in health-related quality of life are generally few and small, even in large surveys. Yet many generic measures limit assessment to quality of life overall and its physical and psychological dimensions, while overlooking internationally important environmental, social, and spiritual quality of life. To overcome this limitation, Skevington and colleagues collected data using four surveys of 17,608 adults living in 43 cultures worldwide. The researchers analyzed data encompassing six quality of life domains: physical, psychological, independence, social, environmental, and spiritual.

The results showed that environmental quality of life explained a substantial 46% of women's overall quality of life and health, and home environment contributed the most to this result. In addition, women younger than 45 years reported the poorest quality of life on every domain. After the age of 45 years, all domains except physical quality of life increased to very good, and high levels were sustained beyond 75 years of age, especially environmental quality of life.

According to the authors, environmental actions that young adults take to draw public attention to climate change may be motivated by their poorer environmental quality of life. Very good environmental quality of life of older women may provide reason for them to work toward retaining this valued feature for future generations. This could be the topic of future research, as the data for this study was collected before it was widely appreciated that the effects of climate change and biodiversity loss would depend on changing human behavior.

In the meantime, the findings underscore the importance of assessing environmental, social, and spiritual quality of life to fully understand women's quality of life and health. Moreover, information from this study could be used for the timely implementation of interventions to enhance the quality of life of young and older women.

The authors add: "For women, the effect of the environment, in particular, on their quality of life is substantial. This includes things like their home conditions, financial resources, and environmental health including pollution levels."
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Satisfying friendships could be key for young, single adults' happiness | ScienceDaily
A new analysis assesses the heterogeneity of factors linked with happiness among single Americans who are just entering adulthood, highlighting a particularly strong link between happiness and satisfying friendships. Lisa Walsh of the University of California, Los Angeles, U.S., and colleagues present these findings in the open-access journal PLOS ONE on October 2, 2024.


						
Prior research suggests that Americans in their early 20s may be less happy, on average, than at other points in their lives. Meanwhile, a growing percentage of young adults are not in long-term romantic relationships, and researchers are increasingly studying single people as a distinct group, without conventional comparisons to coupled people.

However, few studies have focused on distinct categories of single people, such as younger adults. To better understand these individuals' experiences, Walsh and colleagues analyzed online survey data from 1,073 single American adults aged 18 to 24.

The survey included questions assessing participants' overall happiness as well five predictors of happiness: satisfaction with family, satisfaction with friends, self-esteem, neuroticism, and extraversion. To analyze participants' answers, the researchers applied latent profile analysis, a research approach that assumes individuals fall into diverse subgroups within a population, instead of assuming a more homogeneous population, as traditional approaches often do.

The research team found that the heterogeneity of the young, single adults in their dataset was best represented by dividing them into five subgroups, or profiles, each with distinctive combinations of the five measured predictors, and each corresponding to a different level of happiness.

For instance, people in profile 1 were happiest and had favorable levels of all five predictors, including high friendship satisfaction and low neuroticism. Meanwhile, people in profile 5, who were least happy, had unfavorable levels of all five predictors. Higher scores on some of the five predictors appeared to offset lower scores on others, with friendship satisfaction being particularly strongly linked to participants' happiness.

On the basis of their findings, the researchers suggest that young, single adults might benefit from deliberately creating meaningful, long-term friendships. However, they note that further research is needed to clarify any cause-effect relationship between happiness and the five predictors they studied.

The authors add: "One of the standout findings from our study is how deeply friendships shape happiness for single emerging adults. We found that singles who were satisfied with their friendships tended to be happy with their lives, while those dissatisfied with their friendships were less happy. In short, the quality of your friendships is a key factor for your well-being, especially if you're single."
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Storms, floods, landslides associated with intimate partner violence against women two years later | ScienceDaily
Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a study published October 2 in the open-access journal PLOS Climate by Jenevieve Mannell from University College London and colleagues.


						
Low- and middle-income countries are disproportionately impacted by climate change's acute (e.g., flooding) and chronic (e.g., rising sea levels) effects. Countries undergoing climate shocks are more likely to see increased intimate partner violence against women, possibly because climate disasters reaffirm the gender-based economic disparities.

Mannell and colleagues analyzed 363 nationally representative surveys from 156 countries to estimate the prevalence of intimate partner violence, defined as physical or sexual violence against a woman from her partner in the last year. Each survey represented one year of data for its respective country encompassing 1993-2019. Most countries had five or fewer years represented.

The researchers analyzed this data against climate shock data from the Emergency Events Database, filtering for eight events linked to climate change: earthquakes, volcanoes, landslides, extreme temperatures, droughts, floods, storms and wildfires.

They observed a lagged association between landslides, storms and floods (together, a hydro-meteorological climate variable) and intimate partner violence, with the association taking place two years following the climate event.

The researchers observed that this climate variable had a similar magnitude of effect on intimate partner violence to GDP, suggesting that "the association ... may be similar to economic drivers of violence." Higher GDPs were generally associated with fewer instances of intimate partner violence.

These results have implications for future environmental policies designed to mitigate the social and health impacts of climate change and "progress current efforts to ... consider the enormous implications of climate-related [intimate partner violence] on women's lives."

The researchers encourage investigation into the differences between types of intimate partner violence as associated with climate events, long-term versus short-term impact and distinctions among countries and regions.

The authors add: "Recognizing the impacts that climate change has on intimate partner violence is critical, and countries can address this by implementing it into their Nationally Defined Contributions (NDCs) in support of The Paris Agreement."
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New study explores how universities can improve student well-being | ScienceDaily
Historically, a university's primary role has been to ensure students excel academically, but higher education can also change lives by supporting their well-being. Despite growing evidence of the importance of student well-being and an abundance of best practices, most institutions have yet to prioritize it as much as they do enrollment, graduation and grades.


						
A new study led by University of Maine researchers provides guidance on how institutions can support and enhance student well-being, and breaks down the various benefits for learners during and beyond their university career. It was published in PNAS Nexus, the sibling journal of the Proceedings of the National Academy of Sciences (PNAS), the academy's flagship publication.

The study defines well-being as a combined sense of belonging, agency, purpose, identity, civic engagement and financial stability. Citing a long-term investigation by Gallup Inc. and Purdue University, researchers identified key student experiences that result in improved well-being later in life: working at a job or internship; conducting a project that takes a semester or longer to complete; extensively participating in extracurricular activities; and having at least one professor who either personally cares about their students, encourages them to pursue their goals or makes them excited to learn.

"There is a growing recognition of the importance of affective student outcomes such as sense of belonging and agency, as well as a wealth of evidence showing that student-centered practices can meaningfully support these. We hope that this perspective paper will encourage other educators to consider how to support well-being in their own learning context," said Holly White, lead researcher and a Ph.D. student in ecology and environmental sciences. "Plus, there are some really cool initiatives happening at universities around the U.S. that we wanted to share widely!"

Researchers identified six guiding principles for improving student well-being:
    	Embedding well-being into curricula for broader, more accessible adoption.
    	Having each initiative only focus on one or two aspects of well-being, making it easier to create instruction that can also be more immersive.
    	Tailoring initiatives to the student body and university culture.
    	Securing buy-in from faculty.
    	Ensuring new offerings are accessible and don't create additional financial burden for students.
    	Employing an iterative assessment framework at the beginning to make it easier to change or scale up a program.

These guiding principles were determined in part by examining "exemplar efforts to support well-being in undergraduate education" -- all varying in scope and level of instruction -- from six universities across the nation.

Among them are Research Learning Experiences (RLEs) developed as part of UMS TRANSFORMS, a multifaceted initiative from the University of Maine System led by a $320 million investment from the Harold Alfond Foundation in Maine's public universities. First piloted at UMaine and now available System-wide, these semester-long courses allow first-year students to engage in research and other inquiry-based learning at the start of their college career. Many feature small class sizes and summer bridge experiences, and cost the same as any other credit-bearing course.




According to researchers, RLEs encourage "peer relationships and sense of belonging, as well as fostering agency, purpose and identity through enriching research experiences." When evaluating the benefits of RLEs on the more than 1,000 students who have participated in them since their introduction in 2021, preliminary data shows significant improvement in their self-identification as researchers, ability to reflect on new information and sense of belonging.

"A unique feature of our Research Learning Experiences (RLEs) is that they are open to all entering first-year students, no matter what prior experiences students may or may not have had. Our early results on the positive impact of RLEs on overall student well-being is very encouraging," said John Volin, study co-author and UMaine executive vice president of academic affairs and provost.

Other exemplary efforts to improve various aspects student well-being include Purposeful Work at Bates College, Digital Storytelling at the University of Michigan-Dearborn, Quest at the University of Florida, the Design Your Life engineering course at Stanford University and the incorporation of civic and ethical engagement into curricula at Wake Forest University.

"I think it's really important to recognize that we can support well-being and student learning, it doesn't have to be one or the other," White said.

To gather more insight into these student experiences and enhance their ability to support well-being, researchers recommend more in-depth reviews of existing programs and further studies into the optimal times for assessing and collecting data on them, how decisions regarding their design are made and the funding requirements to support them.

"It's interesting that while all six exemplar efforts highlighted in this article approach well-being with different best practices, each institution provides their opportunities at scale for all students, and they implement ongoing assessment so as to continually improve upon them. Both are key elements to be sure all students can benefit from these programs that focus on overall student well-being and future career satisfaction," Volin said.

In addition to White and Volin, the study was co-authored by Debra Allen, assistant provost of institutional research and assessment; Keith Buffinton from Bucknell University; Richard Miller from Olin College of Engineering; and Marjorie Malpiede and Dana Humphrey from the Coalition for Transformational Education.
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Neuroscience breakthrough: Entire brain of adult fruit fly mapped | ScienceDaily
A Princeton-led team of scientists has built the first neuron-by-neuron and synapse-by-synapse roadmap through the brain of an adult fruit fly (Drosophila melanogaster), marking a major milestone in the study of brains. This research is the flagship article in the Oct. 2 special issue of Nature, which is devoted to the new fruit fly "connectome."


						
Previous researchers mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and roughly 50 million synapses connecting them.

Fruit flies share 60% of human DNA, and three in four human genetic diseases have a parallel in fruit flies. Understanding the brains of fruit flies is a steppingstone to understanding brains of larger more complex species, like humans.

"This is a major achievement," said Mala Murthy, director of the Princeton Neuroscience Institute and, with Sebastian Seung, co-leader of the research team. "There is no other full brain connectome for an adult animal of this complexity." Murthy is also Princeton's Karol and Marnie Marcin '96 Professor of Neuroscience.

Princeton's Seung and Murthy are co-senior authors on the flagship paper of the Nature issue, which includes a suite of nine related papers with overlapping sets of authors, led by researchers from Princeton University, the University of Vermont, the University of Cambridge, the University of California-Berkeley, UC-Santa Barbara, Freie Universitat-Berlin, and the Max Planck Florida Institute for Neuroscience. The work was funded in part by the NIH's BRAIN Initiative, the Princeton Neuroscience Institute's Bezos Center for Neural Circuit Dynamics and McDonnell Center for Systems Neuroscience, and other public and private neuroscience institutes and funds, listed at the end of this document.

The map was developed by the FlyWire Consortium, which is based at Princeton University and made up of teams in more than 76 laboratories with 287 researchers around the world as well as volunteer gamers.

Sven Dorkenwald, the lead author on the flagship Nature paper, spearheaded the FlyWire Consortium.




"What we built is, in many ways, an atlas," said Dorkenwald, a 2023 Ph.D. graduate of Princeton now at the University of Washington and the Allen Institute for Brain Science. "Just like you wouldn't want to drive to a new place without Google Maps, you don't want to explore the brain without a map. What we have done is build an atlas of the brain, and added annotations for all the businesses, the buildings, the street names. With this, researchers are now equipped to thoughtfully navigate the brain as we try to understand it."

And just like a map that traces out every tiny alley as well as every superhighway, the fly connectome shows connections within the fruit fly brain at every scale.

The map was built from 21 million images taken of a female fruit fly brain by a team of scientists led by Davi Bock, then at the Howard Hughes Medical Institute's Janelia Research Campus and now at the University of Vermont. Using an AI model built by researchers and software engineers working with Princeton's Sebastian Seung, the lumps and blobs in those images were turned into a labeled, three-dimensional map. Instead of keeping their data confidential, the researchers opened their in-progress neural map to the scientific community from the beginning.

"Mapping the whole brain has been made possible by advances in AI computing. It would have not been possible to reconstruct the entire wiring diagram manually. This is a display of how AI can move neuroscience forward,' said Prof. Sebastian Seung, one of the co-leaders of the research and Princeton's Evnin Professor in Neuroscience and a professor of computer science.

"Now that we have this brain map, we can close the loop on which neurons relate to which behaviors," said Dorkenwald.

The development could lead to tailored treatments to brain diseases.

"In many respects, it (the brain) is more powerful than any human-made computer, yet for the most part we still do not understand its underlying logic," said John Ngai, director of the U.S. National Institutes of Health's BRAIN Initiative, which provided partial funding for the FlyWire project. "Without a detailed understanding of how neurons connect with one another, we won't have a basic understanding of what goes right in a healthy brain or what goes wrong in disease."
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Scientists create flies that stop when exposed to red light | ScienceDaily
Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists at Max Planck Florida Institute for Neuroscience have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.


						
The power of Drosophila to understand complex behaviors

Halting is a critical action essential for almost all animal behaviors. When foraging, an animal must stop when it detects food to eat; when dirty, it must stop to groom itself. The ability to stop, while seemingly simple, has not been well understood as it involves complex interactions with competing behaviors like walking.

Max Planck Florida scientist Dr. Salil Bidaye is an expert in using the powerful research model Drosophila Melanogaster (aka the fruit fly) to understand how neural circuit activity leads to precise and complex behaviors such as navigating through an environment. Having previously identified neurons critical for forward, backward, and turning locomotion, Dr. Bidaye and his team turned to stopping.

"Purposeful movement through the world relies on halting at the correct time as much as walking. It is central to important behaviors like eating, mating, and avoiding harm. We were interested in understanding how the brain controls halting and where halting signals override signals for walking," said Bidaye.

Taking advantage of the fruit fly's power as a research model, including the animal's simplified nervous system, short lifespan, and large offspring numbers, Bidaye and his team used a genetic screen to identify neurons that initiate stopping. Using optogenetics to activate specific neurons by shining a red light, the researchers turned on small groups of neurons to see which caused freely walking flies to stop.

Two mechanisms for stopping

Three unique neuron types, named Foxglove, Bluebell, and Brake, caused the flies to stop when activated. Through careful and precise analysis, the scientists determined that the flies' stopping mechanisms differed depending on which neuron was active. Foxglove and Bluebell neurons inhibited forward walking and turning, respectively, while Brake neurons overrode all walking commands and enhanced leg-joint resistance.




"Our research team's diverse expertise was critical in analyzing precise stopping mechanisms. Each team member contributed to our understanding by approaching the question through different methods, including leg movement analysis, imaging of neural activity, and computational modeling," credits Bidaye. "Further, large research collaborations spanning multiple labs and countries have recently mapped the connections between all the neurons in the fly brain and nerve cord. These wiring diagrams guided our experiments and understanding of the neural circuitry and mechanisms of halting."

The research team, consisting of scientists from Max Planck Florida, Florida Atlantic University, University of Cambridge, University of California, Berkeley and the MRC Laboratory of Molecular Biology, combined the data from the wiring diagrams and these multiple approaches to gain a holistic understanding of the behavioral, muscular, and neuronal mechanisms that induced the fly's halting. They found that activating these different neurons did not stop the flies in the same way but used unique mechanisms, which they named 'Walk-OFF' and 'Brake'.

As the name implies, the "Walk-OFF" mechanism works by turning off neurons that drive walking, similar to removing your foot from the gas pedal of a car. This mechanism, used by the Foxglove and Bluebell neurons, relies on the inhibitory neurotransmitter GABA to suppress neurons in the brain that induce walking.

The "Brake" mechanism, on the other hand, employed by the excitatory cholinergic Brake neurons in nerve cord, actively prevents stepping by increasing the resistance at the leg joints and providing postural stability. This mechanism is similar to stepping on the brake in your car to actively stop the wheels from turning. And just as you would remove your foot from the gas to step on the brake, the "Brake" mechanism also inhibits walking-promotion neurons in addition to preventing stepping.

Lead researcher on the project Neha Sapkal, describes the team's excitement in discovering the "Brake" mechanism. "Whereas the 'Walk-Off' mechanism was similar to stopping mechanisms identified in other animal models, the 'Brake' mechanism was completely new and caused such robust stopping in the fly. We were immediately interested in understanding how and when the fly would use these different mechanisms."

Context-specific activation of halt mechanisms

To determine when the fly might use the "Walk-OFF" and "Brake" mechanisms, the team again took multiple approaches, including predictive modeling based on the wiring diagram of the fly nervous system, recording the activity of halting neurons in the fly, and disrupting the mechanisms in different behavioral scenarios.




Their findings suggested that the two mechanisms were used mutually exclusively in different behavioral contexts and were activated by relevant environmental cues. The "Walk-OFF" mechanism is engaged in the context of feeding and activated by sugar-sensing neurons. On the other hand, the "Brake" mechanism is used during grooming and is predicted to be activated by the sensory information coming from the bristles of the fly.

During grooming the fly must lift several legs and maintain balance. The Brake mechanism provides this stability through the active resistance at joints and increased postural stability of the standing legs. Indeed, when the scientists disrupted the 'Brake' mechanism, flies often tipped over during grooming attempts.

"The fly brain has provided insight into how contextual information engages specific mechanisms of behaviors such as stopping." Bidaye says, "We hope understanding these mechanisms will allow us to identify similar context-specific processes in other animals. In humans, when we stop and lift our foot to adjust our shoe or remove a stone from our tread, we are likely taking advantage of a stabilizing mechanism similar to the Brake mechanism. Understanding context-specific neural circuits and how they work together with other sensory and motor circuits is the key to understanding complex behaviors."
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Hurricanes linked to higher death rates for 15 years after storms pass | ScienceDaily
New research reveals hurricanes and tropical storms in the United States cause a surge of deaths for nearly 15 years after a storm hits.


						
Official government statistics record only the number of individuals killed during these storms, which are together called "tropical cyclones." Usually, these direct deaths, which average 24 per storm in official estimates, occur through drowning or some other type of trauma. But the new analysis, published October 2 in Nature, reveals a larger, hidden death toll in hurricanes' aftermath.

"In any given month, people are dying earlier than they would have if the storm hadn't hit their community," said senior study author Solomon Hsiang, a professor of environmental social sciences at the Stanford Doerr School of Sustainability. "A big storm will hit, and there's all these cascades of effects where cities are rebuilding or households are displaced or social networks are broken. These cascades have serious consequences for public health."

Hsiang and lead study author Rachel Young estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period. Official government statistics put the total death toll from these storms at about 10,000 people.

Hurricane impacts underestimated

The new estimates are based on statistical analysis of data from the 501 tropical cyclones that hit the Atlantic and Gulf coasts from 1930 to 2015, and mortality rates for various populations within each state just before and after each cyclone. The researchers expanded on ideas from a 2014 study from Hsiang showing that tropical cyclones slow economic growth for 15 years, and on a 2018 Harvard study finding that Hurricane Maria caused nearly 5,000 deaths in the three months after the storm hit Puerto Rico -- nearly 70 times the official government count.

"When we started out, we thought that we might see a delayed effect of tropical cyclones on mortality maybe for six months or a year, similar to heat waves," said Young, a postdoctoral scholar at the University of California Berkeley, where she began working on the study as a master's student in Hsiang's lab before he joined Stanford's faculty in July 2024. The results show deaths due to hurricanes persist at much higher rates not only for months but years after floodwaters recede and public attention moves on.




Uneven health burdens

Young and Hsiang's research is the first to suggest that hurricanes are an important driver for the distribution of overall mortality risk across the country. While the study finds that more than 3 in 100 deaths nationwide are related to tropical cyclones, the burden is far higher for certain groups, with Black individuals three times more likely to die after a hurricane than white individuals. This finding puts stark numbers to concerns that many Black communities have raised for years about unequal treatment and experiences they face after natural disasters.

The researchers estimate 25% of infant deaths and 15% of deaths among people aged 1 to 44 in the U.S. are related to tropical cyclones. For these groups, Young and Hsiang write, the added risk from tropical cyclones makes a big difference in overall mortality risk because the group starts from a low baseline mortality rate.

"These are infants born years after a tropical cyclone, so they couldn't have even experienced the event themselves in utero," Young said. "This points to a longer-term economic and maternal health story, where mothers might not have as many resources even years after a disaster than they would have in a world where they never experienced a tropical cyclone."

Adapting in future hazard zones

The long, slow surge of cyclone-related deaths tends to be much higher in places that historically have experienced fewer hurricanes. "Because this long-run effect on mortality has never been documented before, nobody on the ground knew that they should be adapting for this and nobody in the medical community has planned a response," Young said.




The study's results could inform governmental and financial decisions around plans for adapting to climate change, building coastal climate resilience, and improving disaster management, as tropical cyclones are predicted to become more intense with climate change. "With climate change, we expect that tropical cyclones are going to potentially become more hazardous, more damaging, and they're going to change who they hit," said Young.

Toward solutions

Building on the Nature study, Hsiang's Global Policy Laboratory at Stanford is now working to understand why tropical storms and hurricanes cause these deaths over 15 years. The research group integrates economics, data science, and social sciences to answer policy questions that are key to managing planetary resources, often related to impacts from climate change.

With mortality risk from hurricanes, the challenge is to disentangle the complex chains of events that follow a cyclone and can ultimately affect human health -- and then evaluate possible interventions.

These events can be so separated from the initial hazard that even affected individuals and their families may not see the connection. For example, Hsiang and Young write, individuals might use retirement savings to repair property damage, reducing their ability to pay for future health care. Family members might move away, weakening support networks that could be critical for good health down the line. Public spending may shift to focus on immediate recovery needs, at the expense of investments that could otherwise promote long-run health.

"Some solutions might be as simple as communicating to families and governments that, a few years after you allocate money for recovery, maybe you want to think about additional savings for health care-related expenses, particularly for the elderly, communities of color, and mothers or expectant mothers," Young said.
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Scientists decode key mutation in many cancers | ScienceDaily
Inside every cell, inside every nucleus, your continued existence depends on an incredibly complicated dance. Proteins are constantly wrapping and unwrapping DNA, and even minor missteps can lead to cancer.


						
A new study from the University of Chicago reveals a previously unknown part of this dance -- one with significant implications for human health.

In the study, published Oct. 2 in Nature, a team of scientists led by UChicago Prof. Chuan He, in collaboration with University of Texas Health Science Center at San Antonio Prof. Mingjiang Xu, found that RNA plays a significant role in how DNA is packaged and stored in your cells, via a gene known as TET2. This pathway also appears to explain a long-standing puzzle about why so many cancers and other disorders involve TET2-related mutations -- and suggests a set of new targets for treatments.

"This represents a conceptual breakthrough," said He, who is the John T. Wilson Distinguished Service Professor in the Department of Chemistry and the Department of Biochemistry and Molecular Biology and an investigator of the Howard Hughes Medical Institute.

"Not only does it offer targets for therapy for several diseases, but we are adding to the grand picture of chromatin regulation in biology," he said. "We hope the real-world impact is going to be very high."

RNA revelations

He's lab has made several discoveries that shook up our picture of how genes are expressed. In 2011, they found that, in addition to modifications to DNA and proteins, modifications to RNA may also control what genes are expressed.




Since then, He and his team have found more and more ways that RNA methylation is fundamentally involved in which genes are turned on and off in both the plant and animal kingdoms.

With this lens, they turned their attention to a gene called TET2. For a long time, we've known that when TET2 or TET2-related genes are mutated, all sorts of problems follow. These mutations occur in 10-60% of different human leukemia cases, and pop up in other types of cancers as well. The problem was that we didn't know why -- which significantly hampers the search for treatments.

The other members of the TET family act on DNA, so for years, researchers had been looking at TET2's effects on DNA. But He's lab found they'd been looking in the wrong place: TET2 actually affects RNA.

When your cells print their own copies of your genetic material, they have to be neatly packaged up and folded for later reference; the packages are known as chromatin. If that doesn't happen correctly, all sorts of issues can follow. It turns out that RNA is a key player in this process, and that its role is controlled by TET2 through a modification process called methylation.

Through a clever set of experiments, removing genes and seeing what happened, the He lab team showed how this works. They found that TET2 controls how often a type of modification known as m5C occurs on certain types of RNA, which attracts a protein known as MBD6, which in turn controls the packaging of chromatin.

When you're an infant and your cells are actively dividing into different types of cells, TET2 loosens up the reins so that chromatin can be more easily accessed and stem cells can turn into other cells. But once you're an adult, TET2 is supposed to tighten up the reins. If that repressing force gets lost, MBD6 has free rein, and havoc can ensue.




"If you have a TET2 mutation, you reopen this growth pathway that could eventually lead to cancer -- especially in the blood and brain, because this pathway looks to be most important in blood and brain development," said He.

As a final confirmation, the team tested human leukemia cells in petri dishes. When the team removed the cells' ability to create MBD6, effectively pulling on the reins, the leukemia cells all died.

'A silver bullet'

The most exciting part of this discovery to cancer researchers is that it gives them a whole new set of targets for drugs.

"What we hope we can get from this is a silver bullet to selectively get rid of just cancer cells, by targeting this specific pathway activated because of TET2 or IDH loss," said He, who is working with UChicago's Polsky Center for Entrepreneurship and Innovation to found a startup company to create just such a drug.

But we also know that TET2 mutations have consequences other than cancer. TET2 mutations also occur in a fraction of all adults older than 70 and contribute to an increased risk of heart disease, stroke, diabetes, and other inflammatory conditions, a condition known as CHIP.

"These patients have TET2 mutant blood cells, but they haven't yet caused cancer," explained Caner Saygin, an oncologist and assistant professor of medicine at the University of Chicago Medicine who specializes in treating CHIP patients and is also working with the He lab on several projects. "But these TET2 mutant cells are more inflammatory, and as they circulate, they cause an increased risk for things like heart, liver, and kidney diseases. Right now, I cannot prescribe anything to these patients because they don't have cancer yet, but if we could eliminate those mutant cells, we could improve their lives."

A radical change

The finding is also a radical change in our understanding of chromatin -- and hence gene expression as a whole.

Previously, we knew that one form of RNA methylation called m6A affects gene expression -- its placement and removal affects the packaging of chromatin, which directs which stretches of DNA are translated into reality.

But if m5C is also in this category, that suggests this is a general mechanism to control chromatin and gene expression, and there could be more. "If there's a second, you could have a third, fourth, fifth," said He. "This says that RNA modification on chromatin is a major mechanism for chromatin and gene transcription regulation. We think this pathway is just the tip of the iceberg."
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For long COVID, lithium aspartate at low doses is ineffective, but higher doses may be promising, study finds | ScienceDaily
A small University at Buffalo clinical trial has found that at low doses, lithium aspartate is ineffective in treating the fatigue and brain fog that is often a persistent feature of long COVID; however, a supplemental dose-finding study found some evidence that higher doses may be effective.


						
Published in JAMA Network Open on Oct. 2, the study was led by Thomas J. Guttuso, Jr., MD, professor of neurology in the Jacobs School of Medicine and Biomedical Sciences at UB and a physician with UBMD Neurology.

"It's a negative study with a positive twist," Guttuso concludes.

Because long COVID is believed to stem from chronic inflammation and lithium has known anti-inflammatory actions, Guttuso had recommended that a patient of his try low-dose lithium for persistent long COVID symptoms. He was surprised when this patient reported a near full resolution of fatigue and brain fog within a few days of initiating lithium aspartate at 5 milligrams a day.

Relief from symptoms

Based on this single case, Guttuso became interested in lithium aspartate as a potential treatment for long COVID and recommended it to other such patients.

According to Guttuso, 9 of 10 long COVID patients he treated with lithium aspartate 5-15mg a day saw very good benefit in terms of improvements to their fatigue and brain fog symptoms.




"Based on those nine patients, I had high hopes that we would see an effect from this randomized controlled trial," says Guttuso. "But that's the nature of research. Sometimes you are unpleasantly surprised."

The randomized controlled trial showed no benefit from 10-15 milligrams a day of lithium aspartate compared to patients receiving a placebo.

After one patient from the study subsequently increased the lithium aspartate dosage to 40 milligrams a day and experienced a marked reduction in fatigue and brain fog symptoms, Guttuso decided to then conduct a dose-finding study designed to explore if a higher dose of lithium aspartate may be effective.

The three participants who completed the dose-finding study reported greater declines in fatigue and brain fog with the higher dose of 40-45 milligrams per day. This was especially true in the two patients with blood lithium concentrations of 0.18 and 0.49 millimoles per liter (mmol/L) compared to one patient with a level of 0.10mmol/L who saw partial improvements.

"This is a very small number of patients, so these findings can only be seen as preliminary," says Guttuso. "Perhaps achieving higher blood levels of lithium may provide improvements to fatigue and brain fog in long COVID."

Dosage may be too low

He notes that it is possible the randomized controlled trial was ineffective because the dose of lithium aspartate that was used was too low.




"The take-home message is that very low dose lithium aspartate, 10-15 milligrams a day, is ineffective in treating the fatigue and brain fog of long COVID," says Guttuso. "Perhaps we need to do another randomized controlled trial that uses higher lithium aspartate dosages that achieve blood lithium levels of 0.18-0.50mmol/L to determine if they could be effective."

An estimated 17 million people have long COVID in the U.S., and worldwide the number is estimated at 65 million.

"There currently are no evidence-based therapies for long COVID," says Guttuso. He hopes that the National Institutes of Health will view lithium as worth studying through a trial with higher dosages; the NIH is allocating an additional $500 million to study long COVID therapies that appear to be promising.

Guttuso adds that if a subsequent randomized controlled trial finds that higher dosages of lithium aspartate are effective, long COVID patients would still need to discuss taking it with their health care providers; in addition, he says, if they do begin taking it at higher dosages, blood lithium levels should be monitored.

Co-authors with Guttuso are Gregory E. Wilding, PhD, professor, and Jingtao Zhu, research assistant, both of the Department of Biostatistics in the UB School of Public Health and Health Professions.

The UB trial was funded as a pilot project by UB's Clinical and Translational Science Institute.
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Insights into KRAS mutations in pancreatic cancers | ScienceDaily
A common mutation in the KRAS gene is associated with improved overall survival in pancreatic ductal adenocarcinoma (PDAC) compared with other variants, in part because the mutation appears to lead to less invasiveness and weaker biological activity, according to a multicenter study conducted at Weill Cornell Medicine, NewYork-Presbyterian, Memorial Sloan Kettering Cancer Center, and other institutions.


						
The research, published August 29 in Cancer Cell, demonstrates that KRAS mutations, which occur in about 95 percent of people who have PDAC, can vary, with KRAS-G12R, KRAS-G12D and KRAS-G12V being the most common alleles, and may provide doctors with valuable information about patient prognosis.

"We found that there are significant differences among these mutations," said senior paper author Dr. Rohit Chandwani, an assistant professor in the departments of surgery and cell and developmental biology, and the Mildred L. and John F. Rasweiler Research Scholar in Cancer Research at Weill Cornell Medicine. Based on this information, "we suggest that clinical guidelines should be revised to recommend routine molecular testing in all patients with pancreatic cancer."

Current National Comprehensive Cancer Network guidelines recommend molecular profiling for patients with later-stage, locally advanced or metastatic pancreatic cancer, but not for early-stage patients that have cancer confined to the pancreas.

Understanding how mutations affect the behavior of pancreatic tumors could potentially help guide treatment, said Dr. Chandwani, who is also a surgical oncologist at NewYork-Presbyterian/Weill Cornell Medical Center.

Dr. Caitlin McIntyre, a fellow at Memorial Sloan Kettering at the time of the study, and Dr. Adrien Grimont, a postdoctoral associate at Weill Cornell Medicine at the time of the study, were co-first authors on the paper.

A Deep Dive into Pancreatic Cancer 

Pancreatic ductal adenocarcinoma accounts for more than 80 percent of pancreatic cancer cases, according to the National Cancer Institute.Overall, pancreatic cancer has a 5-year survival rate of about 13 percent, making it one of the deadliest malignancies. About 66,000 people in the United States will be diagnosed with the disease in 2024, according to the American Cancer Society.




To better understand the outcomes of early and late-stage pancreatic cancer, and their molecular underpinnings, the research team studied deidentified data from 1,360 patients who had pancreatic tumors removed at Memorial Sloan Kettering. Twenty-nine percent had early-stage cancer, meaning the cancer is confined to the pancreas, and 71 percent had late-stage tumors that had spread. Genomic sequencing was conducted in tumors from 397 patients to identify genetic mutations associated with PDAC.

The researchers also evaluated the tumors of 20 patients from NewYork-Presbyterian/Weill Cornell Medical Center and Weill Cornell Medicine using spatial transcriptomics, a sophisticated method for studying where gene expression occurs in the tumor tissue. RNA sequencing was used to study the gene activity in 100 tumors from patients at the Ontario Institute of Cancer Research. Patient consent and privacy was protected in all cases. The investigators then validated their findings on genetic mutations using mouse models.

Variations in KRAS Tumors Affect Outcomes

The researchers found that KRAS-G12D, the most common mutation occurring in 35 percent of study patients, was associated with aggressive cancer and the worst outcomes. The variant was also linked with increased rates of distant recurrence, or metastatic disease arising after an operation to remove a tumor. While further study is needed, patients who had tumors with these types of mutations could potentially benefit from chemotherapy as part of their treatment plan, Dr. Chandwani said.

KRAS-G12V, which occurred in about 30 percent of patients, was associated with better overall survival, as was KRAS-G12R, which was present in 15 percent of patients.

"KRAS-G12R is unique in that it is a mutation that seems to only occur in pancreatic cancer and not in the other cancer types associated with KRAS mutations, such as lung cancer," said Dr. Chandwani, who is also a member of the Sandra and Edward Meyer Cancer Center and the Englander Institute for Precision Medicine at Weill Cornell Medicine.




In addition, KRAS-G12R was associated with increased rates of recurrence in and around where a pancreas resection was performed. Patients whose tumors had this mutation could potentially benefit from radiation, which is a local treatment, to decrease the likelihood of local recurrence. Additional studies are needed to assess this strategy, the investigators noted.

"When we approach treating these patients, we should be aware of their underlying KRAS mutations and aim to base our treatments on a thorough understanding of the patient- and tumor-specific factors that drive associated risk of various clinical outcomes," Dr. Chandwani said. "This is an important next step."

The research reported in this story was supported in part by the National Cancer Institute and the National Institute of Biomedical Imaging and Bioengineering, both part of the National Institutes of Health, through grant numbers U01CA238444 P30CA008748, and R01EB027498.
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.
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Dementia diagnostic markers change with time of day | ScienceDaily
The time of day when blood is taken can affect the results of tests for diagnosing dementia, according to new research led by the University of Surrey.


						
Researchers found that the biomarkers used to diagnose Alzheimer's, including a promising marker for early diagnosis of the condition, varied significantly depending on the time of day. Biomarker levels were at their lowest in the morning when participants woke and highest in the evening.

The p-tau217 biomarker, which could help with early diagnosis of dementia, showed big differences depending on the time of day. Researchers discovered that the variation between morning and evening levels was similar to the changes seen in people whose mild memory problems get worse over a year.

Dr Ciro della Monica, research fellow at the Surrey Sleep Research Centre at the University of Surrey and first author of the publication, said:

"This work shows the importance of considering the time of day when taking clinical diagnostic samples and how the clinical picture for an individual may be affected by varying sample times. By standardising the time of day that a sample is taken, the diagnosis of dementia and tracking disease progression can become more accurate."

The study looked at 38 participants living with mild Alzheimer's, their caregivers and health controls while they were residents at the Surrey Sleep Research Centre, which is part of the UK Dementia Research Institute's (UK DRI) Care Research & Technology Centre.

Instead of taking one blood sample, as is the case in the majority of clinical practices, the participants had their blood taken every three hours for 24 hours.




Four out of five measured biomarkers (p-tau217, Ab40, Ab42, and NfL) showed levels of fluctuation throughout the day. Only GFAP did not show a statistically significant variation.

Currently, it is not known what is driving these time-of-day differences. It may relate to sleep and sleep-related reduction in the production or clearance of these markers from the brain to the circulation, meals, posture, activity, or circadian mechanisms. Nevertheless, the findings imply that the time of day of sample collection is relevant in the implementation and interpretation of plasma biomarkers in dementia research and care. Overall, these findings indicate that the time of sampling should be standardised or at least recorded.

Professor Derk-Jan Dijk, Director of the Surrey Sleep Research Centre, UK DRI Group Leader and senior author of the publication, said:

"Circadian rhythm research has demonstrated that almost all variables related to physiology and brain function vary with time of day. This study shows that translating this basic knowledge to the area of dementia research holds great promise for a better understanding, diagnosis and treatment of Alzheimer's."

The study has been published in Translational Psychiatry.
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Nanopillars create tiny openings in the nucleus without damaging cells | ScienceDaily
Imagine trying to poke a hole in the yolk of a raw egg without breaking the egg white. It sounds impossible, but researchers at the University of California San Diego have developed a technology that performs a similarly delicate task in living cells. They created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane.


						
The research, published in Advanced Functional Materials, could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

"We've developed a tool that can easily create a gateway into the nucleus," said Zeinab Jahed, professor in the Aiiso Yufeng Li Family Department of Chemical and Nano Engineering at UC San Diego and senior author of the study.

The nucleus is impenetrable by design. Its membrane is a highly fortified barrier that shields our genetic code, letting in only specific molecules through tightly controlled channels. "It's not easy to get anything into the nucleus," said Jahed. "Drug and gene delivery through the nuclear membrane has long been an immense challenge."

Current methods to access the nucleus typically involve using a tiny needle to physically puncture both the nucleus and the cell. However, these methods are invasive and can only be used in small-scale applications.

Jahed and her team, co-led by UC San Diego nanoengineering Ph.D. student Ali Sarikhani, developed a non-disruptive solution. They engineered an array of nanopillars, consisting of nanoscale cylindrical structures. When a cell is placed on top of these nanopillars, the nucleus wraps itself around the nanopillars, causing its membrane to curve. This induced curvature in turn causes tiny, self-sealing openings to temporarily form in the nuclear membrane. The outer membrane of the cell, meanwhile, remains undamaged.

"This is exciting because we can selectively create these tiny breaches in the nuclear membrane to access the nucleus directly, while leaving the rest of the cell intact," said Jahed.

In experiments, cells containing a fluorescent dye within their nuclei were placed on the nanopillars. Researchers observed that the dye leaked from the nucleus into the cytoplasm but remained confined within the cell. This indicated that only the nuclear membrane, not the cell membrane, had been punctured. The researchers observed this effect in various cell types, including epithelial cells, heart muscle cells and fibroblasts.

The team is currently investigating the mechanisms behind this effect. "Understanding these details will be key to optimizing the platform for clinical use and ensuring that it is both safe and effective for delivering genetic material into the nucleus," said Jahed.

This work was supported in part by an Air Force Office of Scientific Research YIP award (311616-00001), a Cancer Research Coordinating Committee faculty seed grant, the National Institutes of Health (R00 GM12049403, R01GM149976 and R21NS125395) and UC San Diego Startup funds. This work was performed in part at the San Diego Nanotechnology Infrastructure (SDNI) at UC San Diego, a member of the National Nanotechnology Coordinated Infrastructure, which was supported by the National Science Foundation (grant ECCS-2025752).
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Reducing daily sitting may prevent back pain | ScienceDaily
A new study from the University of Turku in Finland showed that reducing daily sitting prevented back pain from worsening over six months. The result strengthens the current understanding of the link between activity and back pain as well as the mechanisms related to back pain.


						
Intuitively, it is easy to think that reducing sitting would help with back pain, but previous research data is surprisingly scarce. The study from the Turku PET Centre and UKK Institute in Finland investigated whether reducing daily sitting could prevent or relieve back pain among overweight or obese adults who spend the majority of their days sitting. The participants were able to reduce their sitting by 40 min/day, on average, during the six-month study.

"Our participants were quite normal middle-aged adults, who sat a great deal, exercised little, and had gained some extra weight. These factors not only increase the risk for cardiovascular disease but also for back pain," says Doctoral Researcher and Physiotherapist Jooa Norha from the University of Turku in Finland.

Previous results from the same and other research groups have suggested that sitting may be detrimental for back health but the data has been preliminary.

Robust methods for studying the mechanisms behind back pain

The researchers also examined potential mechanisms behind the prevention of back pain.

"However, we did not observe that the changes in back pain were related to changes in the fattiness or glucose metabolism of the back muscles," Norha says.

Individuals with back pain have excessive fat deposits within the back muscles, and impaired glucose metabolism, or insulin sensitivity, can predispose to pain. Nevertheless, back pain can be prevented or relieved even if no improvements in the muscle composition or metabolism take place. The researchers used magnetic resonance imaging (MRI) and PET imaging that is based on a radioactive tracer to measure the back muscles.

"If you have a tendency for back pain or excessive sitting and are concerned for your back health, you can try to figure out ways for reducing sitting at work or during leisure time. However, it is important to note that physical activity, such as walking or more brisk exercise, is better than simply standing up," Norha points out.

The researchers wish to remind that switching between postures is more important than only looking for the perfect posture.
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New study finds a promising combined therapy for multiple sclerosis | ScienceDaily
Researchers from Barcelona's Germans Trias i Pujol Institute and Josep Carreras Leukaemia Research Institute have found a potential new way to improve the treatment of multiple sclerosis (MS) using a novel combined therapy. The results, published in the Journal of Clinical Investigation, builds on two harmonized Phase I clinical trials funded by the European Union, focusing on the use of Vitamin D3 tolerogenic dendritic cells (VitD3-tolDCs) to regulate the immune response in MS patients. The team is now preparing to move into Phase II trials to further explore these findings.


						
Multiple Sclerosis (MS) is a long-term disease where the immune system mistakenly attacks the protective layer around nerve cells, known as the myelin sheath. This leads to nerve damage and worsening disability. Current treatments, like immunosuppressants, help reduce these harmful attacks but also weaken the overall immune system, leaving patients vulnerable to infections and cancer. Scientists are now exploring a more targeted therapy using special immune cells, called tolerogenic dendritic cells (tolDCs), from the same patients.

TolDCs can restore immune balance without affecting the body's natural defences. However, since a hallmark of MS is precisely the dysfunction of the immune system, the effectiveness of these cells for auto transplantation might be compromised. Therefore, it is essential to better understand how the disease affects the starting material for this cellular therapy before it can be applied.

In this study, published in the Journal of Clinical Investigation, researchers examined CD14+ monocytes, mature dendritic cells (mDCs), and Vitamin D3-treated tolerogenic dendritic cells (VitD3-tolDCs) from MS patients who had not yet received treatment, as well as from healthy individuals. The clinical trials (NCT02618902 and NCT02903537), led in Spain by Dr. Cristina Ramo-Tello and Dr. Eva Martinez Caceres (Germans Trias i Pujol Research Institute), are designed to assess the effectiveness of VitD3-tolDCs, which are loaded with myelin antigens to help "teach" the immune system to stop attacking the nervous system. This approach is groundbreaking as it uses a patient's own immune cells, modified to induce immune tolerance, in an effort to treat the autoimmune nature of MS.

The study, led by Dr. Eva Martinez-Caceres and Dr. Esteban Ballestar (Josep Carreras Institute), with Federico Fondelli as first author, found that the immune cells from MS patients (monocytes, precursors of tolDCs) have a persistent "pro-inflammatory" signature, even after being transformed into VitD3-tolDCs, the actual therapeutic cell type. This signature makes these cells less effective compared to those derived from healthy individuals, missing part of its potential benefits.

Using state-of-the-art research methodologies, the researchers identified a pathway, known as the Aryl Hydrocarbon Receptor (AhR), that is linked to this altered immune response. By using an AhR-modulating drug, the team was able to restore the normal function of VitD3-tolDCs from MS patients, in vitro. Interestingly, Dimethyl Fumarate, an already approved MS drug, was found to mimic the effect of AhR modulation and restore the cells' full efficacy, with a safer toxic profile.

Finally, studies in MS animal models showed that a combination of VitD3-tolDCs and Dimethyl Fumarate led to better results than using either treatment on its own. This combination therapy significantly reduced symptoms in mice, suggesting enhanced potential for treating human patients.

These results could lead to a new, more potent treatment option for multiple sclerosis, offering hope to the millions of patients worldwide who suffer from this debilitating disease. This study represents a significant step forward in the use of personalized cell therapies for autoimmune diseases, potentially revolutionizing how multiple sclerosis is treated.

This research has been partly funded by public funds from the Spanish Government (ISCIII, FEDER and MICINN) and the EU Horizon program (INsTRuCT and RESTORE projects). No AI tools have been used in the production of this text.
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A new injectable to prevent and treat hypoglycemia | ScienceDaily
People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers in ACS Central Science report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.


						
Glucagon is a hormone that signals the liver to release glucose into the bloodstream. It's typically given by injection to counteract severe hypoglycemia in people who have diabetes. While an emergency glucagon injection can correct blood sugar levels in about 30 minutes, formulations can be unstable and insoluble in water. In some cases, the hormone quickly breaks down when mixed for injections and clumps together to form toxic fibrils. Additionally, many hypoglycemic episodes occur at night, when people with diabetes aren't likely to test their blood sugar. To improve commercial glucagon stability and prevent hypoglycemia, Andrea Hevener and Heather Maynard looked to micelles: nanoscale, soap-like bubbles that can be customized to assemble or disassemble in different environments and are used for drug delivery. They developed a glucose-responsive micelle that encapsulates and protects glucagon in the bloodstream when sugar levels are normal but dissolves if levels drop dangerously low. To prevent hypoglycemia, the micelles could be injected ahead of time and circulate in the bloodstream until they are needed.

In lab experiments, the researchers observed that the micelles disassembled only in liquid environments that mimicked hypoglycemic conditions in both human and mice bodies: less than 60 milligrams of glucose per deciliter. Next, when mice experiencing insulin-induced hypoglycemia received an injection of the specialized micelles, they achieved normal blood sugar levels within 40 minutes. The team also determined that glucagon-packed micelles stayed intact in mice and didn't release the hormone unless blood glucose levels fell below the clinical threshold for severe hypoglycemia. From additional toxicity and biosafety studies in mice, the researchers note that empty micelles didn't trigger an immune response or induce organ damage.

While more studies are needed, the researchers say their proof-of-concept is a first step toward a new on-demand and effective method for preventing or mitigating extremely low blood sugar levels.

The authors acknowledge funding from the Leona M. and Harry B. Helmsley Charitable Trust; BioPACIFIC Materials Innovation Platform funded by the National Science Foundation; the National Science Foundation Graduate Research Fellowship Program; the National Institutes of Health; and the University of California, Los Angeles Clinical and Translational Science Institute.
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Turning plants into workout supplement bio-factories | ScienceDaily
It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study published in ACS' Journal of Agricultural and Food Chemistry, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.


						
Plants can be surprisingly receptive when asked to produce compounds they're not used to making. Using a specialized bacterium, scientists have transferred DNA instructions for all manner of amino acids, peptides, proteins or other molecules into different plants' cells. This technology helped create lettuce with peptide components that reduced bone loss, for example. But when it comes to more complex compounds, the transferred DNA instructions could alter the host's natural metabolism enough to eventually reduce the output of the desired product. Pengxiang Fan and colleagues wanted to address this issue by introducing instructions in the form of synthetic modules that not only encoded their intended product, but also the molecules used to build it. They hoped to increase the yield of three desired nutrients: creatine, carnosine and taurine.

The team put the swappable synthetic modules to the test in Nicotiana benthamiana, a tobacco-like plant used as a model organism in synthetic biology applications:
    	The creatine module containing the two genes for creatine synthesis resulted in 2.3 micrograms of the peptide per gram of plant material.
    	The carnosine peptide was produced using a module for carnosine and another module for one of the two amino acids used to build the peptide, b-alanine. Though b-alanine is naturally found in N. benthamiana, it's in small amounts, so stacking the modules together increased carnosine production by 3.8-fold.
    	Surprisingly, for taurine, a double-module approach was unsuccessful for creating the amino acid. Instead, a larger disruption to the metabolism occurred, and little taurine was produced as the plant tried to get things back on track.

Overall, this work demonstrates an effective framework for producing some of the complex nutrients typically found in animals in a living plant system. The researchers say that future work could apply this method to edible plants -- including fruits or vegetables, rather than just leaves -- or other plants that could act as bio-factories to sustainably produce these nutrients.

The authors acknowledge funding from the National Natural Science Foundation of Zhejiang Province and the Starry Night Science Fund of Zhejiang University Shanghai Institute for Advanced Study.
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Airborne plastic chemical levels shock researchers | ScienceDaily
A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.


						
Plasticizers are chemical compounds that make materials more flexible. They are used in a wide variety of products ranging from lunchboxes and shower curtains to garden hoses and upholstery.

"It's not just for drinking straws and grocery bags," said David Volz, environmental sciences professor at UC Riverside, and corresponding author of a paper about the study published in the journal Environmental Research. 

Previous California monitoring programs focused on plasticizers called ortho-phthalates, some of which were phased out of manufacturing processes due to health and environmental concerns. Less research has focused on the health effects of their replacements, called non-ortho-phthalates.

This study revealed the presence of both types of plasticizers in the air throughout Southern California.

"The levels of these compounds are through the roof," Volz said. "We weren't expecting that. As a result, we felt it was important for people to learn about this study."

The National Institute of Environmental Health Sciences also wants to increase the visibility of this study, one of only a few to document the phthalates' presence in the air of urban environments. The institute's monthly newsletter, Environmental Factor, highlights the study in their October 2024 issue.




The researchers tracked two groups of UCR undergraduate students commuting from different parts of Southern California. Both groups wore silicone wristbands designed to collect data on chemical exposures in the air.

The first group wore their wristbands for five days in 2019, and the second group wore two different wristbands for five days each in 2020. Both groups wore the bands continuously, all day, as they went about their activities. At the end of the data collection period, the researchers chopped the wristbands into pieces, then analyzed the chemicals they contained.

In a previous paper, the team focused on TDCIPP, a flame-retardant and known carcinogen, picked up in the wristbands. They saw that the longer a student's commute, the higher their exposure to TDCIPP.

Unlike TDCIPP, which most likely migrates out of commuters' car seats into dust, the team cannot pinpoint the origin of the plasticizers. Because they are airborne, rather than bound to dust, the wristbands could have picked them up anywhere, even outside the students' cars.

For every gram of chopped-up wristband, the team found between 100,000 and 1 million nanograms of three phthalates, DiNP, DEHP, and DEHT. Ten total plasticizers were measured, but the levels of these three stood out.

Both DiNP and DEHP are included on California's Proposition 65 list, which contains chemicals known to cause cancer, birth defects, or other reproductive harm. DEHT was introduced as an alternative, but its effects on human health have not been well studied.




This study suggests that introducing DEHT also has not done much to reduce the public's level of exposure to DiNP or DEHP. Levels of all three chemicals found by Volz and his team were similar to those found by researchers in unrelated studies conducted on the East Coast.

Despite differences in climate, the air on both coasts is likely carrying similar levels of phthalates.

"No matter who you are, or where you are, your daily level of exposure to these plasticizer chemicals is high and persistent," Volz said. "They are ubiquitous."

To Volz, studies like this one amplify the need to find alternatives to plastic. As plastics degrade, these compounds and others like them are leaching out into the environment and into the body.

"The only way to decrease the concentration of plasticizers in the air is to decrease our production and consumption of materials containing plasticizers," he said.
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Research in 4 continents links outdoor air pollution to differences in children's brains | ScienceDaily
Outdoor air pollution from power plants, fires and cars continues to degrade human, animal and environmental health around the globe. New research shows that even pollution levels that are below government air-quality standards are associated with differences in children's brains.


						
A University of California, Davis, research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

The study, "Clearing the Air: A systematic review of studies on air pollution and childhood brain outcomes to mobilize policy change," was published this month in Developmental Cognitive Neuroscience. 

"We're seeing differences in brain outcomes between children with higher levels of pollution exposure versus lower levels of pollution exposure," said Camelia Hostinar, an associate professor of psychology and the study's corresponding author.

Children and teens are especially vulnerable to air pollution because their brains and bodies are still developing. They tend to spend more time outdoors, and their bodies absorb more contaminants relative to their bodyweight than adults, researchers said.

Outdoor air pollution and brain development

This study surveyed 40 published, peer-reviewed studies that all included measures of outdoor air pollution and brain outcomes for children at various ages, from newborns up to 18-year-old adults. The majority of studies came from the United States, Mexico and Europe, with one each from Asia and Australia.




The studies ranged in how they measured brain differences. Some used advanced scanning methods like magnetic resonance imaging, or MRI. Others tested changes in chemical compounds that aid in brain function and health. Some studies looked for tumors in the brain or central nervous system.

Studies from Mexico City that compared children from high- and low-pollution areas found significant differences in brain structure.

Each study included measures of air pollution linked to the child's address or neighborhood, which showed that the children's brain differences were observed in places with high levels of air pollution as well as places that met local air pollution standards.

"A lot of these studies include children in places with air pollutant levels that are well below limits set by U.S. or European regulations," said Anna Parenteau, a Ph.D. student in psychology at UC Davis and the study's co-first author.

Outdoor air pollution 

Sources of outdoor air pollution include coal-fired plants, wildfires and many other sources near where people live. This systematic review is unique because most others have focused on how air pollution affects adults or animals, researchers said.




"We can't necessarily apply findings from adults and assume that it's going to be the same for children," said Johnna Swartz, an associate professor of human ecology and co-author on the study. "We also have to look more at different developmental windows because that might be really important in terms of how air pollution might impact these brain outcomes."

To establish a causal link between outdoor air pollution and differences in the brain, the research team looked to experimental research on animals. That research showed that pollution does lead to many of the same outcomes identified by the studies in this review, including markers for Alzheimer's disease.

"A lot of researchers working on brain development, whether it's autism, Alzheimer's or something else, really discounted for a long time the environmental factors," said Anthony Wexler, a professor at UC Davis and director of its Air Quality Research Center. "They argued that it's genetic or some other factor other than exposure to air pollution. That's changed a lot recently because of all this research literature."

Reducing harm 

This systematic review proposed steps for both parents and policymakers to protect their children from outdoor air pollution by, for example, adding air filters to homes and schools near freeways.

"We listed air purifiers as one of the policy recommendations, and that is something that could be subsidized or provided in schools and other places where children spend a lot of time," said Hostinar. "These can be quite effective."

Researchers can also incorporate measures of air pollution into studies related to brain health or other health outcomes.

"Anybody collecting data from human participants on brain outcomes or cardiovascular outcomes or anything else could easily add questions to assess air pollution exposure, such as obtaining their addresses," said Sally Hang, a Ph.D. student in psychology and the study's first co-author.
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Researchers integrate fast OCT system into neurosurgical microscope | ScienceDaily
Researchers have successfully integrated a megahertz-speed optical coherence tomography (MHz-OCT) system into a commercially available neurosurgical microscope and demonstrated its clinical usefulness. This advancement represents an important step toward developing an OCT instrument that could be used to identify tumor margins during brain surgery.


						
OCT is a non-invasive imaging technique that provides high-resolution, cross-sectional images of tissue that allow visualization of structures beneath the surface. Although this imaging approach is widely used in ophthalmology and cardiology, most commercial OCT systems can acquire only about 30 2D images in a second.

"The MHz-OCT system we developed is very fast, about 20 times faster than most other OCT systems," said Wolfgang Draxinger from Universitat zu Lubeck. "This allows it to create 3D images that reach below the brain's surface. These could be processed, for example with AI, to find and show parts that are not healthy and further need treatment yet would remain hidden with other imaging methods."

In the Optica Publishing Group journal Biomedical Optics Express, researchers led by Robert Huber describe results from a clinical study of the microscope integrated MHz-OCT system. They showed that the system can be used during a surgical procedure to acquire high quality volumetric OCT cross-sectional scans within seconds, with the images immediately available for post-processing.

"We see our microscope integrated MHz-OCT system being used not just in brain tumor surgeries, but as a tool in every neurosurgery setting, since it can acquire high contrast pictures of anatomy such as blood vessels through the thick membrane that surrounds the brain," said Draxinger, first author of the new paper. "This could significantly improve outcomes for procedures requiring detailed information about anatomical structures beneath the brain's surface, such as deep brain stimulation for Parkinson's disease."

Speeding up OCT

The researchers have been working for some time to speed up OCT technology by improving the light sources and sensors used and developing software to process the large amount of data generated. This resulted in the development of an MHz-OCT system that can achieve over a million depth scans per second.




The megahertz speed makes it possible to acquire over a million depth scans in just one second. This imaging speed is possible because the system incorporates a Fourier domain mode locking laser, first conceived in 2005 by Huber during his doctoral thesis research at MIT under James G. Fujimoto, who together with Eric Swanson and David Huang invented OCT. In addition, the development of graphics processing unit (GPU) technology over the past 15 years led to the computational capabilities required for processing the raw OCT signal into readable visuals without a bulky computer.

To find out if the MHz-OCT instrument they developed could be used to view brain tumor margins, the researchers integrated it with a special type of microscope that surgeons use to get a better view of the brain.

Taking it to the operating room

After building the integrated system, they tested it with calibration targets and tissue analog phantoms. Once satisfied with these results, they proceeded through patient safety testing and then began a clinical study investigating its application in brain tumor resection neurosurgery in 30 patients.

"We found that our system integrates well with the regular workflow in the operating room, with no major technological issues," said Draxinger. "The quality of the images acquired surpassed our expectations, which were set low due to the system being a retrofit."

During the clinical study, the researchers acquired about 10 TB of OCT imaging data along with matched pathological histology information. They note that they are still in the very early stages of understanding the data and images the new system is producing and developing AI methods for classifying the tissue. Thus, it will likely be years before this technology could be widely used to support brain tumor resection neurosurgery.

They are also preparing a study in which the new system will be used to demonstrate the exact location of brain activity in reaction to, for example, an external stimulus, during neurosurgery. This could hold promise for enhancing the precision of implantation of neuroprosthetic electrodes, allowing more accurate control of prosthetic devices by tapping into the brain's electrical signals.
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Researchers discovered mechanism driving immune perturbations after severe infections | ScienceDaily
Researchers at Baylor College of Medicine and collaborating institutions have discovered a mechanism that drives the long-term decline in immune response that is observed after tuberculosis (TB) has been successfully treated. Their findings, published in the Proceedings of the National Academy of Sciences, suggest a potential new way to restore immune responsiveness and reduce mortality risk after severe infections. 


						
"Sepsis, the body's extreme response to an infection, and TB are associated with loss of protective immune responses and increased mortality post successful treatment," said Dr. Andrew DiNardo, corresponding author and associate professor in the section of infectious diseases and division of pediatric global and immigrant health at Baylor College of Medicine and Texas Children's Hospital. "In the current study, we investigated what mediated the perturbation of immune function after severe infections."

Researchers knew that severe and chronic infections in humans and animals result in persistent epigenetic changes. These changes refer to alterations in chemical markings on the DNA that tell cells in the body which genes to turn on or off.

For instance, TB dampens immune responsiveness by adding extra methyl chemical tags (DNA methylation) to certain genes involved in immune responses. Consequently, the body produces fewer proteins mediating immune defense which increases susceptibility to infections. However, the mechanisms inducing epigenetic changes in infections were not clear.

TCA plays a role in epigenetic changes

Previous studies have identified the tricarboxylic acid (TCA) cycle, a key part of cellular metabolism, as a metabolic driver of the epigenetic landscape in cancer. DiNardo and his colleagues wanted to see if TCA also regulated epigenetics, specifically DNA methylation, after infection-induced immune tolerance.

The team reported that human immune cells treated in the lab with bacterial lipopolysaccharide, a bacterial product, and Mycobacterium tuberculosis, the bacteria that cause TB, became immune tolerant.




They also found that patients diagnosed with both sepsis and TB have increased TCA activation, which correlates with DNA methylation. When TB patients were given the standard care of therapy and antibiotics, plus everolimus, an inhibitor of TCA activation, the damaging methylation changes to their DNA were reduced, which suggests that it can help restore the immune system after severe infections.

"Tuberculosis is an interesting disease. By the time a person is diagnosed, they have had symptoms for over three months. But seeing that adding everolimus to standard TB antibiotic treatment reduces the number of detrimental DNA methylation marks six months into the disease is promising that we can induce epigenetic healing," DiNardo said.

"What we found is going to lead to a paradigm shift," said Dr. Cristian Coarfa, co-author and associate professor of molecular and cellular biology at Baylor. "Our approaches are not limited to tuberculosis. The evidence we have and what we are trying to build on suggests that these strategies might play a role in other infectious diseases."

The next step for the researchers is to identify which post-TB epigenetic marks are leading to increased morbidity and mortality. From there, they would like to determine which individuals would benefit the most from a host-directed therapy that can heal epigenetic scars.
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Research provides new insights into role of mechanical forces in gene expression | ScienceDaily
The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes.


						
"There are a lot of mechanical forces at play all the time that we never consider, we have very little knowledge of, and they're not talked about in textbooks," said Laura Finzi, the Dr. Waenard L. Miller, Jr. '69 and Sheila M. Miller Endowed Chair in Medical Biophysics at Clemson University.

Transcription is the process by which a cell makes an RNA copy of a segment of DNA. One type of RNA, called messenger RNA (mRNA), encodes information to make proteins required for the structure and functions of cells or tissues.

RNA polymerase (RNAP) is a type of protein that produces mRNA. It tracks processively along double helical DNA, untwists it to read the base pair sequence of only one strand and synthesizes a matching mRNA. Such "transcription" of a gene begins when RNAP binds to a "promoter" DNA sequence and ends at a "terminator" sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA.

A team of researchers led by Finzi and including David Dunlap, research professor in the Clemson Department of Physics and Astronomy, have, for the first time, demonstrated how force plays a role in an alternative to canonical termination.

Using magnetic tweezers to pull RNAP polymerase along a DNA template, the researchers were able to show that upon reaching a terminator, bacterial RNA polymerase may remain on the DNA template and be pulled to slide backward to the same or forward to an adjacent promoter to start a subsequent cycle of transcription. Thus, the direction of force determines whether a segment of DNA may be transcribed multiple times or only once. Finzi and Dunlap report that this force-directed recycling mechanism can change the relative abundance of adjacent genes.

Furthermore, they found that the ability of a sliding RNAP requires the C-terminal domain of the alpha subunit to recognize a promoter oriented opposite to the direction of sliding. These subunits "allow it to stay on track, flip around and grab the other strand of the DNA double helix where another promoter might be," she said. Indeed, with the alpha subunits deleted, flipping around to oppositely oriented promoters did not occur.

A thorough understanding of the molecular mechanisms that regulate transcriptional activity in the genome may identify therapeutic alternatives in which RNAP might be modified to suppress certain proteins and prevent disease.

Finzi said there might be locations in the genome where recycling is more frequent than others, but that is still unknown.

"My hope is that one day we will have a spatio-temporal map of forces acting on the genome at various times during the life cycle of various types of cells in our organism. Our research highlighting the effect of forces on the probability of repetitive transcription may then help predicting and plotting, in a heat map sort of way, the different levels of transcription of different genes," Finzi said.
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Seeing double: Designing drugs that target 'twin' cancer proteins | ScienceDaily
Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites.


						
To design a drug that blocks a cancer-related protein, Scripps Research scientists took a hint from the protein's paralog, or "twin." Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize drugs that bound to a similar -- but more difficult to detect -- spot on its twin. Ultimately, they found drugs that only bound to the protein of interest and not its highly similar sibling.

Their approach, described in Nature Chemical Biology on September 18, 2024,and dubbed "paralog hopping," could uncover new binding sites for drugs and inform drug development more broadly, since nearly half of the proteins in human cells -- including many involved in cancer and autoimmune diseases -- have such paralogs.

"This method may be generally useful in cases where you have paralogs, and you are trying to find a new drug for one of them," says senior author Benjamin Cravatt, PhD, the Norton B. Gilula Chair in Biology and Chemistry at Scripps Research. "Being able to target one paralog over another is an important goal in drug development, as two paralogs often have different functions."

Many genes have duplicated throughout evolution, resulting in multiple copies in the human genome. In some cases, copies have evolved slightly different sequences from each other, making their corresponding proteins into paralogs. These protein paralogs remain highly similar in structure and often have redundant or overlapping functions within cells.

In recent years, Cravatt's research team formulated an approach to develop drugs that bind to the amino acid cysteine -- a protein building block with unique, highly reactive chemical properties. The scientists' method takes advantage of cysteines as an optimal site for drugs to attach to a protein permanently, often inactivating it. However, not all proteins have accessible cysteines. In the cases of paralog pairs, one protein may have a druggable cysteine that the other does not.

"We started with this idea that if you know how to drug one protein, you can figure out how to drug its paralog in a similar way," says Yuanjin Zhang, a graduate student at Scripps Research and first author of the new paper.




As a test case, the team tackled the paralog pair known as CCNE1 and CCNE2. Both proteins have been found to be overactive in breast, ovarian and lung cancer. However, scientists suspected that the two proteins play slightly different roles. The team posited that turning off just one protein could make treating some cancers more effective.

It has been difficult, however, to design drugs that target the CCNE1 and CCNE2 proteins to test this hypothesis. Cravatt, Zhang and their colleagues knew that CCNE2 had a druggable cysteine, while CCNE1 did not. If they could identify drugs that bound to the same spot on CCNE1, even in the absence of a cysteine, they suspected the protein would shut off.

The scientists first engineered a cysteine into CCNE1, mimicking the drug-binding spot they had pinpointed in CCNE2. They then leveraged this neo-cysteine to identify drugs that bind to CCNE1. Next, they screened a library of other chemical compounds for the ability to compete with that drug in binding to CCNE1. The team reasoned that some of the compounds that competed for the same spot would bind in ways that did not rely on the cysteine.

Indeed, Cravatt, Zhang and their colleagues discovered multiple compounds that could bind to the same site on CCNE1 even when the cysteine was removed again. Some compounds did not bind to CCNE2. Some also had opposite functions, stabilizing the molecule so that it might be more active than usual, rather than inactivating it. Structural studies revealed that the CCNE1 compounds bind to a cryptic pocket that was not previously known to be druggable.

The team says the approach highlights the importance of screening for drugs in diverse, creative ways.

"If we had just screened looking for compounds with a particular function, we would not have identified all of these various functional molecules, and if we had just looked at the structure of CCNE1, we would not have found this binding pocket at all," says Zhang.

More research is needed to discover whether the new compounds have potential utility in treating cancer or other diseases in which CCNE1 plays a role. Next, the scientists plan to apply their paralog-hopping method to other pairs of proteins important for tumorigenesis.

In addition to Cravatt and Zhang, authors of the study, "An allosteric cyclin E-CDK2 site mapped by paralog hopping with covalent probes," include Zhonglin Liu, Sang Joon Won, Divya Bezwada and Bruno Melillo of Scripps; and Marsha Hirschi, Oleg Brodsky, Eric Johnson, Asako Nagata, Matthew D. Petroski, Jaimeen D. Majmudar, Sherry Niessen, Todd VanArsdale, Adam M. Gilbert, Matthew M. Hayward, Al E. Stewart and Andrew R. Nager of Pfizer, Inc.

This work was supported by funding from the National Cancer Institute (R35 CA231991) and Pfizer. 
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New mouse models offer valuable window into COVID-19 infection | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.


						
According to their new study in eBioMedicine, these mouse models are important for COVID-19 research because their cells were engineered to include two important human molecules that are involved in SARS-CoV-2 infection of human cells -- and these humanized mice were generated on two different immunologic backgrounds. The new models can help shed light on how SARS-CoV-2 moves through the body and why different people experience wildly different COVID-19 symptoms.

"With these mouse models, we can model epidemiologically-relevant SARS-CoV-2 infection and vaccination settings, and we can study all relevant tissues (not just the blood) at different timepoints following infection and/or vaccination," says LJI Professor Sujan Shresta, Ph.D., who co-led the research with LJI Histopathology Core Director Kenneth Kim, Dipl. ACVP, and the late Kurt Jarnagin, Ph.D., of Synbal, Inc.

Already, these new mouse models have helped scientists capture a clearer picture of how SARS-CoV-2 affects humans. They are also available to the wider COVID-19 research community.

"This work is part of LJI's mission to contribute to pandemic preparedness around the world," says Shresta.

Mouse models are a critical tool for understanding infection

Shresta's lab is known for producing mouse models to study immune responses to infectious diseases such as dengue virus and Zika virus. In 2021, her laboratory partnered with Synbal, Inc., a preclinical biotechnology company based in San Diego, CA, to develop multi-gene, humanized mouse models for COVID-19 research. The project was also supported by Synbal CEO and LJI Board Member David R. Webb, Ph.D.




Shresta and Jarnagin collaborated to produce mice that express either human ACE2, human TMPRSS2, or both molecules in the C57BL/6 and BALB/c mouse genetic backgrounds. "Immunologists have found that these two genetic backgrounds in mice elicit different immune responses," says Shresta.

As Shresta explains, having the flexibility to include the genes for one or both of these molecules in two different mouse genetic backgrounds gives scientists an opportunity to investigate two key areas. First, they can examine how each of these molecules contribute to infection with different SARS-CoV-2 variants. Second, they can study how the host's genetic background might influence disease progression and immune response following infection with different variants.

Zooming into infected tissues

The researchers then took a closer look at how these models responded to actual SARS-CoV-2 infection. LJI Postdoctoral Fellow Shailendra Verma, Ph.D., worked in LJI's High Containment (BSL-3) Facility to take tissue samples from the various mouse strains exposed to SARS-CoV-2.

"This work wouldn't have been possible if we didn't have a BSL-3 facility at LJI," says Shresta, who has worked closely with LJI's Department of Environmental Health and Safety to conduct several cutting-edge studies in the facility.

Next, Kim, a board-certified pathologist, examined the tissue samples and compared them to pathologic findings from humans with COVID-19.




Kim's analysis showed signs of SARS-CoV-2 infection in the lungs, which are also the tissue most vulnerable to SARS-CoV-2 infection in humans. Kim could also see mouse immune cells responding to infection in a way that reflected the human immune response.

By characterizing these responses in the new mouse models, the researchers have established a foundation for understanding the immune heterogeneity -- or wide range of immune responses -- of SARS-CoV-2-induced disease.

"There's no such thing as a perfect animal model, but our goal is always to make an animal model that recapitulates the human disease and immune response as much as possible," says Shresta.

The new mouse models may prove valuable for studying responses to emerging SARS-CoV-2 variants and future coronaviruses with pandemic potential.

"Not only are these models useful for current COVID-19 studies, but if there should be another coronavirus pandemic -- with a virus that utilizes the same ACE2 receptor and/or TMPRSS2 molecule for viral entry into human cells -- then these mouse lines on two different genetic backgrounds will be ready," says Kim.

Additional authors of the study, "Influence of Th1 versus Th2 immune bias on viral, pathological, and immunological dynamics in SARS-CoV-2 variant-infected human ACE2 knock-in mice," include Erin Maule, Paolla B. A. Pinto, Chris Conner, Kristen Valentine, Dale O Cowley, Robyn Miller, Annie Elong Ngono, Linda Tran, Krithik Varghese, Rubens Prince dos Santos Alves, Kathryn M. Hastie and Erica Ollmann Saphire.

This study was supported by the National Institutes of Health (grant U19 AI142790-02S1 and R44 AI157900), the GHR Foundation, the Arvin Gottlieb Charitable Foundation, the Overton family, and by a American Association of Immunologists Career Reentry Fellowship (FASB).
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Antibodies in breast milk provide protection against common GI virus | ScienceDaily
A study led by researchers at the University of Rochester Medical Center found that breast milk provides protection against rotavirus, a common gastrointestinal disease that causes diarrhea, vomiting and fever in infants. Babies whose mothers had high levels of specific antibodies in their breast milk were able to fend off the infection for a longer period than infants whose mothers had lower levels. The findings are expected to drive future research to improve infant health through optimized breastfeeding practices.


						
Published in the Journal of Clinical Investigation and funded by the Bill and Melinda Gates Foundation, the study also found significant differences in antibody profiles in breast milk between mothers in high-income countries (HICs) and low- and middle-income countries (LMICs). Researchers analyzed human milk samples from 695 women in Finland, the U.S., Pakistan, Peru, and Bangladesh, and measured specific IgA and IgG antibodies, which are common antibodies produced in breast milk, against 1,607 proteins from 30 pathogens.

The research, led by Dr. Kirsi Jarvinen-Seppo, MD, PhD, professor in the Division of Allergy and Immunology at UR Medicine Golisano Children's Hospital (GCH), tracked antibody levels and kinetics over time to analyze antibody responses to a wide range of respiratory, diarrheal and sepsis pathogens in human milk. The study's primary aim was to understand the protective properties of these antibodies and how they vary across different geographic and economic regions.

"We would expect to find differences in antibody levels in different countries, due to different diseases circulating among areas of the world, but this is one of the first times that there's been a head-to-head comparison for dozens of pathogens across several continents," said Jarvinen-Seppo. "It was encouraging to see such a clear link between higher antibody levels and a delay to rotavirus infection, and this was consistently observed among an independent validation cohort."

Other notable findings from the study:
    	Milk from women in LMICs had higher levels of IgA and IgG antibodies against various intestinal and respiratory pathogens compared to milk from HICs. This difference was particularly notable for pathogens such as Shigella and pneumococcus, which are major contributors to morbidity and mortality in young children.
    	Higher body mass index (BMI) was associated with lower antibody levels, which went against expectations.

"The variation in antibody profiles between regions highlights the impact of economic and environmental factors on maternal immunity," said Jarvinen-Seppo.

In addition to Rotavirus findings, the discovery that a higher BMI was associated with lower antibody counts in breast milk was also unexpected.

"We had anticipated that underweight mothers might have lower antibody levels due to poorer nutritional status," said Jarvinen-Seppo. "Due to rising obesity rates worldwide, this could be a significant finding, but this is preliminary and additional research is needed since this is the first time this has been measured."

"While the data on rotavirus protection is compelling, the geographical and BMI-related variations highlight areas where further research is essential. The study sets the stage for additional investigations that could lead to better understanding and interventions for improving infant health globally," said Jarvinen-Seppo.
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New images of RSV may expose stubborn virus's weak points | ScienceDaily
The complex shape of respiratory syncytial virus is one hurdle limiting the development of treatments for an infection that leads to hospitalization or worse for hundreds of thousands of people in the United States each year, according to the Centers for Disease Control and Prevention. New images of the virus from researchers at the University of Wisconsin-Madison may hold the key to preventing or slowing RSV infections.


						
RSV is of greatest concern in young children, the elderly and adults at high risk for respiratory complications. Yet unlike the flu and other common, communicable respiratory illnesses that annually sweep through schools, there are few options for fighting RSV. In the U.S., prophylactic treatments are available for young children, and existing vaccines are approved only for pregnant women and the elderly.

The virus's structure -- which consists of tiny, bending filaments -- have eluded researchers. This has made it difficult to identify key drug targets, including viral components that are conserved across related viruses.

"There are a number of viruses related to RSV that are also significant human pathogens, including measles," says Elizabeth Wright, a UW-Madison biochemistry professor. "What we know about related viruses gives us clues about RSV protein structures, but to identify drug targets we need a closer look at RSV proteins that are intimately associated with the membranes of host cells."

Using an imaging technique called cryo-electron tomography, Wright and her team have now revealed details of molecules and structures essential to RSV's form and function. They published their findings recently in Nature.

Cryo-ET freezes viral particles or other molecules at ultracold temperatures, stopping biological processes in action. This allows researchers to examine the structures of organisms, cells and organelles, and viruses and capture small-scale images of structures frozen in time. Flash-freeze many RSV particles, and cryo-ET imaging will capture (nearly) all the virus's possible configurations from many different angles. These 2D images are combined to produce a representation of the virus's 3D structures at high resolutions -- even at the level of individual atoms.

Wright's recent study produced high-resolution images detailing the structure of two RSV proteins, RSV M protein and RSV F protein, that are crucial to the interaction between the virus and the host cell membrane. Both proteins are also present in related viruses.

RSV M protein interacts with host cell membranes, holding together the virus's filamentous structure and coordinating viral components and other proteins -- including RSV F proteins. RSV F proteins sit on the viral surface, ready to engage with host cell receptors and regulate the virus's fusion and entry into the host cell. The scientists' images reveal that in RSV, two F proteins come together to form a more stable unit. Wright says that this association may prevent the F proteins from prematurely infecting the host cell.

"Our primary findings reveal structural details that allow us to better understand not only how the protein regulates assembly of viral particles, but also the coordination of proteins that enable the virus to be infectious," says Wright.

The scientists believe that F protein pairs may be a key to destabilizing the virus before it is ready to infect its next host, making pairs of F proteins a possible target for future drug development. They will continue to explore how RSV proteins interact with each other to cause infection.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241001142644.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Who's a good boy?' Humans use dog-specific voices for better canine comprehension | ScienceDaily
The voice people use to address their dogs isn't just because of their big puppy eyes. Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a study published October 1st in the open-access journal PLOS Biology by Eloise Deaux of the University of Geneva in Switzerland and colleagues.


						
Dogs respond to human speech, even though they themselves cannot produce human sounds. To better understand how people and pups communicate, the scientists analyzed the vocal sounds of 30 dogs. They also analyzed the sounds of 27 humans across five languages speaking to other people, and 22 humans across those languages speaking to dogs. The scientists also used electroencephalography (EEG) to examine the brain responses to speech in humans and dogs.

Humans are much faster 'talkers' than dogs, the study showed, with a speech rate of about four syllables per second, while dogs bark, growl, woof, and whine at a rate of about two vocalizations per second. When talking to dogs, the humans slowed their speech to around three syllables per second. EEG signals of humans and canines showed that dogs' neural responses to speech are focused on delta rhythms, while human responses to speech are focused on faster theta rhythms. The authors suggest that humans and dogs have different vocal processing systems, and that slowing down our speech when speaking to pets may have ultimately helped us better connect with them.

The authors add, "What's further interesting, is that while dogs use slow rhythm to process speech and contrary to popular beliefs, they need both content and prosody to successfully comprehend it."
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A tool to enhance the taste and texture of sourdough and study the complexity of microbiomes | ScienceDaily
When millions of people went into lockdown during the pandemic, they went in search of new at-home hobbies to help cure their boredom. Among them was making sourdough bread. In addition to being sustainable for its use of natural ingredients and traditional methods which date back thousands of years to ancient Egypt, it also is valued for its nutritional benefits. For example, studies have shown that sourdough contains more vitamins, minerals and antioxidants compared to many other types of bread. For people with mild sensitivities to gluten, sourdough bread can be easier to digest since much of the gluten is broken down during the fermentation process. What's more, many lactic acid bacteria species, which are foundational to sourdough, are considered probiotics, associated with improved gastrointestinal health.


						
A Flavor Profile Years in the Making

The process of making sourdough bread begins with a sourdough starter. These starters are created when microbes -- communities of bacteria and yeast -- stabilize in a flour and water mixture. Known as a microbiome, this community of wild yeast and bacteria is what makes sourdough bread rise and contributes to its taste and texture. Sourdough notably differs from most bread because it relies on this starter of wild microbes to help it rise instead of baker's yeast packets.

Many sourdough starters are preserved over generations, with some samples dating back thousands of years. To maintain a sourdough starter, you extract a sample from a previous dough and mix it into new flour and water. With enough transfers of the sourdough starter, the microbial community will be composed of the yeast, lactic acid bacteria (LAB), and acetic acid bacteria (AAB) that are best adapted to the sourdough environment. What makes different sourdough starters unique are the varying strains of yeast and bacteria that produce the distinctive sour flavor.

Testing Genetic Diversity

Advances in sequencing technology have enabled researchers to rapidly profile microbial communities, such as the sourdough microbiome. At Syracuse University, members of biology professor Angela Oliverio's lab have been studying acetic acid bacteria to determine how genetic diversity of AAB impacts sourdough communities.

While previous research has focused more on lactic acid bacteria and yeast, the ecology, genomic diversity, and functional contributions of AAB in sourdough remain largely unknown. Beryl Rappaport, a Ph.D. student in Oliverio's group, recently led a paper published in mSystems, a journal of the American Society for Microbiology, where she and other sourdough scientists, including Oliverio, Nimshika Senewiratne from the Oliverio lab, SU biology professor Sarah Lucas, and professor Ben Wolfe from Tufts University, sequenced 29 AAB genomes from a collection of over 500 sourdough starters and constructed synthetic starter communities in the lab to define the ways in which AAB shape emergent properties of sourdough. The team's work was supported by a National Science Foundation grant awarded to Oliverio earlier this year.




"While not as common in sourdough as lactic acid bacteria, acetic acid bacteria are better known for their dominant roles in other fermented foods like vinegar and kombucha," says Rappaport. "For this study, we were interested in following up on previous findings which stated that when present in sourdough, AAB seems to have a strong impact on key properties including scent profile and metabolite production, which shape overall flavor formation."

To assess the consequences of AAB on the emergent function of sourdough starter microbiomes, their team tested 10 strains of AAB, some distantly related and some very closely related. They set up manipulative experiments with these 10 strains, adding each one to a community of yeast and LAB. They kept a separate community of just yeast and LAB to serve as the control.

"Since we can manipulate what microbes and what concentrations of microbes go into these synthetic sourdough communities, we could see the direct effects of adding each strain of AAB to sourdough," says Rappaport. "As we expected, every strain of AAB lowered the pH of the synthetic sourdough (associated with increasing sourness) since they release acetic acid and other acids as byproducts of their metabolic processes. Unexpectedly, however, AAB that were more closely related did not release more similar compounds. In fact, there was high variation in metabolites, many related to flavor formation, even between strains of the same species."

According to Rappaport, strain diversity is often overlooked in microbial communities, in part because it is difficult to identify and manipulate levels of diversity due to the vastness of microorganisms within a given community. The human gut biome alone can have roughly 100 trillion bacteria living in it! By zooming into the diversity among closer relatives in the lab, researchers can start to understand key interactions in microbiomes.

A New Starter Source

When it comes to baking, she says their findings offer bread makers a new direction to shape sourdough flavor and texture.




"Since AAB reliably acidified the starters we worked with and released a large variety of flavor compounds, bakers who want their sourdough to be more sour or to create new flavors may try sourcing a starter with AAB or attempt to capture AAB themselves," says Rappaport. "We hope that this study helps to shine a light on the diversity of microbes found in sourdough and their important functional roles."

Their research could also have implications on the health benefits of sourdough bread.

During the fermentation process, AAB generates acetic acid, which significantly aids in breaking down gluten and complex carbohydrates, enhancing the digestibility of sourdough. By examining the genetic diversity of AAB and its influence on acetic acid production, researchers can develop strains that optimize this process.

The Broader Impact

The team uses sourdough primarily for its use as a model system because the sourdough microbiome is relatively simple to culture and use for repeated experiments in the lab. But their results stretch far beyond baking.

"Our findings will be relevant to people interested in more complex microbial communities, like the human gut or soil," says Rappaport. This is because the sourdough system can be used to ask questions about ecology and evolution which would be more difficult to ask with more complex systems.

When it comes to the human gut, microbial communities can help build resilience to infections and improve efficiency in breaking down complex carbohydrates, fiber, proteins and fats. In the case of soil, microbes help to break down organic matter and maintain overall soil ecosystem stability. There are many unknowns, however, about how multiple levels of genetic diversity impact these processes.

By recognizing how strain diversity can have community-wide consequences on a microbiome, the team's insights could have wide-ranging benefits for human health, wellness and environmental sustainability.
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Structure of a eukaryotic CRISPR-Cas homolog, Fanzor2, shows its promise for gene editing | ScienceDaily
A revolution in biomedicine is currently underway, driven by the application of genome engineering tools such as the prokaryotic CRISPR-Cas9. New genome editing systems continue to be identified in different organisms, adding to the potential toolbox for various therapeutic applications. Scientists at St. Jude Children's Research Hospital studied the evolutionary journey of Fanzors, eukaryotic genome-editing proteins. Using cryo-electron microscopy (cryo-EM), the researchers provided insights into the structural divergence of Fanzor2 from other RNA-guided nucleases, proposing a framework for future protein engineering endeavors. The findings were published today in Nature Structural & Molecular Biology.


						
CRISPR-Cas9, the genome-editing approach that won the Nobel Prize in Chemistry in 2020, was adapted from a naturally occurring genome editing system bacteria use as a defense mechanism. CRISPR-Cas systems may have originated from transposons, DNA elements that move from one genomic location to another. Recently, a large and ancient transposon-associated protein family found in bacteria, called TnpB, was discovered to be a functional predecessor to multiple CRISPR-Cas9 and -Cas12 subtypes, providing an evolutionary bridge between the two processes. The Fanzor protein family, comprised of Fanzor1 and Fanzor2, are homologs of TnpB found in eukaryotes and eukaryotic viruses.

Elizabeth Kellogg, PhD, St. Jude Department of Structural Biology, studied the structure of Fanzor2 to chart how these systems have evolved, offering key insights to inform future approaches to genome engineering technology.

Fanzor potential lies in its structure-function relationship

"Since it was discovered that TnpBs are also RNA-guided nucleases, much like CRISPR-Cas9, we've become very interested in their diversity," explained Kellogg. "They have a huge variety in terms of their architecture, shapes and the RNAs that are associated with them. We are just now uncovering all sorts of biological roles for TnpBs."

One key factor that makes TnpBs and Fanzors so exciting is their relative size -- they are significantly smaller than their Cas9 and Cas12 relations. In terms of genome engineering, minimizing the size of the protein offers more functionality. Through cryo-EM structures of Fanzor2 associating with its native RNA guide and DNA target, Kellogg pieced together the relationship between structure and function in RNA-guided nucleases. The work also revealed that RNA's role in helping to structure the active site of Fanzor2 differs from other classes, suggesting the RNA and protein co-evolved on a separate evolutionary branch from the Cas12 family of CRISPR nucleases.

"The protein was pretty minimal, but the structure suggests there's way more malleability in terms of how they function with their RNAs," Kellogg said. "It hints that we could reduce its size further, but there's a lot more to be done to understand that."

Kellogg hopes this structure will be the launchpad for novel approaches to engineering the next generation of RNA-guided nucleases. Moreover, considering the diversity of the family, it is clear that with knowledge comes power. "The structural diversity of these complexes is just something that we have no understanding of at all," she emphasized. "That's where I think it's important, not only for understanding the functional constraints that make something an RNA-guided nuclease, but also how you understand those principles and harness them in engineering. That's what I'm interested in."




Authors and funding

The study's first authors are Richard Schargel, Cornell University; and Zuhaib Qayyum and Ajay Singh Tanwar, St. Jude. The study's other author is Ravi Kalathur, St. Jude.

The study was supported by grants from the National Institutes of Health (R01GM144566), Pew Biomedical Foundation, the National Science Foundation Graduate Research Fellowship Program and ALSAC, the fundraising and awareness organization of St. Jude.
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It all adds up: Study finds forever chemicals are more toxic as mixtures | ScienceDaily
A first-of-its-kind study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as "forever chemicals," when mixed together in the environment and in the human body.


						
The good news: Most of the tested chemicals' individual cytotoxicity and neurotoxicity levels were relatively low.

The bad news: the chemicals acted together to make the entire mixture toxic.

"Though they are structurally similar, not all forever chemicals are made equal -- some are more potent, others less. When mixed, all components contributed to the mixture's cytotoxicity and neurotoxicity," says the study's first-author, Karla Rios-Bonilla, a chemistry PhD student at the University at Buffalo.

"In the laboratory assays we used in this study, most of the types of PFAS that we tested did not appear to be very toxic when measured individually. However, when you measure an entire sample with multiple PFAS, you see the toxicity," adds study co-author Diana Aga, PhD, director of the RENEW Institute, SUNY Distinguished Professor and Henry M. Woodburn Chair in the UB Department of Chemistry.

This research was conducted in collaboration with Beate Escher of the Helmholtz Centre for Environmental Research (UFZ), Leipzig, Germany, where Rios-Bonilla did the in vitro toxicity experiments in the high-throughput screening facility CITEPro. It was published Sept. 11 in Environmental Science and Technology, a journal of the American Chemical Society.

The study is novel in that it assesses mixture toxicity of PFAS. These synthetic compounds have been widely used in consumer products -- from nonstick pans to makeup -- for decades, and they can take hundreds to thousands of years to break down, if ever. They are estimated to be in at least 45% of the nation's drinking water and in the blood of practically every American, and they have been linked to cancer and neurodevelopmental disorders.




Earlier this year, U.S. Environmental Protection Agency (EPA) issued the first-ever drinking water standards for six kinds of PFAS. However, it is estimated that there are over 15,000 varieties present in the environment. Only a handful of these chemicals have standards and are regulated.

"There are six PFAS that can be regulated because we know a lot about them and their toxicity. Unfortunately, we cannot regulate other forms of PFAS until their toxicities are known," says Aga, who is principal investigator of the EPA STAR grant that funded the research. "We need to set maximum contamination levels for each PFAS that is proportional to their toxicity. To regulate contaminants, it is crucial to know their relative potencies when they occur as mixtures in the environment along with their predicted environmental concentrations."

Other co-authors from UB are G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor and associate chair in the Department of Chemistry, and Judith Cristobal, PhD, senior research scientist.

Rios-Bonilla is also supported by a graduate fellowship from the National Institute of Environmental Health Sciences (NIEHS) of the National Institutes of Health (NIH).

PFOA and PFOS are major contributors to mixture toxicity 

To conduct the study, researchers created their own PFAS mixtures, one that is representative of an average American's blood serum, and the other of surface water samples found in the U.S. Rios-Bonilla used data from the U.S. Centers for Disease Control and Prevention and from the U.S. Geological Survey to determine the average concentration ratios of PFAS in human blood and in surface water, respectively.




They then tested these mixtures' effects on two cell lines; one that tests for mitochondrial toxicity and oxidative stress and the other for neurotoxicity.

Of the 12 PFAS spiked in the water mixture, perfluorooctanoic acid (PFOA) -- commonly used in nonstick pans and firefighting foam -- was the most cytotoxic, making up to 42% of the mixture's cytotoxicity.

On the other hand, both PFOA and perfluorooctane sulfonic acid (PFOS) contributed roughly the same cytotoxicity (25%) to the neurotoxicity assay, despite both contributing only 10 and 15% to the mixture in terms of concentration, respectively.

The blood mixture had four PFAS present, but PFOA again was the most cytotoxic to both cell lines. Despite its molar contribution being only 29%, PFOA triggered 68% of the cytotoxicity in the cytotoxicity assay, and 38% in neurotoxicity assay.

Interestingly, when researchers analyzed the toxicity of the extracts from real biosolid samples collected from a municipal wastewater treatment plant, very high toxicities were observed despite the measured low concentrations of PFOA and other PFAS in the sample.

"This means that there are many more PFAS and other chemicals in the biosolids, which have not been identified, that contribute to the toxicity of the extracts observed," Aga says.

Synergistically versus additive

One of researchers' goals was to determine if PFAS acts synergistically. This is when two or more chemicals' combined effect is greater than the sum effect of the individual chemicals. However, their findings indicate that the effect of PFAS is concentration-additive: this means that an established mixture toxicity prediction model can be used to predict the combined effect of mixtures.

"As up to 12 PFAS in the mixtures acted concentration-additive for cytotoxicity and specific neurotoxicity, it is likely that the thousands of other PFAS that are in commerce and use are also acting in the same manner," Escher says. "Mixtures pose more of a risk than individual PFAS. As they act and occur in mixtures, they ought to be regulated as mixtures."

Researchers say the results of this study will also be very useful in assessing effectiveness of remediation efforts. Breaking down PFAS can sometimes create harmful byproducts that cannot be detected by chemical analysis, so measuring the toxicity of a sample after treatment may be the only way to judge whether a remediation technology is effective.

"Toxicity assays can be a complementary tool when analytical chemistry doesn't give you all the answers, especially when the identities of contaminants in the mixture are unknown, which is the case in many polluted sites," Aga says.
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Promising TB therapy appears safe for patients with HIV | ScienceDaily
A therapy showing promise to help control tuberculosis (TB) does not interfere with combined antiretroviral therapy (cART), according to research by Texas Biomedical Research Institute (Texas Biomed).


						
"This is an important hurdle that this host-directed therapy had to clear in order to help patients battling both HIV and TB," said Texas Biomed Professor Smriti Mehra, Ph.D., who led the study recently published in the peer-reviewed journal JCI Insight.

TB is responsible for more than 1.3 million deaths worldwide every year. Dr. Mehra and her team have been investigating a therapy currently used in cancer as a potential treatment for patients with drug-resistant TB and/or comorbid HIV. While many cases of TB can be controlled with months of antibiotics, the infection can return in people who are immunocompromised as a result of HIV. Now that cART is so effective at controlling HIV, a resurging TB infection can often be deadly to those individuals.

Dr. Mehra is studying a host-directed therapy that blocks or inhibits an immune system protein naturally found in the body. The protein, called IDO (short for Indoleamine-2,3-dioxygenase), normally suppresses the immune system, preventing it from causing excessive inflammation and organ damage. Inhibiting IDO for short intervals of time has led to more successful cancer treatments. Dr. Mehra's team has previously shown the same approach improves control of TB in conjunction with antibiotics.

This current study in nonhuman primates with both TB and simian immunodeficiency virus, the nonhuman primate version of HIV, showed the IDO inhibitor does not interfere with cART.

"There was no increase in viral load in animals given cART and the IDO inhibitor, compared with animals only given cART, proving the inhibitor is safe to give to patients with HIV," Dr. Mehra said.

Now that the researchers have shown the inhibitor works well in conjunction with TB antibiotics and with cART separately, they plan to study how it performs when given in conjunction with both antibiotics and cART together. This treatment regimen is standard for patients with both HIV and active TB. Dr. Mehra said that longer-term studies are also needed to confirm there are no unintended side effects.

The IDO inhibitor is already FDA-approved for use in patients with cancer, which shortens the path to potential approval for patients with TB/HIV when compared with developing a brand-new drug.
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ChatGPT shows human-level assessment of brain tumor MRI reports | ScienceDaily
Using real-world information written in Japanese, large language model displays accuracy on par with neuroradiologists.


						
As artificial intelligence advances, its uses and capabilities in real-world applications continue to reach new heights that may even surpass human expertise. In the field of radiology, where a correct diagnosis is crucial to ensure proper patient care, large language models, such as ChatGPT, could improve accuracy or at least offer a good second opinion.

To test its potential, graduate student Yasuhito Mitsuyama and Associate Professor Daiju Ueda's team at Osaka Metropolitan University's Graduate School of Medicine led the researchers in comparing the diagnostic performance of GPT-4 based ChatGPT and radiologists on 150 preoperative brain tumor MRI reports. Based on these daily clinical notes written in Japanese, ChatGPT, two board-certified neuroradiologists, and three general radiologists were asked to provide differential diagnoses and a final diagnosis.

Subsequently, their accuracy was calculated based on the actual diagnosis of the tumor after its removal. The results stood at 73% for ChatGPT, a 72% average for neuroradiologists, and 68% average for general radiologists. Additionally, ChatGPT's final diagnosis accuracy varied depending on whether the clinical report was written by a neuroradiologist or a general radiologist. The accuracy with neuroradiologist reports was 80%, compared to 60% when using general radiologist reports.

"These results suggest that ChatGPT can be useful for preoperative MRI diagnosis of brain tumors," stated graduate student Mitsuyama. "In the future, we intend to study large language models in other diagnostic imaging fields with the aims of reducing the burden on physicians, improving diagnostic accuracy, and using AI to support educational environments."
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Lab-grown spines unlock safer treatment for women with epilepsy, study suggests | ScienceDaily
University of Queensland researchers have made a significant step towards enabling women with epilepsy safer access to a common and highly effective anti-seizure medication.


						
Sodium Valproate or valproic acid is widely prescribed for epilepsy and certain mental health conditions, but is considered harmful to use during pregnancy because of links to spinal cord defects and other complications for newborns.

Dr Giovanni Pietrogrande and Professor Ernst Wolvetang from UQ's Australian Institute for Bioengineering and Nanotechnology (AIBN) led a team of organoid experts who have identified a drug that could nullify the dangerous side effects.

"We first set out to understand why valproate causes spinal cord malformations in fetuses," Dr Pietrogrande said.

"To do this we created organoids -- human mini-spinal cords in a dish -- that closely mimic the spinal cord of a fetus in the early weeks of gestation.

"When these mini spinal cords were exposed to valproate, the team discovered that the drug changes the cells that normally form the spinal cord, leading to malformations."

Professor Wolvetang said the AIBN team then treated the organoids with the clinically approved drug Rapamycin, and found it prevented the negative effects of valproic acid.




"Therefore co-treatment with Rapamycin could be the thing that opens safe access to an extremely effective treatment for women with epilepsy," Professor Wolvetang said.

Study co-author Professor Terence O'Brien, Head of the School of Translational Medicine at Monash University and program director and deputy director of research at Alfred Brain, said the findings could help healthcare providers and patients navigate the complex challenges around the treatment of epilepsy.

"It may also provide a pathway to enabling women to continue to take this life saving medication while having healthy children," Professor O'Brien said.

Professor Wolvetang said the research highlights the potential of new technologies like human stem cell derived organoids to explore the molecular and cellular impacts of drugs.

"Organoids are a tool that allow us to develop new treatments, and also to uncover new ways to improve the safety and efficacy of existing ones," he said.

"We hope this research is another step towards fostering regulatory change in the Therapeutic Goods Administration (TGA) to establish organoids as a powerful tool for drug screening and discovery."

The work was conducted in partnership with AIBN colleagues Dr Mohammad Shaker, Dr Julio Aguado, Dr Ibrahim Javed, Professor Tom Davis, Tahmina Tabassum and Sean Morrison, as well as collaborators from UQ's School of Chemical Engineering, The University of Melbourne and Vita-Salute San Raffaele University in Milan.
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Research heralds new era for genetics | ScienceDaily
Research led by scientists at Queen Mary University of London is heralding in a new era for genetic sequencing and testing.


						
In the largest study of its kind to date, published today in Nature Medicine, an international group of researchers led by Queen Mary used new bioinformatics techniques to scan the genetic profiles of 80,000 people to understand the frequency of specific expansions of short repetitive DNA sequences in the general population.

These expansions are the most common cause of inherited neurological conditions, known as repeat expansion disorders (REDs). The study's results showed that REDs are up to three times more frequent than current estimates, which are based on clinical observation or disease diagnosis. It was also found that their frequency is common between different populations.

Dr Arianna Tucci, Clinical Reader in Genomic Medicine at Queen Mary University of London who led the research, said: "This very important advance may indicate that REDs like Huntington's disease are nearly three times more common than we think, meaning we're underdiagnosing these conditions. Alternatively, the presence of certain DNA repeats may not lead to illness in some people. This could herald a major shift in how we think about genetic testing, profiling and counselling.

"These findings were only possible because we are able to study whole genomes from the 100,000 Genomes Project in many individuals at scale. This represents a paradigm shift from traditional studies of small families with a history of a genetic condition to the analysis of large populations of individuals. Our next steps will be to study large cohorts of people that carry these genetic changes, to help us better understand what leads them to develop in certain individuals."

Dr Sarah Tabrizi, Professor of Clinical Neurology at the UCL Queen Square Institute of Neurology and co-author on the paper, said: "These results are extremely important. These data will force us as a community of researchers, academics and doctors to evaluate whether these DNA repeats address an unmet diagnostic need in rare neurological diseases, meaning the investigation of repeat expansion disorders deserves much more close attention now."
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Deep brain stimulation instantly improves arm and hand function post-brain injury | ScienceDaily
Deep brain stimulation may provide immediate improvement in arm and hand strength and function weakened by traumatic brain injury or stroke, University of Pittsburgh School of Medicine researchers report today in Nature Communications.


						
Encouraging results from extensive tests in monkeys and humans open a path for a new clinical application of an already widely used brain stimulation technology and offer insights into neural mechanisms underlying movement deficits caused by brain injury.

"Arm and hand paralysis significantly impacts the quality of life of millions of people worldwide," said senior and corresponding author Elvira Pirondini, Ph.D., assistant professor of physical medicine and rehabilitation at Pitt. "Currently, we don't have effective solutions for patients who suffered a stroke or traumatic brain injury but there is a growing interest in the use of neurotechnologies that stimulate the brain to improve upper-limb motor functions."

Brain lesions caused by serious brain trauma or stroke can disrupt neural connections between the motor cortex, a key brain region essential for controlling voluntary movement, and the muscles. Weakening of these connections prevents effective activation of muscles and results in movement deficits, including partial or complete arm and hand paralysis.

To boost the activation of existing, but weakened, connections, researchers proposed to use deep brain stimulation (DBS), a surgical procedure that involves placing tiny electrodes in specific areas of the brain to deliver electrical impulses that regulate abnormal brain activity. Over the past several decades, DBS has revolutionized the treatment of neurological conditions such as Parkinson's disease by providing a way to control symptoms that were once difficult to manage with medication alone.

"DBS has been life-changing for many patients. Now, thanks to ongoing advancements in the safety and precision of these devices, DBS is being explored as a promising option for helping stroke survivors recover their motor functions," said senior author and surgical leader of the project, Jorge Gonzalez-Martinez, M.D., Ph.D., professor and vice-chair of neurosurgery and director of the epilepsy and movement disorders program at Pitt. "It offers new hope to millions of people worldwide."

Taking cues from another successful Pitt project that used electrical stimulation of the spinal cord to restore arm function in individuals affected by stroke, scientists hypothesized that stimulating the motor thalamus -- a structure nested deep in the brain that acts as a key relay hub of movement control -- using DBS could help restore movements that are essential for tasks of daily living, such as object grasping. However, because the theory has not been tested before, they first had to test it in monkeys, which are the only animals that have the same organization of the connections between the motor cortex and the muscles as humans.




To understand the mechanism of how DBS of the motor thalamus helps improve voluntary arm movement and to finesse the specific location of the implant and the optimal stimulation frequency, researchers implanted the FDA-approved stimulation device into monkeys that had brain lesions affecting how effectively they could use their hands.

As soon as the stimulation was turned on, it significantly improved activation of muscles and grip force. Importantly, no involuntary movement was observed.

To verify that the procedure could benefit humans, the same stimulation parameters were used in a patient who was set to undergo DBS implantation into the motor thalamus to help with arm tremors caused by brain injury from a serious motor vehicle accident that resulted in severe paralysis in both arms.

As soon as the stimulation was turned on again, the range and strength of arm motion was immediately improved: The participant was able to lift a moderately heavy weight and reach, grasp and lift a drinking cup more efficiently and smoothly than without the stimulation.

To help bring this technology to more patients in the clinic, researchers are now working to test the long-term effects of DBS and determine whether chronic stimulation could further improve arm and hand function in individuals affected by traumatic brain injury or stroke.

Other authors of this research are Jonathan Ho, B.S., Erinn Grigsby, Ph.D., Arianna Damiani, M.S., Lucy Liang, M.S., Josep-Maria Balaguer, M.S., Sridula Kallakuri, Lilly Tang, B.S., Jessica Barrios-Martinez, M.D., Vahagn Karapetyan, M.D., Ph.D., Daryl Fields, M.D., Ph.D., Peter Gerszten, M.D., T. Kevin Hitchens, Ph.D., M.B.A., Theodora Constantine, P.A.-C., Gregory Adams, B.S., Donald Crammond, Ph.D., and Marco Capogrosso, Ph.D., all of Pitt.
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Siloxane nanoparticles unlock precise organ targeting for mRNA therapy | ScienceDaily
Penn Engineers have discovered a novel means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy.


						
While past research -- including at Penn Engineering -- has screened "libraries" of LNPs to find specific variants that target organs like the lungs, this approach is akin to trial and error. "We've never understood how the structure of one key component of the LNP, the ionizable lipid, determines the ultimate destination of LNPs to organs beyond the liver," says Michael J. Mitchell, Associate Professor in Bioengineering.

In a new paper published in Nature Nanotechnology, Mitchell's group describes how subtle adjustments to the chemical structure of the ionizable lipid, a key component of the LNP, allows for tissue-specific delivery, in particular to the liver, lungs and spleen.

The researchers' key insight was to incorporate siloxane composites, a class of silicon- and oxygen-based compounds already used in medical devices, cosmetics and drug delivery, into the ionizable lipids that give LNPs their name.

Much like silicon housewares, which are known for being durable and easy to sanitize, siloxane composites have been shown in prior research to have high stability and low toxicity. "We sought to explore if these attributes could be exploited to engineer highly stable and minimally toxic LNPs for mRNA delivery," the researchers report in the paper.

By carefully testing hundreds of variants of the newly christened siloxane-incorporating lipid nanoparticles (SiLNPs), the researchers determined which chemical features had an effect on mRNA delivery. "Identifying their in vivo delivery was a huge challenge," says Lulu Xue, a postdoctoral fellow in the Mitchell Lab and one of the paper's co-first authors.

At first, the researchers used the SiLNP variants to deliver mRNA encoding for firefly luciferase, the gene that causes fireflies to glow, to cancerous liver cells in an animal model, as a proxy for using SiLNPs to treat liver cancer. Wherever cells started to glow, the researchers could be confident that SiLNPs had transferred their mRNA payload to cells.




When glowing cells also appeared in the animal models' lungs, the researchers realized that certain SiLNPs variants were guiding the molecules outside the liver -- the holy grail of LNP research, since LNPs tend to congregate in the liver, due to that organ's convoluted network of blood vessels.

Among the changes the group identified that adjusted the trajectory of the SiLNPs were adjustments as small as substituting one chemical group for another -- an amide for an ester, in this case -- which led to a 90% success rate in delivering mRNA to lung tissue in the animal model.

"We just changed the structure of the lipids," says Xue, "but this small change in the lipid chemistry substantially increased extrahepatic delivery."

The group also determined that a wide variety of chemical factors affected the SiLNPs' overall efficacy, including the number of silicon groups in the lipids, the length of the lipids' tails and the structure of the lipids themselves.

In addition, the SiLNPs had a marked affinity for endothelial cells; since blood vessels are made of endothelial cells, SiLNPs may have clinical applications in regenerative medicine that targets damaged blood vessels, in particular in the lungs. Indeed, the researchers found that SiLNPs delivering substances that promote new blood vessel growth dramatically improved blood oxygen levels and lung function in animal models suffering from a viral infection that damaged their lungs' blood vessels.

The researchers theorized that one reason for SiLNPs' effectiveness could be that silicon atoms are larger than carbon atoms. Because the atoms are less tightly packed, when SiLNPs fuse with target cell membranes, the former likely increases the fluidity of the latter. That extra flexibility in turn helps the mRNA carried by SiLNPs enter the target cell, so the mRNA can be used to produce proteins more readily. As the SiLNPs travel through the bloodstream, proteins that attach to their surface also help guide them to the right tissue.




Ultimately, the SiLNPs showed up to a sixfold improvement in delivering mRNA compared to the current gold-standard LNP varieties, suggesting that the unique properties of the siloxane composites have a pronounced effect on the molecules' clinical potential. "These SiLNPs show promise for protein replacement therapies, regenerative medicine and CRISPR-Cas-based gene editing," says Xue.

"We hope that this paper can lead to new clinical applications for lipid nanoparticles by showing how simple alterations to their chemical structure can enable highly specific mRNA delivery to the organ of interest," adds Mitchell.

This study was conducted at the University of Pennsylvania's School of Engineering and Applied Science (Penn Engineering), School of Veterinary Medicine (PennVet), Perelman School of Medicine (Penn Medicine); the University of Electronic Science and Technology of China; the University of Delaware; and Temple University and was supported by a U.S. National Institutes of Health (NIH) Director's New Innovator Award (DP2 TR002776), a Burroughs Wellcome Fund Career Award at the Scientific Interface (CASI), a U.S. National Science Foundation CAREER Award (CBET-2145491), an American Cancer Society Research Scholar Grant (RSG-22-122-01-ET), and the National Institutes of Health (NICHD R01 HD115877).

Additional co-authors include Ningqiang Gong (co-first author), Xuexiang Han, Sarah J. Shepherd, Rohan Palanki, Junchao Xu, Kelsey L. Swingle, Rakan El-Mayta, Il-Chul Yoon and Jingchen Xu of Penn Engineering; Gan Zhao (co-first author), Zebin Xiao and Andrew E. Vaughan, of PennVet; Vivek Chowdhary, Mohamad-Gabriel Alameh, Claude Warzecha, Lili Wang, James M. Wilson and Drew Weissman of Penn Medicine; Xinhong Xong and Jiaxi Cui of the University of Electronic Science and Technology of China; Darrin J. Pochan of the University of Delaware; and Karin Wang of Temple University.
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NMR-guided optimization of lipid nanoparticles for enhanced siRNA delivery | ScienceDaily
siRNA therapies show promise for treating diseases like cancer and genetic disorders, but their effectiveness depends on proper delivery. A recent study found that the method of mixing siRNA with lipid nanoparticles (LNPs) is key to success. Using NMR and small-angle X-ray scattering (SAXS), researchers revealed that different preparation methods affect the internal structure and siRNA distribution in LNPs, impacting their therapeutic potential. Optimizing these methods can enhance the efficacy of siRNA-loaded LNPs.


						
Small interfering RNA (siRNA) molecules hold immense potential for treating diseases by silencing specific genes. Encapsulated in lipid nanoparticles (LNPs), siRNA can be delivered efficiently to target cells. However, the effectiveness of these therapies hinges on the internal structure of the LNPs, which can significantly impact their ability to deliver siRNA. Traditional methods often fall short in providing the detailed molecular insights needed to fine-tune LNP design for optimal therapeutic efficacy.

A study published in the Journal of Controlled Release on August 02, 2024, led by Assistant Professor Keisuke Ueda from the Graduate School of Pharmaceutical Sciences, Chiba University, introduces a novel approach to improving siRNA-loaded LNPs. By employing NMR-based molecular-level characterization, the research investigates how different siRNA mixing methods affect the uniformity and molecular state of siRNA within LNPs. This research was coauthored by Dr. Hidetaka Akita from the Graduate School of Pharmaceutical Sciences, Tohoku University; Dr. Kenjirou Higashi from the Graduate School of Pharmaceutical Sciences, Chiba University; and Dr. Kunikazu Moribe (last author) from the Graduate School of Pharmaceutical Sciences, Chiba University.

"NMR allowed us to peer inside these nanoparticles at a molecular level, revealing the intricate details of how siRNA is distributed within the LNP core. This level of insight is crucial for understanding and optimizing LNP formulations," said Dr. Ueda.

The team compared three preparation methods for siRNA-loaded LNPs to understand their impact on molecular structure and gene-silencing efficiency. The methods included pre-mixing, where siRNA and lipids were combined using a microfluidic mixer; post-mixing (A), where siRNA was mixed with empty LNPs in an acidic condition with ethanol; and post-mixing (B), where siRNA was mixed with empty LNPs in an acidic condition without ethanol.

While all three methods produced LNPs with a consistent size of about 50nm and maintained a constant ratio of siRNA to lipid content, the distribution of siRNA within the LNPs varied significantly. The pre-mixing method, where siRNA and lipids are mixed simultaneously, resulted in a more uniform distribution of siRNA within the LNPs. In contrast, the post-mixing method, where siRNA is added to pre-formed LNPs, led to a heterogeneous distribution with regions of high and low siRNA concentration.

"This heterogeneity can significantly impact the silencing effect of the siRNA. LNPs with a more uniform siRNA distribution are more likely to deliver their therapeutic payload to target cells effectively. This highlights the critical need to optimize preparation conditions for improving therapeutic outcomes," explains Dr. Ueda.

The findings indicate that pre-mixed LNPs exhibit superior gene-silencing effects. In these LNPs, ionizable lipids were more tightly associated with siRNA, forming a stacked bilayer structure that enhanced gene silencing. In contrast, post-mixed LNPs displayed a more heterogeneous structure, likely impeding their ability to fuse with cell membranes and reducing their therapeutic effectiveness.

"This research could improve people's lives by enhancing gene therapies and RNA-based medicines. By optimizing how siRNA is delivered using lipid nanoparticles (LNPs), treatments for diseases like cancer, genetic disorders, and viral infections could become more effective. Additionally, it could improve the efficiency and safety of RNA vaccines, like those used for COVID-19, by making them more stable and reducing side effects. Overall, this study has the potential to lead to more effective and safer treatments for patients," adds Dr. Ueda.

Looking ahead, these advancements could contribute to the development of more personalized medicine, with treatments tailored to individual patients. Enhanced drug delivery systems could also reduce costs and increase access to innovative therapies, benefiting a wider population.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241001115011.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists take a major step in understanding how to stop the transmission of malaria | ScienceDaily
A team of scientists at the University of Nottingham, have uncovered how the parasite that causes malaria orchestrates their cell division -- which is key in enabling the parasite to transmit this deadly disease.


						
In a new paper, published in PLOS Biology, a team of scientists at the university, along with collaborators across the globe, show how they have uncovered key regulators of how malaria parasites manage their cell division.

Malaria is a major public health issue in many developing parts of the world. It is transmitted by female mosquitoes which ingest the parasites when they bite. Malaria was responsible for approximately 608,000 deaths in 2022 (WHO) and is caused by a single-celled parasite termed Plasmodium, that invades the liver and red blood cells.

This new research is led by Professor Rita Tewari from the School of Life Sciences at the university and Professor Mathieu Brochet at the University of Geneva. It aims to unravel the atypical mode of multiplication of the malaria parasite with particular focus on the developmental stages of the parasite within the mosquito in the hope of finding new therapeutic targets.

Professor Tewari said: "It is clear by looking at COVID-19, that controlling the transmission of parasites is equally crucial in addition to controlling the disease. Hence, to have fundamental knowledge of how the parasite succeeds to divide within the mosquito and what switches it uses will help to design intervention targets.

"One of the unusual cell divisions is seen in male sex cell formation. Recently, Professor Tewari's team of researchers have focused on some proteins called kinases. Kinases are a family of proteins which contribute to the control of nearly all cellular processes and have already become major drug targets in the fight against cancer and other diseases. However, studies on these kinases and how they are involved in cell division in Plasmodium species are scarce."

The group have recently characterised two kinases: ARK2 and NEK1, which they have published details of how they contribute to parasite multiplication especially during transmission stages within mosquitoes.

Professor Tewari adds: "Kinases are the best drug targets and their role in parasite transmission is important to unravel. The two studies here are a step in that direction."

The previous study detailing more on this discovery can be found in Nature Communications.

The scientists involved in this study were Mohammad Zeeshan and Sarah Pashley from Professor's Tewari's lab at Nottingham. The First author on the paper Zeeshan said: "NEK1 is a functional protein that plays a crucial role in different stages of Plasmodium development. Our study reveals that the depletion of NEK1 protein from Plasmodium arrests its cell division and sexual development. This indicates that NEK1 could be a potential drug target, not only to stop the malaria disease but also its transmission."
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Stronger together: miniature robots in convoy for endoscopic surgery | ScienceDaily
Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists at the German Cancer Research Center (DKFZ) are now combining several millimeter-sized TrainBots into one unit and equipping them with improved "feet." For the first time, the DKFZ team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.


						
The list of conceivable applications for miniature robots in medicine is long: from targeted drug application to sensing tasks and surgical procedures. An arsenal of robots has already been developed and tested for this range of tasks, from the nanometer to the centimeter scale.

However, the little helpers available today reach their limits in many tasks. For example, in endoscopic microsurgery. The required instruments are often too heavy for a single millimeter-sized robot to carry to its destination. Another common problem is that the robots often have to move by crawling. However, the surfaces of numerous body structures are covered with mucus on which the robots slip and cannot move.

"Spikes" on the feet provide three times the propulsive force

A team led by Tian Qiu at the DKFZ in Dresden has now developed a solution for both of these problems: their TrainBot connects several individual robots on the millimeter scale. The units are equipped with improved anti-slip feet. Together, they are able to transport an endoscopic instrument. The TrainBot unit works wireless; an rotating magnetic field simultaneously controls the individual units. The magnetic control enables movements in a plane with the control of rotation. The external actuation and control system is designed for the distances at the human body scale.

Microsurgery in the bile duct

The Dresden-based DKFZ researchers have already used their robot convoy of three TrainBot units to simulate a surgical procedure. In the case of bile duct cancer, the bile duct often becomes blocked, causing bile to back up, which is a very dangerous situation for those affected. In this case, the occlusion must be opened after an endoscopic diagnosis. To do this, a flexible endoscope is inserted through the mouth into the small intestine and from there into the bile duct. One of the major difficulties here is for the endoscope to navigate around the sharp angle from the small intestine into the bile duct.

"This is where the flexible robot convoy can show its strengths," says the project leader Tian Qiu. His team demonstrated it using organs removed from a pig. The robot convoy was able to maneuver an endoscopic instrument for electrical tissue ablation in the bile duct. Once the tip of the wire electrode arrives at the site, electrical voltage is applied and a tissue blockage is gradually removed electrically, a procedure known as "electrocauterization." The wire electrode used was 25 cm long and three and a half times as heavy as a TrainBot unit. "Afterwards, for example, another TrainBot convoy can bring a catheter for fluidic drainage or drug delivery," says Moonkwang Jeong, the first author of the paper, "After the promising results with the TrainBots in the organ model, we are optimistic that we will be able to develop teams of miniature robots for further tasks in endoscopic surgery."
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Culprit that turns classical Klebsiella pneumoniae into a devastating, drug-resistant killer | ScienceDaily
More than a decade ago, physicians around the world began reporting cases due to a new hypervirulent strain of Klebsiella pneumoniae, which could infect and severely sicken otherwise healthy people.


						
Thomas A. Russo, MD, at the University at Buffalo and the VA Western New York Healthcare System (VAWNYHS), was one of them. In 2011, he treated his first case in Buffalo, a young person with no other comorbidities who was hospitalized for months with this hypervirulent bacterium. The patient fully recovered, but Russo became curious about this hypervirulent bacterium -- and alarmed, given the fact that it was able to infect otherwise healthy individuals from the community and, over time, could become drug-resistant.

 More cases and they're drug-resistant

That alarm was well-founded. The hypervirulent bacteria has spread throughout the world. It can cause tissue-invasive infections that are organ- and life-threatening in healthy people. Some strains have acquired resistance to antimicrobial agents; these strains have been dubbed "true and dreaded superbugs."

Earlier this year, the European Centre for Disease Control and Prevention of the European Union reported a significant increase in the number of cases of hypervirulent Klebsiella pneumoniae and that these cases were resistant to the class of antibiotics called carbapenems, which are often a "last resort" treatment for bacterial infections.

Now, with numerous publications on the bacterium, Russo has identified the genetic elements responsible for turning classical Klebsiella pneumoniae, which generally infects only sick and/or immunocompromised people in the health care setting, into hypervirulent Klebsiella pneumoniae, which can also infect otherwise healthy people in the community.

Published last month in eBioMedicine, the research is the first to determine the relative contribution of several key genetic elements to the hypervirulence of this bacterium.




Deciphering hypervirulence 

"Our goal with this study was to decipher how several genetic factors contribute to this hypervirulence in order to guide the development of preventive therapies, treatments and control strategies for hypervirulent Klebsiella pneumoniae," says Russo, senior author and SUNY Distinguished Professor and chief of the Division of Infectious Diseases in the Jacobs School of Medicine and Biomedical Sciences. He sees patients at UBMD Internal Medicine and the VAWNYHS.

To accomplish this, the researchers conducted a systematic investigation of four representative clinical strains of hypervirulent Klebsiella pneumoniae. They did this by constructing and testing mutants in which pVir, the large plasmid possessed by hypervirulent Klebsiella pneumoniae strains, and other virulence factors alone or in combination were removed.

Russo explains that plasmids are genetic elements separate from the chromosome. They contain multiple genes, some of which may enhance virulence and/or confer resistance to selected antimicrobial agents.

"While the plasmid was known to contribute to hypervirulence in Klebsiella pneumoniae, its relative role and the relative role of selected virulence factors encoded on the plasmid or the chromosome were not well-defined," says Russo.

The findings strongly supported that pVir is the primary genetic determinant that transforms the baseline virulence potential of classical K. pneumoniae strains to that observed for hypervirulent Klebsiella pneumoniae strains. Data also supports the existence of additional virulence factors encoded by pVir that have yet to be identified.

"The genetic factors defined as being the most quantitively important could be potential therapeutic targets for the development of counter measures," says Russo.

Previous work published by his group in mBio found that a strain is likely to be hypervirulent if it contains five specific genes located on the plasmid. That work may be critical to developing a diagnostic test for hypervirulent Klebsiella pneumoniae. Presently, clinical microbiology laboratories are unable to differentiate classical from hypervirulent Klebsiella pneumoniae.

Co-authors with Russo are Ulrike Carlino-MacDonald, Connor J. Davies and Cassandra L. Alvarado, all of whom are with the VA and the Department of Medicine in the Jacobs School; Zachary J. Drayer of the Department of Medicine; Alan Hutsonof Roswell Park Comprehensive Cancer Center; and Ting L. Luo, Melissa J. Martin, Patrick T. McGann and Francois Lebreton, all of the Multidrug-Resistant Organism Repository and Surveillance Network, Walter Reed Army Institute of Research. Russo is also with the Witebsky Center for Microbial Pathogenesis in the Jacobs School.
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Pervasiveness of inflammation-inducing foods in American diet | ScienceDaily
Almost six in 10 Americans have pro-inflammatory diets, increasing the risk of health problems including heart disease and cancer, according to a new study that used a tool designed to examine inflammation in the diet.


						
The study also found that certain populations -- including Black Americans, men and people with lower incomes -- were more likely to eat a diet high in pro-inflammatory foods.

"Overall, 57% of U.S. adults have a pro-inflammatory diet and that number was higher for Black Americans, men, younger adults and people with lower education and income," said lead author Rachel Meadows, visiting faculty in The Ohio State University's College of Public Health.

The research team used the dietary inflammatory index, a tool developed a decade ago that includes 45 dietary components to examine the diets of more than 34,500 adults included in the 2005-2018 National Health and Nutrition Examination Survey.

Based on self-reported diets, they used the tool to assign inflammation values ranging from [?]9 to 8, where 0 represents a neutral diet. About 34% of those in the study had anti-inflammatory diets, and the remaining 9% had neutral dietary inflammatory levels. The study was recently published in the journal Public Health Nutrition.

Older dietary measures look at the intake of certain food groups (such as fruits, vegetables and dairy) or macronutrients (such as carbohydrates, proteins and fats) that align with national diet recommendations or certain diets like keto or paleo.

"But inflammation is an important element to consider and the overall balance of diet is most important," Meadows said.




"Even if you're eating enough fruits or vegetables, if you're having too much alcohol or red meat, then your overall diet can still be pro-inflammatory."

Meadows said she's less interested in labeling foods as "bad" and more interested in thinking about anti-inflammatory foods as tools people can employ to boost health.

"There's a potential here to think about positive interventions, such as adding more garlic, ginger, turmeric and green and black tea -- which are all anti-inflammatory -- to your diet," she said.

"Moving toward a diet with less inflammation could have a positive impact on a number of chronic conditions, including diabetes, cardiovascular disease and even depression and other mental health conditions."

Other examples of anti-inflammatory foods are mostly unprocessed including whole grains, green leafy vegetables (such as spinach), legumes (such as beans and lentils), fatty fish (such as salmon) and berries.

Challenges to eating a less inflammatory diet include poor access to fruits, vegetables and other foods that can contribute to better health -- and even when those foods are available, they can sometimes be more costly, creating a barrier for those with low incomes, Meadows said.

Many people also have elevated chronic inflammation due to non-dietary factors including stress and adverse childhood experiences, she said.

"There are a lot of factors that contribute to chronic inflammation, and they all interact -- even sleep is a key component. Diet can be used as a tool to combat that," Meadows said.

Other Ohio State researchers who worked on the study are Electra Paskett, Julie Bower, Gail Kaye, Stanley Lemeshow and Randall Harris..
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Feet first: AI reveals how infants connect with their world | ScienceDaily
Recent advances in computing and artificial intelligence, along with insights into infant learning, suggest that machine and deep learning techniques can help us study how infants transition from random exploratory movements to purposeful actions. Most research has focused on babies' spontaneous movements, distinguishing between fidgety and non-fidgety behaviors.


						
While early movements may seem chaotic, they reveal meaningful patterns as infants interact with their environment. However, we still lack understanding of how infants intentionally engage with their surroundings and the principles guiding their goal-directed actions.

By conducting a baby-mobile experiment, used in developmental research since the late 1960s, Florida Atlantic University researchers and collaborators investigated how infants begin to act purposefully. The baby-mobile experiment uses a colorful mobile gently tethered to an infant's foot. When the baby kicks, the mobile moves, linking their actions to what they see. This setup helps researchers understand how infants control their movements and discover their ability to influence their surroundings.

In this new work, researchers tested whether AI tools could pick up on complex changes in patterns of infant movement. Infant movements, tracked using a Vicon 3D motion capture system, were classified into different types -- from spontaneous actions to reactions when the mobile moves. By applying various AI techniques, researchers examined which methods best captured the nuances of infant behavior across different situations and how movements evolved over time.

Results of the study, published in Scientific Reports, underscore that AI is a valuable tool for understanding early infant development and interaction. Both machine and deep learning methods accurately classified five-second clips of 3D infant movements as belonging to different stages of the experiment. Among these methods, the deep learning model, 2D-CapsNet, performed the best. Importantly, for all the methods tested, the movements of the feet had the highest accuracy rates, which means that, compared to other parts of the body, the movement patterns of the feet changed most dramatically across the stages of the experiment.

"This finding is significant because the AI systems were not told anything about the experiment or which part of the infant's body was connected to the mobile. What this shows is that the feet -- as end effectors -- are the most affected by the interaction with the mobile," said Scott Kelso, Ph.D., co-author and Glenwood and Martha Creech Eminent Scholar in Science at the Center for Complex Systems and Brain Sciences within FAU's Charles E. Schmidt College of Science. "In other words, the way infants connect with their environment has the biggest impact at the points of contact with the world. Here, this was 'feet first.'"

The 2D-CapsNet model achieved an accuracy of 86% when analyzing foot movements and was able to capture detailed relationships between different body parts during movement. Across all methods tested, foot movements consistently showed the highest accuracy rates -- about 20% higher than movements of the hands, knees, or the whole body.




"We found that infants explored more after being disconnected from the mobile than they did before they had the chance to control it. It seems that losing the ability to control the mobile made them more eager to interact with the world to find a means of reconnecting," said Aliza Sloan, Ph.D., co-author and a postdoctoral research scientist in FAU's Center for Complex Systems and Brain Sciences. "However, some infants showed movement patterns during this disconnected phase that contained hints of their earlier interactions with the mobile. This suggests that only certain infants understood their relationship with the mobile well enough to maintain those movement patterns, expecting that they would still produce a response from the mobile even after being disconnected."

The researchers say that if the accuracy of infants' movements remains high during the disconnection, it might indicate that the infants learned something during their earlier interactions. However, different types of movements might mean different things in terms of what the infants discovered.

"It's important to note that studying infants is more challenging than studying adults because infants can't communicate verbally," said Nancy Aaron Jones, Ph.D., co-author, professor in FAU's Department of Psychology, director of the FAU WAVES Lab, and a member of the Center for Complex Systems and Brain Sciences within the Charles E. Schmidt College of Science. "Adults can follow instructions and explain their actions, while infants cannot. That's where AI can help. AI can help researchers analyze subtle changes in infant movements, and even their stillness, to give us insights into how they think and learn, even before they can speak. Their movements can also help us make sense of the vast degree of individual variation that occurs as infants develop."

Looking at how AI classification accuracy changes for each infant gives researchers a new way to understand when and how they start to engage with the world.

"While past AI methods mainly focused on classifying spontaneous movements linked to clinical outcomes, combining theory-based experiments with AI will help us create better assessments of infant behavior that are relevant to their specific contexts," said Kelso. "This can improve how we identify risks, diagnose and treat disorders."

Study co-authors are first author Massoud Khodadadzadeh, Ph.D., formerly at Ulster University in Derry, North Ireland and now at University of Bedfordshire, United Kingdom; and Damien Coyle, Ph.D., at the University of Bath, United Kingdom.

The research was supported by Tier 2 High Performance Computing resources provided by the Northern Ireland High-Performance Computing facility funded by the U.K. Engineering and Physical Sciences Research Council; the U.K. Research and Innovation Turing AI Fellowship (2021-2025) funded by the Engineering and Physical Research Council, Vice Chancellor's Research Scholarship; the Institute for Research in Applicable Computing at the University of Bedfordshire; the FAU Foundation (Eminent Scholar in Science); and United States National Institutes of Health.
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Modeling the minutia of motor manipulation with AI | ScienceDaily
In neuroscience and biomedical engineering, accurately modeling the complex movements of the human hand has long been a significant challenge. Current models often struggle to capture the intricate interplay between the brain's motor commands and the physical actions of muscles and tendons. This gap not only hinders scientific progress but also limits the development of effective neuroprosthetics aimed at restoring hand function for those with limb loss or paralysis.


						
EPFL professor Alexander Mathis and his team have developed an AI-driven approach that significantly advances our understanding of these complex motor functions. The team used a creative machine learning strategy that combined curriculum-based reinforcement learning with detailed biomechanical simulations.

Mathis's research presents a detailed, dynamic, and anatomically accurate model of hand movement that takes direct inspiration from the way humans learn intricate motor skills. This research not only won the MyoChallenge at the NeurIPS conference in 2022, but the results have also been published in the journal Neuron.

Virtually controlling Baoding balls

"What excites me most about this research is that we're diving deep into the core principles of human motor control -- something that's been a mystery for so long. We're not just building models; we're uncovering the fundamental mechanics of how the brain and muscles work together" says Mathis.

The NeurIPS challenge by Meta motivated the EPFL team to find a new approach to a technique in AI known as reinforcement learning. The task was to build an AI that precisely manipulate two Baoding balls -- each controlled by 39 muscles in a highly coordinated manner. This seemingly simple task is extraordinarily difficult to replicate virtually, given the complex dynamics of hand movements, including muscle synchronization and balance maintenance.

In this highly competitive environment, three graduate students -- Alberto Chiappa from Alexander Mathis' group, Pablo Tano and Nisheet Patel from Alexandre Pouget's group at the University of Geneva -- outperformed their rivals by a significant margin. Their AI model achieved a 100% success rate in the first phase of the competition, surpassing the closest competitor. Even in the more challenging second phase, their model showed its strength in ever more difficult situations and maintained a commanding lead to win the competition.




Breaking the tasks down in smaller parts -- and repeat

"To win, we took inspiration from how humans learn sophisticated skills in a process known as part-to-whole training in sports science," says Mathis. This part-to-whole approach inspired the curriculum learning method used in the AI model, where the complex task of controlling hand movements was broken down into smaller, manageable parts.

"To overcome the limitations of current machine learning models, we applied a method called curriculum learning. After 32 stages and nearly 400 hours of training, we successfully trained a neural network to accurately control a realistic model of the human hand," says Alberto Chiappa.

A key reason for the model's success is its ability to recognize and use basic, repeatable movement patterns, known as motor primitives. In an exciting scientific twist, this approach to learning behavior could inform neuroscience about the brain's role is in determining how motor primitives are learned to master new tasks. This intricate interplay between the brain and muscle manipulation points to how challenging it can be to build machines and prosthetics that truly mimic human movement.

"You need a large degree of movement and a model that resembles a human brain to accomplish a variety of everyday tasks. Even if each task can be broken down into smaller parts, each task needs a different set of these motor primitives to be done well," says Mathis.

Harness AI in the exploration and understanding of biological systems Silvestro Micera, a leading researcher in neuroprosthetics at EPFL's Neuro X Institute and collaborator with Mathis, highlights the critical importance of this research for understanding the future potential and the current limits of even the most advanced prosthetics. "What we really miss right now is a deeper understanding of how finger movement and grasping motor control are achieved. This work goes exactly in this very important direction," Micera notes. "We know how important it is to connect the prosthesis to the nervous system, and this research gives us a solid scientific foundation that reinforces our strategy."
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        Widespread ice deposits on the moon
        Deposits of ice in lunar dust and rock (regolith) are more extensive than previously thought, according to a new analysis of data from NASA's LRO (Lunar Reconnaissance Orbiter) mission. Ice would be a valuable resource for future lunar expeditions. Water could be used for radiation protection and supporting human explorers, or broken into its hydrogen and oxygen components to make rocket fuel, energy, and breathable air.

      

      
        Strong coupling between Andreev qubits mediated by a microwave resonator
        Physicists have succeeded in coupling two Andreev qubits coherently over a macroscopic distance for the first time. They achieved this with the help of microwave photons generated in a narrow superconducting resonator. The results lay the foundation for the use of coupled Andreev qubits in quantum communication and quantum computing.

      

      
        New theory demystifies crystallization process
        A new theory 'demystifies' the crystallization process and shows that the material that crystallizes is the dominant component within a solution -- which is the solvent, not the solute. The theory could have implications for everything from drug development to understanding climate change.

      

      
        deepSPACE design tool takes a concept to a multitude of configurations
        deepSPACE isn't a futuristic film, a new videogame or the next season of a classic TV series. In fact, the new design software developed by an aerospace engineer isn't about outer space at all. This new tool takes your concept and requirements and rapidly generates design configurations from conventional to out-of-this-world, including a 3D CAD model and performance evaluations.

      

      
        New design overcomes key barrier to safer, more efficient EV batteries
      

      
        Spinning out a new biomaterials startup is harder than you think
        Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study shows that there are many challenges facing the spider silk industry.

      

      
        New method of generating multiple, tunable nanopores could revolutionize membrane technology
        Engineers found a novel path around tedious process of tunneling individual sub-nanometer pores for nanoporous membranes one by one. The team created a new method of pore generation that builds materials with intentional weak spots, then applies a remote electric field to generate multiple nano-scale pores all at once.

      

      
        Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation
        Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery.

      

      
        NASA's TESS spots record-breaking stellar triplets
        Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic 'strobe lights' captured by NASA's TESS (Transiting Exoplanet Survey Satellite).

      

      
        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        Discovery of promising electrolyte for all-solid-state batteries
        Researchers have developed a solid electrolyte that could be a suitable material for all-solid-state batteries. Solid electrolyte composed of nanoparticles embedded in an amorphous matrix shows high conductivity, formability, and electrochemical stability.

      

      
        Nanopillars create tiny openings in the nucleus without damaging cells
        Researchers have created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane. This new 'gateway into the nucleus' could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

      

      
        A new injectable to prevent and treat hypoglycemia
        People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.

      

      
        Turning plants into workout supplement bio-factories
        It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.

      

      
        Researchers integrate fast OCT system into neurosurgical microscope
        Clinical study of microscope-integrated system lays groundwork for using OCT to define tumor margins and reveal subsurface brain anatomy.

      

      
        Research provides new insights into role of mechanical forces in gene expression
        The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes. Transcription of a gene begins when RNAP binds to a 'promoter' DNA sequence and ends at a 'terminator' sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA. A team of r...

      

      
        Physicists explore possibility of life beyond Earth
        Are there planets beyond Earth where humans can live? The answer is maybe, according to physicists examining F-type star systems.

      

      
        Seeing double: Designing drugs that target 'twin' cancer proteins
        Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites. To design a drug that blocks a cancer-related protein, scientists took a hint from the protein's paralog, or 'twin.' Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize dr...

      

      
        New security protocol shields data from attackers during cloud-based computation
        Researchers developed a technique guaranteeing that data remain secure during multiparty, cloud-based computation. This method, which leverages the quantum properties of light, could enable organizations like hospitals or financial companies to use deep learning to securely analyze confidential patient or customer data.

      

      
        It all adds up: Study finds forever chemicals are more toxic as mixtures
        A new study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as 'forever chemicals,' when mixed together in the environment and in the human body.

      

      
        Using antimatter to detect nuclear radiation
        Discerning whether a nuclear reactor is being used to also create material for nuclear weapons is difficult, but capturing and analyzing antimatter particles has shown promise for monitoring what specific nuclear reactor operations are occurring, even from hundreds of miles away. Researchers have developed a detector that exploits Cherenkov radiation, sensing antineutrinos and characterizing their energy profiles from miles away as a way of monitoring activity at nuclear reactors. They proposed t...

      

      
        Sustainably produced covalent organic frameworks for efficient carbon dioxide capture
        Researchers have synthesized a new compound, which forms a so-called covalent organic framework. The compound, which is based on condensed phosphonic acids, is stable and can for example be used to capture carbon dioxide.

      

      
        ChatGPT shows human-level assessment of brain tumor MRI reports
        Osaka Metropolitan University researchers compared the diagnostic performance of ChatGPT and radiologists in assessing 150 brain tumor MRI reports. Their findings might surprise you.

      

      
        Researchers observe hidden deformations in complex light fields
        Everyday experience tells us that light reflected from a perfectly flat mirror will give us the correct image without any deformation. Interestingly, this is not the case when the light field itself is structured in a complex way. Tiny deformations appear. These have now been observed in the laboratory. The results confirm the prediction of this fundamental optical effect made more than a decade ago. They also show how it can be used, for example, as a method for determining material properties.

      

      
        Cool roofs could have saved lives during London's hottest summer, say researchers
        As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study.

      

      
        Research heralds new era for genetics
        Research is heralding in a new era for genetic sequencing and testing.

      

      
        Siloxane nanoparticles unlock precise organ targeting for mRNA therapy
        Engineers have discovered a simple and inexpensive means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy. The key is making small changes to the chemical structure of LNPs, including the incorporation of siloxane, a chemical group that includes silicon, whose wider atomic radius increases membrane flexibility and improves mRNA uptake by target cells.

      

      
        NMR-guided optimization of lipid nanoparticles for enhanced siRNA delivery
        siRNA therapies show promise for treating diseases like cancer and genetic disorders, but their effectiveness depends on proper delivery. A recent study found that the method of mixing siRNA with lipid nanoparticles (LNPs) is key to success.

      

      
        High costs slow widespread use of heat pumps, study shows
        The high cost of installing heat pumps for home heating could slow down people widely adopting the technology and leave government targets missed, research suggests.

      

      
        Stronger together: miniature robots in convoy for endoscopic surgery
        Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists are now combining several millimeter-sized TrainBots into one unit and equipping them with improved 'feet'. For the first time, the team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.

      

      
        Scientists discover planet orbiting closest single star to our Sun
        Astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.

      

      
        Feet first: AI reveals how infants connect with their world
        Researchers explored how infants act purposefully by attaching a colorful mobile to their foot and tracking movements with a Vicon 3D motion capture system. The study tested AI's ability to detect changes in infant movement patterns. Findings showed that AI techniques, especially the deep learning model 2D-CapsNet, effectively classified different stages of behavior. Notably, foot movements varied significantly. Looking at how AI classification accuracy changes for each baby gives researchers a n...

      

      
        Squid-inspired fabric for temperature-controlled clothing
        Inspired by the dynamic color-changing properties of squid skin, researchers have developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. The composite material operates in the infrared spectrum and consists of a polymer covered with copper islands. Stretching the material separates the islands and changes how it transmits and reflects infrared light; this innovation creates the possibility of controlling the temperat...

      

      
        Modeling the minutia of motor manipulation with AI
        Scientists have developed an AI-driven approach that significantly advances our understanding of the hand's complex motor functions. The team used a creative machine learning strategy that combined curriculum-based reinforcement learning with detailed biomechanical simulations. The research presents a detailed, dynamic, and anatomically accurate model of hand movement that takes direct inspiration from the way humans learn intricate motor skills.

      

      
        Carbon dioxide and hydrogen peroxide on Pluto's moon Charon
        Astronomers have detected carbon dioxide and hydrogen peroxide on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.

      

      
        Study coordinates satellite swarm for 3D imaging inside clouds
        A new program has simulated multiple satellites, collecting images of a cloud from many angles at the same time, which could help us to better understand what's happening inside the cloud.

      

      
        Getting to zero emissions: A call for unified energy planning
        To help speed decarbonization, state regulators should reconceive of gas and electric utilities as serving the same purpose, according to a new report. Without coordinated action, the energy transition could become slower, more expensive, and more inequitable, the authors warn.

      

      
        Scientists uncover light absorbing properties of achiral materials
        Researchers have made a discovery that changes what we know about light and materials. They found that engineered achiral (symmetric) materials, called achiral plasmonic metasurfaces, can absorb light differently depending on the handedness of the wavefront of light. This was surprising because, for years, such materials were found to be indifferent to any optical probes and does not show such selective absorption.

      

      
        Watch water form out of thin air
        Palladium, a rare metallic element, can rapidly generate water from hydrogen and oxygen. Researchers witnessed this process at the nanoscale for the first time with an electron microscope. By viewing the process with extreme precision, researchers discovered how to optimize it to generate water at a faster rate. Process could be used to generate water on-demand in arid environments, including on other planets.

      

      
        Helping robots zero in on the objects that matter
        Engineers developed a system that helps robots quickly map a scene and identify items they need to complete a set of tasks.

      

      
        First data from XRISM space mission provides new perspective on supermassive black holes
        Data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.

      

      
        New imaging technique brings us closer to simplified, low-cost agricultural quality assessment
        Hyperspectral imaging is a useful technique for analyzing the chemical composition of food and agricultural products. However, it is a costly and complicated procedure, which limits its practical application. A team of researchers has developed a method to reconstruct hyperspectral images from standard RGB images using deep machine learning.

      

      
        'Squeezing' increased accuracy of quantum measurements
        Scientists have explored how quantum squeezing can improve measurement precision in complex quantum systems, with potential applications in quantum sensing, imaging, and radar technologies. These findings may lead to advancements in areas like GPS accuracy and early disease detection through more sensitive biosensors.

      

      
        Medical imaging breakthrough could transform cancer and arthritis diagnosis
        A new hand-held scanner can generate highly detailed 3D photoacoustic images in just seconds, paving the way for their use in a clinical setting for the first time and offering the potential for earlier disease diagnosis.

      

      
        Better MRI videos thanks to new machine learning method
        Medical imaging using magnetic resonance imaging (MRI) is very time-consuming since an image has to be compiled from data from many individual measurements. Thanks to the use of machine learning, imaging is also possible with less MRI measurement data, which saves time and costs. However, the prerequisite for this is perfect images that can be used to train the AI models. Such perfect training images do not exist for certain applications, such as real-time (moving image) MRI, as such images are a...

      

      
        Fluorescent molecules to illuminate life: simplified synthesis with formaldehyde
        A team develops an efficient method for synthesizing organic fluorophores using formaldehyde.

      

      
        Vast 'stranded assets' if world continues investing in polluting industries
        Continued investment in carbon-intensive industries will drastically increase the amount of 'stranded assets' as the world moves to net-zero emissions, researchers warn.

      

      
        New synthesis strategy could speed up PFAS decontamination
        Engineers have developed an innovative way to make covalent organic frameworks, special materials that can be used to trap gases, filter water and speed up chemical reactions.

      

      
        A new and unique fusion reactor
        As part of the global effort to harness power from fusing plasma, scientists worked on the computer codes, engineering and physics for a new and unique fusion reactor: the SMall Aspect Ratio Tokamak.

      

      
        AI 'liquid biopsies' using cell-free DNA, protein biomarkers, could aid early detection of ovarian cancer
        A blood test that uses artificial intelligence (AI) to detect cancer-related genetic changes and protein biomarkers could help screen women for early signs of ovarian cancer, according to a new study.
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Widespread ice deposits on the moon | ScienceDaily
Deposits of ice in lunar dust and rock (regolith) are more extensive than previously thought, according to a new analysis of data from NASA's LRO (Lunar Reconnaissance Orbiter) mission. Ice would be a valuable resource for future lunar expeditions. Water could be used for radiation protection and supporting human explorers, or broken into its hydrogen and oxygen components to make rocket fuel, energy, and breathable air.


						
Prior studies found signs of ice in the larger permanently shadowed regions (PSRs) near the lunar South Pole, including areas within Cabeus, Haworth, Shoemaker and Faustini craters. In the new work, "We find that there is widespread evidence of water ice within PSRs outside the South Pole, towards at least 77 degrees south latitude," said Dr. Timothy P. McClanahan of NASA's Goddard Space Flight Center in Greenbelt, Maryland, and lead author of a paper on this research published October 2 in the Planetary Science Journal.

The study further aids lunar mission planners by providing maps and identifying the surface characteristics that show where ice is likely and less likely to be found, with evidence for why that should be. "Our model and analysis show that greatest ice concentrations are expected to occur near the PSRs' coldest locations below 75 Kelvin (-198degC or -325degF) and near the base of the PSRs' poleward-facing slopes," said McClanahan.

"We can't accurately determine the volume of the PSRs' ice deposits or identify if they might be buried under a dry layer of regolith. However, we expect that for each surface 1.2 square yards (square meter) residing over these deposits there should be at least about five more quarts (five more liters) of ice within the surface top 3.3 feet (meter), as compared to their surrounding areas," said McClanahan. The study also mapped where fewer, smaller, or lower-concentration ice deposits would be expected, occurring primarily towards warmer, periodically illuminated areas.

Ice could become implanted in lunar regolith through comet and meteor impacts, released as vapor (gas) from the lunar interior, or be formed by chemical reactions between hydrogen in the solar wind and oxygen in the regolith. PSRs typically occur in topographic depressions near the lunar poles. Because of the low Sun angle, these areas haven't seen sunlight for up to billions of years, so are perpetually in extreme cold. Ice molecules are thought to be repeatedly dislodged from the regolith by meteorites, space radiation, or sunlight and travel across the lunar surface until they land in a PSR where they are entrapped by extreme cold. The PSR's continuously cold surfaces can preserve ice molecules near the surface for perhaps billions of years, where they may accumulate into a deposit that is rich enough to mine. Ice is thought to be quickly lost on surfaces that are exposed to direct sunlight, which precludes their accumulations.

The team used LRO's Lunar Exploration Neutron Detector (LEND) instrument to detect signs of ice deposits by measuring moderate-energy, "epithermal" neutrons. Specifically, the team used LEND's Collimated Sensor for Epithermal Neutrons (CSETN) that has a fixed 18.6-mile (30-kilometer) diameter field-of-view. Neutrons are created by high-energy galactic cosmic rays that come from powerful deep-space events such as exploding stars, that impact the lunar surface, break up regolith atoms, and scatter subatomic particles called neutrons. The neutrons, which can originate from up to about a 3.3-foot (meter's) depth, ping-pong their way through the regolith, running into other atoms. Some get directed into space, where they can be detected by LEND. Since hydrogen is about the same mass as a neutron, a collision with hydrogen causes the neutron to lose relatively more energy than a collision with most common regolith elements. So, where hydrogen is present in regolith, its concentration creates a corresponding reduction in the observed number of moderate-energy neutrons.

"We hypothesized that if all PSRs have the same hydrogen concentration, then CSETN should proportionally detect their hydrogen concentrations as a function of their areas. So, more hydrogen should be observed towards the larger-area PSRs," said McClanahan.

The model was developed from a theoretical study that demonstrated how similarly hydrogen-enhanced PSRs would be detected by CSETNs fixed-area field-of-view. The correlation was demonstrated using the neutron emissions from 502 PSRs with areas ranging from 1.5 square miles (4 km2) to 417 square miles (1079 km2) that contrasted against their surrounding less hydrogen-enhanced areas. The correlation was expectedly weak for the small PSRs but increased towards the larger-area PSRs.

The research was sponsored by the LRO project science team, NASA's Goddard Space Flight Center's Artificial Intelligence Working Group, and NASA grant award number 80GSFC21M0002. The study was conducted using NASA's LRO Diviner radiometer and Lunar Orbiter Laser Altimeter instruments. The LEND instrument was developed by the Russian Space Agency, Roscosmos by its Space Research Institute (IKI). LEND was integrated to the LRO spacecraft at the NASA Goddard Space Flight Center. LRO is managed by NASA's Goddard Space Flight Center in Greenbelt, Maryland, for the Science Mission Directorate at NASA Headquarters in Washington.
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Strong coupling between Andreev qubits mediated by a microwave resonator | ScienceDaily
Physicists from the University of Basel have succeeded in coupling two Andreev qubits coherently over a macroscopic distance for the first time. They achieved this with the help of microwave photons generated in a narrow superconducting resonator. The results of the experiments and accompanying calculations were recently published in Nature Physics, laying the foundation for the use of coupled Andreev qubits in quantum communication and quantum computing.


						
Quantum communication and quantum computing operate based on quantum bits (qubits) as the smallest unit of information -- related to bits in a classical computer. Of the many different approaches currently being investigated around the world, one promising option is to use Andreev pair qubits.

These qubits are formed at interfaces between a metal and a superconductor in a process known as Andreev reflection. Here, an electron from the metal enters the superconductor, where it becomes part of an electron pair (a Cooper pair) -- while a hole, which behaves like a positive particle, is reflected back into the metal. Based on this process discrete pairs of bound states are formed at the interface of these materials. They are known as Andreev bound states and can serve as the basis states of a qubit. These states are relatively robust to outside perturbations, and the coherence time -- the time for which superposition is maintained -- is relatively long. They can also be readily controlled and incorporated into modern electronic circuits. All of these factors are advantageous for developing reliable and scalable quantum computers.

Exchange between two quantum systems

The researchers have now achieved a strong quantum mechanical coupling between two Andreev qubits, each localized in a semiconducting nanowire. The results show excellent agreement with theoretical models.

"We coupled the two Andreev pair qubits at a large distance from one another at the two ends of a long, superconducting microwave resonator. This allows the exchange of microwave photons between the resonator and the qubits," explains Professor Christian Schonenberger from the Department of Physics and the Swiss Nanoscience Institute of the University of Basel, whose team carried out the experiments.

The microwave resonator can be used in two different ways: In one mode, the qubits can be read out via the resonator, providing the researchers with information on their quantum state. A second mode is used to couple the two qubits to each other, allowing them to "communicate" without losing microwave photons. The two qubits are then no longer independent of one another but rather share a new quantum state -- which is vital for the development of quantum communication and quantum computers.

"In our work, we combine three quantum systems so that they can exchange photons between each other. Our qubits themselves are only about 100 nanometers in size, and we couple them over a macroscopic distance of 6 millimeters," says Dr. Andreas Baumgartner, one of the article's co-authors. "By doing so, we were able to show that Andreev pair qubits are suitable as compact and scalable solid-state qubits."

This work was carried out by teams from the universities of Basel, Copenhagen, Karlsruhe and Yale as part of the European FET Open project AndQC.
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New theory demystifies crystallization process | ScienceDaily
Remember that old high school chemistry experiment where salt crystals precipitate out of a saltwater solution -- or maybe the one where rock candy crystals form from sugar water? It turns out that your understanding of how crystals formed in those solutions might be wrong.


						
A new theory "demystifies" the crystallization process and shows that the material that crystallizes is the dominant component within a solution -- which is the solvent, not the solute. The theory could have implications for everything from drug development to understanding climate change.

"Crystals are ubiquitous -- we use them in everything from technology to medicine -- but our actual understanding of the crystallization process has been lacking," says James Martin, professor of chemistry at North Carolina State University and author of a paper in Matter that outlines the theory.

"The prevailing ideas around dissolving and precipitating are that they're essentially the reverse of each other, but they aren't. In reality, they are completely different processes," Martin says.

"Using the high school chemistry experiment with getting precipitate out of a solution as an example: when I dissolve salt (the solute) into water (the solvent), the water is dominant. It dissolves the salt by essentially ripping it apart," Martin says. "If I then want to grow a salt crystal from that solution, the dominant phase must become the salt -- which is the solvent at that point and is the one that forms the crystal."

Thermodynamic phase diagrams, which describe concentration and temperature-dependent transition points in solutions, can be used to illustrate the new theory, dubbed the transition-zone theory.

The theory demonstrates that crystallization happens in two steps: first a melt-like pre-growth intermediate forms. Then that intermediate can organize into the crystal structure.




"To grow a crystal out of a solution, you have to quickly separate the solvent and solute," Martin says. "When we refer to the 'melt' here, we're talking about the pure phase of the solvent prior to crystal formation. The difference here is that my theory shows you get better, faster crystal growth by moving your solution toward conditions that emphasize the solvent; in other words, the solvent -- not the impurity within it -- controls the rate of crystal growth."

Martin applied his theory to a number of different solutions, concentrations and temperature conditions and found that it accurately describes the rate and size of crystal formation.

"The main issue with previous descriptions of crystallization was the perception that crystals grow by having independent solute particles diffuse to, and then attach to a growing crystal interface," Martin says. "Instead, it is necessary to understand cooperative ensembles of the solvent to describe crystal growth."

According to Martin, the important aspect of the new theory is its focus on understanding how solute impurities disrupt that cooperative ensemble of solvent.

"By understanding the interplay of temperature and concentration, we can predict exactly how fast and large crystals will grow out of solution."

Martin believes the phase diagrams could have important applications for not just crystal formation, but for preventing crystal formation, such as preventing kidney stones from growing.

"Crystals underpin technology -- they're all around us and impact our daily lives," Martin says. "This theory gives researchers simple tools to understand the 'magic' of crystal growth and make better predictions. It's an example of how foundational science lays foundation for solving all kinds of real-world problems."

The paper appears in Matter and was supported in part by the National Science Foundation.
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deepSPACE design tool takes a concept to a multitude of configurations | ScienceDaily
deepSPACE isn't a futuristic film, a new videogame or the next season of a classic TV series. In fact, the new design software developed by an aerospace engineer at the University of Illinois at Urbana-Champaign isn't about outer space at all. This new tool takes your concept and requirements and rapidly generates design configurations from conventional to out-of-this-world, including a 3D CAD model and performance evaluations.


						
"We wanted to do for engineering and design what large AI language models have done for text," said Jordan Smart. "Right now, when you open up engineering design software, you're greeted with a blank screen. With deepSPACE, you tell it your requirements and it generates 100 to 1,000 concepts that are feasible within the time it would take a human to look at one or two. It gives you a much better picture of the broader design space."

And Smart said deepSPACE isn't limited to just physics-related questions. "It's trained on a mix of historical and simulation data but can use standard cost estimation tools and get at least that level of feedback for a cost analysis."

To demonstrate its flexibility, Smart and his research partner Emilio Botero used deepSPACE to generate physical system designs on beams, wheels, and aircraft but also on operational logistics networks. They created partnerships with large aircraft and automotive companies to ensure deepSPACE is something useful to researchers and industry professionals.

"We learned that although individuals may want deepSPACE to come fully loaded, companies prefer to build custom models tied to their own data and knowledge. On the back end, we can build up our own models to use for research or design, but it can also be used beginning with zero data. It's a teachable platform."

According to Smart, deepSPACE is more efficient than older optimization algorithms. "Where others said they took 20,000 simulations to start to parameterize their design space, we were able to get similar results with only about 250 samples. So, with about 100 times fewer datapoints, you can get a real sense of the trade-offs in the design space.

"When you design an airplane and want to know what effect modifying the wing, adding an engine, or increasing the payload might have on the design, those sorts of sensitivities and trade-offs are complicated. Traditional methods can take thousands of different design points before they can reasonably interpolate between them. Because deepSPACE is building a complete generative model, it's able to interpolate much more successfully on fewer data points. We're able to make the same level of prediction with the same level of accuracy faster and more economically."

The lower cost makes deepSPACE particularly valuable in aerospace applications. "We rely on simulation because building aircraft is expensive. But we're looking at how it can be used in other industries."




The fact that deepSPACE provides a 3D CAD file is an added feature. Smart said the outputs from other image generating programs can't be opened and used with other design software with all of its layers and effects still intact.

"With deepSPACE, you get exactly the same kind of raw file as if a human made it. So, any kind of edits or changes that you would want to do are there and available. It just slots right into your workflow as if you had subcontracted the work out to another firm and this was one of their deliverables."

Smart said deepSPACE can create a unique design conversation with the human engineers that train it.

"One of the designs that deepSPACE generated we thought was absurd. We said, clearly something is wrong. It was designed to a set of requirements but nothing like this was in the training data. But then when we looked at the results, the actual simulation results for what it generated looked reasonable and met the requirements."

The aircraft in question had relatively short wings with the control surfaces offset at the back to provide balance and stability. Smart said it wasn't exploiting the simulation or doing something that couldn't be built so they started looking at it more closely and realized they'd seen something like it somewhere. Eventually, they found that it was similar to an actual airplane built and flown by a leading aircraft manufacturer.

"I had set up the training data, the simulation and the actual learning algorithm. We gave deepSPACE a learning set from three conventional tube and wing aircraft, the Concorde and one blended wing body concept. From that it started generating its own concepts and checking them against the simulation and learning. Sometimes it would generate something nonphysical, but from that it learned where the edges are.




"Without a human saying 'don't consider this or that' it was able run its own experimentation, like brainstorming, and find something that we didn't expect. My personal bias would have said throw it out."

Smart said deepSPACE was able to show him the simulation results and how the design met his requirements. It found a viable solution to the problem just like it was designed to do.

"We gave it a tabulated set of historical data, from which it augments its understanding and starts to explore and experiment. I can build up a baseline model to get the results, but then I can treat it like a playground or a sandbox. I can run a new simulation that isn't in the historical data, see how that adds to my database of knowledge."

"For years, I felt like we have incredible analysis capability, but the bottleneck has become us. We have simulations, but a human just can't run thousands of simulations over and over and reject the bad ones and find the good ones and build that kind of intuition. deepSPACE is the first generation of systems designed to be like an engineer in your pocket. You can set up the problem and come back later to find a host of different options. Then, you can take it from there, and go farther with much more insight from the capabilities you already have."

Although created with professional academic and industry professionals in mind, Smart has other ideas.

"My goal is to get middle schoolers using something deepSPACE. They may not know the physics or have all of the skills to do a CAD drawing, but if they have an idea for a car, a train, a spaceship or something. they can tell deepSPACE about it and run it. Then they can make their own changes and see what happens next."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241002165613.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New design overcomes key barrier to safer, more efficient EV batteries | ScienceDaily
Researchers at McGill University have made a significant advance in the development of all-solid-state lithium batteries, which are being pursued as the next step in electric vehicle (EV) battery technology.


						
By addressing a long-standing issue with battery performance, this innovation could pave the way for safer, longer-lasting EVs.

The challenge lies in the resistance that occurs where the ceramic electrolyte meets the electrodes. This makes the battery less efficient and reduces how much energy it can deliver. The research team has discovered that creating a porous ceramic membrane, instead of the traditional dense plate, and filling it with a small amount of polymer can resolve this issue.

"By using a polymer-filled porous membrane, we can allow lithium ions to move freely and eliminate the interfacial resistance between the solid electrolyte and the electrodes," said George Demopoulos, Professor in the Department of Materials Engineering, who led the research.

"This not only improves the battery's performance but also creates a stable interface for high-voltage operation, one of the industry's key goals."

Current lithium-ion batteries rely on liquid electrolytes, which pose safety risks due to their flammability. All-solid-state batteries aim to replace liquid components with solid ones to improve safety and efficiency. This new design offers a novel way to overcome one of the key barriers to making all-solid-state batteries a reality for the EV industry.

"This discovery brings us closer to building the next generation of safer and more efficient batteries for electric vehicles," said first author on the study and PhD graduate in the Department of Materials Engineering Senhao Wang.
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Spinning out a new biomaterials startup is harder than you think | ScienceDaily
Today, entrepreneurship is everywhere, including science. Engineers and scientists often apply their research to a product or service and use it to launch a startup. The world of bioproduction -- using living cells and organisms to manufacture products -- is fertile ground for entrepreneurship. Biomaterials are a critical component to pharmaceutical and vaccine production and are also used in industries ranging from packaging and textiles to agriculture and food production.


						
Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study conducted by a team of students from around the country, including University of California San Diego's Ghita Guessous, shows that there are many challenges facing the spider silk industry. The paper, whose authors are all students, was published in ACS Biomaterials and Engineering.

The team -- which worked together cohesively despite never meeting in person -- originally came together through a nonprofit called Nucleate, a global organization seeking to make biotech education available to all by providing open-access programming, events and resources. Several members were interested in researching innovation trends in biotech and spider silk production piqued their interest.

"Our approach, combining resources from academic literature, patents, market data and experts, allowed us to paint an informed picture, rooted in data, and far from the hype cycles the industry has seen," stated first author Guessous, who graduated last spring with a Ph.D. in physics.

Reviewing the academic literature involved combing through hundreds of papers in microbiology, genetics and materials science to find relevant information that could be synthesized into the case study. Similarly, they reviewed reams of market data to see how startups in this space had fared over the years.

Keeping entrepreneurship in mind, the team also looked at patents, which contain tremendous amounts of scientific information. Surprisingly, they found over 2,400 patents related to spider silk manufacturing.

The team also contacted experts in the field, who were not just scientists, but industry experts as well -- those that worked in large, well-established organizations and startups, as well as venture capitalists who have invested in these companies.




"When we first started this research, there was a lot of excitement about how spider silk production would be the next big thing," stated Anthony Bui, a co-author on the study who recently graduated from Cornell University with a Ph.D. in microbiology. "However, in talking with a variety of people embedded in this space, we got a much more sobering outlook."

Spinning at Scale

One of the biggest challenges in spider silk production is how to produce it at scale, because, as it turns out, spiders are very territorial and cannibalistic, making large spider farms problematic (and terrifying).

To combat this, scientists have turned to genetically modifying other living organisms to carry the silk-producing gene -- a process called heterologous expression. Some scientists have even spliced spider-silk genes into goats who produce the silk in their milk. Others are looking at alfalfa, silkworms, yeast and even bacteria as possible producers, although the silk can be toxic to its hosts. Reducing this toxicity remains an active area of research.

One of the goals of the study was to highlight the pros and cons of potential host organisms, finding the sweet spot between quality and cost. Ultimately, the path forward may be following in the footsteps of another industry.

"Similar to how the pharmaceutical world has largely transitioned to using unicellular organisms that are culturable in the lab and in large bioreactors, many have converged toward using microbes and bacteria to produce spider silk," stated Guessous.




Although it may have been discouraging at first, the team says uncovering these challenges underscored the purpose of their case study: to highlight all of the white spaces where academic research could contribute to solving some of the outstanding problems the industry is facing.

The final part of the paper discussed potential applications and the tradeoffs to consider when entering a particular market. The most obvious market is fashion, where silk from silkworms is already widely used; however, it is notoriously hard for new textiles to breach an industry where polyester, plastic and other materials can be made so cheaply. Even in luxury fashion, where silk is a staple, spider silk is, at this stage, much more expensive to produce.

A more likely venture is using spider silk in high-performance materials where lightweight durability is a priority -- everything from bulletproof vests to car panels. Spider silk may also make its way into your shampoo bottle or body lotion, providing coveted shine and smoothness.

Working on this case study has been eye-opening, although the team is not completely deterred from working in the biomanufacturing space in the future.

"I went in super excited, but after learning about all the challenges, I would say I'm feeling a little bit more conservative now," stated Bui. "Still optimistic, but more cautious."

"I feel the same," agreed Guessous. "What I learned is that it is important to consider the potential for scalability of any product ahead of launching into such ventures. Our study provides a model for the kinds of insights that can inform both academic research programs and entrepreneurial decisions. Hopefully it will be a useful resource for anyone brave enough to launch the next revolutionary startup!"

Full list of authors: Ghita Guessous and Gabriel Manzanarez (both UC San Diego), Lauren Blake (Tufts University), Anthony Bui (Cornell University) and Yelim Woo (Boston University).
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New method of generating multiple, tunable nanopores could revolutionize membrane technology | ScienceDaily
Nanoporous membranes with atomic-scale holes smaller than one-billionth of a meter have powerful potential for decontaminating polluted water, pulling valuable metal ions from the water, or for osmotic power generators.


						
But these exciting applications have been limited in part by the tedious process of tunneling individual sub-nanometer pores one by one.

"If we are to ever scale up 2D material membranes to be relevant for applications outside the laboratory, the 'one pore at a time' method just isn't feasible," said recent UChicago Pritzker School of Molecular Engineering (PME) PhD graduate Eli Hoenig. "But, even within the confines of laboratory experiment, a nanoporous membrane provides significantly larger signals than a single pore, increasing the sensitivity."

Hoenig is first author of a paper recently published in Nature Communications that found a novel path around this longstanding problem. Under PME Asst. Prof. Chong Liu, the team created a new method of pore generation that builds materials with intentional weak spots, then applies a remote electric field to generate multiple nanoscale pores all at once.

"Our logic is that, if we can pre-design what the material looks like and design where the weak points are, then when we do the pore generation, the field will pick up those weaker points and start to drill holes there first," Liu said.

The strength of weakness

By overlapping a few layers of polycrystalline molybdenum disulfide, the team can control where the crystals met.




"Say I have two perfect crystals. When the two crystals come together, they will not be smoothly just glued together. There's an interface where they start to connect to each other," Liu said. "That's called the grain boundary."

This means they can "pre-pattern" the grain boundaries -- and the pores that will eventually form there -- with a remarkable level of control.

But it isn't just location that can be fine-tuned through this technique. The concentration of the pores and even their sizes can be determined in advance. The team was able to tune the size of the pore from 4 nanometers to smaller than 1 nanometer.

This allows flexibility for engineering water treatment systems, fuel cells or any number of other applications.

"People want to precisely create and confine pores, but usually the method is limited so that you can only create one pore at a time," Liu said. "And so that's why we developed a method to create high-density pores where you are still able to control the precision and size of each individual pore."

While the technique has a number of uses, Hoenig finds the environmental applications most exciting. These include treating water and extracting valuable materials such as the lithium needed for the grid-scale batteries demanded by the world's transition to renewable energy.

"Targeted water decontamination and resource recovery are, at least at this basic science level, two sides of the same coin, and both, to me, are really important," Hoenig said.

Liu said this new paper is an intellectual offshoot of an interdisciplinary collaboration with the battery-focused laboratory of PME Prof. Shirley Meng and PME Asst. Prof. Shuolong Yang's quantum group. Working across academic silos, the three labs previously collaborated to break through a longstanding hurdle in growing quantum qubits on crystals.

"Our three teams are trying to develop precision synthesis techniques, not only for one type of material and not only for one type of material property," Liu said. "Together, we are looking at how we can manipulate a material's composition, structure, and defects to be able to create precise defects and pores."
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Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation | ScienceDaily
Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery. So, a research team led by the University of Gottingen investigated using cutting-edge techniques. The researchers discovered that the amethyst geodes formed at unexpectedly low crystallisation temperatures of just 15 to 60 degC. Taken with their other results, researchers were able to propose a new model to explain their formation. The research was published in the journal Mineralium Deposita.


						
Amethyst has been mined for over 150 years in the Los Catalanes District of Uruguay, where the research was carried out. This is an area renowned for the deep violet colour and high quality of its gems, as well as magnificent giant geodes sometimes over 5 m high. The deposits here have been recognised as one of the top 100 geological heritage sites in the world, highlighting their scientific and natural value. However, limited knowledge of how these geodes formed has made locating them challenging, relying largely on miners' experience. To address this, researchers conducted extensive geological surveys across more than 30 active mines, analysing geode minerals, geode-hosted water, and groundwater. Using advanced techniques like nucleation-assisted microthermometry of initial one-phase fluid inclusion and triple-oxygen-isotope geochemistry, the team uncovered new insights into how these prized geodes formed. As well as finding that the amethyst geodes formed at unexpectedly low crystallisation temperatures, the researchers also showed that the mineralising fluids had the low levels of salinity and proportion of isotopes consistent with water originating from the natural weather cycle, which probably came from groundwater held in nearby rocks.

"The precision and accuracy of these new techniques, allowed us to estimate with confidence the temperature and composition of the mineralizing fluids," said Fiorella Arduin Rode, lead author and PhD researcher at Gottingen University's Geoscience Centre. "Our findings support the idea that these amethysts crystallised at low temperatures from groundwater-like fluids." The study proposes a model where mineral phases like amethyst crystallise within volcanic cavities in a dark rock known as basalt, influenced by regional variations in temperature in the Earth's crust. Arduin Rode adds, "Understanding the conditions for amethyst formation -- such as the temperature and composition of the mineralising fluid, as well as the silica source, the timing of the mineralisation, and its relationship with the host rocks -- is crucial for unravelling the process. This could significantly improve exploration techniques and lead to sustainable mining strategies in the future."

Funding for this research was provided by Research Grants -- Doctoral Programmes in Germany, 2021/22 -- 57552340 -- Deutscher Akademischer Austauschdienst (DAAD)
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NASA's TESS spots record-breaking stellar triplets | ScienceDaily
Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic "strobe lights" captured by NASA's TESS (Transiting Exoplanet Survey Satellite).


						
The system contains a set of twin stars orbiting each other every 1.8 days, and a third star that circles the pair in just 25 days. The discovery smashes the record for shortest outer orbital period for this type of system, set in 1956, which had a third star orbiting an inner pair in 33 days.

"Thanks to the compact, edge-on configuration of the system, we can measure the orbits, masses, sizes, and temperatures of its stars," said Veselin Kostov, a research scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland, and the SETI Institute in Mountain View, California. "And we can study how the system formed and predict how it may evolve."

A paper, led by Kostov, describing the results was published in The Astrophysical Journal Oct. 2.

Flickers in starlight helped reveal the tight trio, which is located in the constellation Cygnus. The system happens to be almost flat from our perspective. This means the stars each cross right in front of, or eclipse, each other as they orbit. When that happens, the nearer star blocks some of the farther star's light.

Using machine learning, scientists filtered through enormous sets of starlight data from TESS to identify patterns of dimming that reveal eclipses. Then, a small team of citizen scientists filtered further, relying on years of experience and informal training to find particularly interesting cases.

These amateur astronomers, who are co-authors on the new study, met as participants in an online citizen science project called Planet Hunters, which was active from 2010 to 2013. The volunteers later teamed up with professional astronomers to create a new collaboration called the Visual Survey Group, which has been active for over a decade.




"We're mainly looking for signatures of compact multi-star systems, unusual pulsating stars in binary systems, and weird objects," said Saul Rappaport, an emeritus professor of physics at MIT in Cambridge. Rappaport co-authored the paper and has helped lead the Visual Survey Group for more than a decade. "It's exciting to identify a system like this because they're rarely found, but they may be more common than current tallies suggest." Many more likely speckle our galaxy, waiting to be discovered.

Partly because the stars in the newfound system orbit in nearly the same plane, scientists say it's likely very stable despite their tight configuration (the trio's orbits fit within a smaller area than Mercury's orbit around the Sun). Each star's gravity doesn't perturb the others too much, like they could if their orbits were tilted in different directions.

But while their orbits will likely remain stable for millions of years, "no one lives here," Rappaport said. "We think the stars formed together from the same growth process, which would have disrupted planets from forming very closely around any of the stars." The exception could be a distant planet orbiting the three stars as if they were one.

As the inner stars age, they will expand and ultimately merge, triggering a supernova explosion in around 20 to 40 million years.

In the meantime, astronomers are hunting for triple stars with even shorter orbits. That's hard to do with current technology, but a new tool is on the way.

Images from NASA's upcoming Nancy Grace Roman Space Telescope will be much more detailed than TESS's. The same area of the sky covered by a single TESS pixel will fit more than 36,000 Roman pixels. And while TESS took a wide, shallow look at the entire sky, Roman will pierce deep into the heart of our galaxy where stars crowd together, providing a core sample rather than skimming the whole surface.




"We don't know much about a lot of the stars in the center of the galaxy except for the brightest ones," said Brian Powell, a co-author and data scientist at Goddard. "Roman's high-resolution view will help us measure light from stars that usually blur together, providing the best look yet at the nature of star systems in our galaxy."

And since Roman will monitor light from hundreds of millions of stars as part of one of its main surveys, it will help astronomers find more triple star systems in which all the stars eclipse each other.

"We're curious why we haven't found star systems like these with even shorter outer orbital periods," said Powell. "Roman should help us find them and bring us closer to figuring out what their limits might be."

Roman could also find eclipsing stars bound together in even larger groups -- half a dozen, or perhaps even more all orbiting each other like bees buzzing around a hive.

"Before scientists discovered triply eclipsing triple star systems, we didn't expect them to be out there," said co-author Tamas Borkovits, a senior research fellow at the Baja Observatory of The University of Szeged in Hungary. "But once we found them, we thought, well why not? Roman, too, may reveal never-before-seen categories of systems and objects that will surprise astronomers."
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.
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Discovery of promising electrolyte for all-solid-state batteries | ScienceDaily
Often overlooked, rechargeable batteries play an important part in contemporary life, powering small devices like smartphones to larger ones like electric vehicles. The keys to creating sustainable rechargeable batteries include having them hold their charge longer, giving them a longer life with more charging cycles, and making them safer. Which is why there is so much promise in all-solid-state batteries.


						
The problem so far is discovering which solid electrolytes offer such potential advantages.

In a step toward that goal, an Osaka Metropolitan University research group led by Assistant Professor Kota Motohashi, Associate Professor Atsushi Sakuda, and Professor Akitoshi Hayashi of the Graduate School of Engineering has developed an electrolyte with high conductivity, formability, and electrochemical stability.

The group achieved high conductivity at room temperature by adding Ta2O5 (tantalum pentoxide) to the previously developed solid electrolyte NaTaCl6, a combination of tantalum chloride and sodium chloride.

The discovered solid electrolyte, Na2.25TaCl4.75O1.25, also has a higher electrochemical stability than conventional chlorides and superior mechanical properties.

"The results of this research are expected to make a significant contribution to the development of composite solid electrolytes, in addition to the glass and crystal solid electrolytes that have been developed to date," Professor Motohashi suggested. "We will now be focusing on elucidating the ionic conduction mechanism of composite solid electrolytes and further developing materials."
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Nanopillars create tiny openings in the nucleus without damaging cells | ScienceDaily
Imagine trying to poke a hole in the yolk of a raw egg without breaking the egg white. It sounds impossible, but researchers at the University of California San Diego have developed a technology that performs a similarly delicate task in living cells. They created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane.


						
The research, published in Advanced Functional Materials, could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

"We've developed a tool that can easily create a gateway into the nucleus," said Zeinab Jahed, professor in the Aiiso Yufeng Li Family Department of Chemical and Nano Engineering at UC San Diego and senior author of the study.

The nucleus is impenetrable by design. Its membrane is a highly fortified barrier that shields our genetic code, letting in only specific molecules through tightly controlled channels. "It's not easy to get anything into the nucleus," said Jahed. "Drug and gene delivery through the nuclear membrane has long been an immense challenge."

Current methods to access the nucleus typically involve using a tiny needle to physically puncture both the nucleus and the cell. However, these methods are invasive and can only be used in small-scale applications.

Jahed and her team, co-led by UC San Diego nanoengineering Ph.D. student Ali Sarikhani, developed a non-disruptive solution. They engineered an array of nanopillars, consisting of nanoscale cylindrical structures. When a cell is placed on top of these nanopillars, the nucleus wraps itself around the nanopillars, causing its membrane to curve. This induced curvature in turn causes tiny, self-sealing openings to temporarily form in the nuclear membrane. The outer membrane of the cell, meanwhile, remains undamaged.

"This is exciting because we can selectively create these tiny breaches in the nuclear membrane to access the nucleus directly, while leaving the rest of the cell intact," said Jahed.

In experiments, cells containing a fluorescent dye within their nuclei were placed on the nanopillars. Researchers observed that the dye leaked from the nucleus into the cytoplasm but remained confined within the cell. This indicated that only the nuclear membrane, not the cell membrane, had been punctured. The researchers observed this effect in various cell types, including epithelial cells, heart muscle cells and fibroblasts.

The team is currently investigating the mechanisms behind this effect. "Understanding these details will be key to optimizing the platform for clinical use and ensuring that it is both safe and effective for delivering genetic material into the nucleus," said Jahed.

This work was supported in part by an Air Force Office of Scientific Research YIP award (311616-00001), a Cancer Research Coordinating Committee faculty seed grant, the National Institutes of Health (R00 GM12049403, R01GM149976 and R21NS125395) and UC San Diego Startup funds. This work was performed in part at the San Diego Nanotechnology Infrastructure (SDNI) at UC San Diego, a member of the National Nanotechnology Coordinated Infrastructure, which was supported by the National Science Foundation (grant ECCS-2025752).
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A new injectable to prevent and treat hypoglycemia | ScienceDaily
People with diabetes take insulin to lower high blood sugar. However, if glucose levels plunge too low -- from taking too much insulin or not eating enough sugar -- people can experience hypoglycemia, which can lead to dizziness, cognitive impairment, seizures or comas. To prevent and treat this condition, researchers in ACS Central Science report encapsulating the hormone glucagon. In mouse trials, the nanocapsules activated when blood sugar levels dropped dangerously low and quickly restored glucose levels.


						
Glucagon is a hormone that signals the liver to release glucose into the bloodstream. It's typically given by injection to counteract severe hypoglycemia in people who have diabetes. While an emergency glucagon injection can correct blood sugar levels in about 30 minutes, formulations can be unstable and insoluble in water. In some cases, the hormone quickly breaks down when mixed for injections and clumps together to form toxic fibrils. Additionally, many hypoglycemic episodes occur at night, when people with diabetes aren't likely to test their blood sugar. To improve commercial glucagon stability and prevent hypoglycemia, Andrea Hevener and Heather Maynard looked to micelles: nanoscale, soap-like bubbles that can be customized to assemble or disassemble in different environments and are used for drug delivery. They developed a glucose-responsive micelle that encapsulates and protects glucagon in the bloodstream when sugar levels are normal but dissolves if levels drop dangerously low. To prevent hypoglycemia, the micelles could be injected ahead of time and circulate in the bloodstream until they are needed.

In lab experiments, the researchers observed that the micelles disassembled only in liquid environments that mimicked hypoglycemic conditions in both human and mice bodies: less than 60 milligrams of glucose per deciliter. Next, when mice experiencing insulin-induced hypoglycemia received an injection of the specialized micelles, they achieved normal blood sugar levels within 40 minutes. The team also determined that glucagon-packed micelles stayed intact in mice and didn't release the hormone unless blood glucose levels fell below the clinical threshold for severe hypoglycemia. From additional toxicity and biosafety studies in mice, the researchers note that empty micelles didn't trigger an immune response or induce organ damage.

While more studies are needed, the researchers say their proof-of-concept is a first step toward a new on-demand and effective method for preventing or mitigating extremely low blood sugar levels.

The authors acknowledge funding from the Leona M. and Harry B. Helmsley Charitable Trust; BioPACIFIC Materials Innovation Platform funded by the National Science Foundation; the National Science Foundation Graduate Research Fellowship Program; the National Institutes of Health; and the University of California, Los Angeles Clinical and Translational Science Institute.
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Turning plants into workout supplement bio-factories | ScienceDaily
It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study published in ACS' Journal of Agricultural and Food Chemistry, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.


						
Plants can be surprisingly receptive when asked to produce compounds they're not used to making. Using a specialized bacterium, scientists have transferred DNA instructions for all manner of amino acids, peptides, proteins or other molecules into different plants' cells. This technology helped create lettuce with peptide components that reduced bone loss, for example. But when it comes to more complex compounds, the transferred DNA instructions could alter the host's natural metabolism enough to eventually reduce the output of the desired product. Pengxiang Fan and colleagues wanted to address this issue by introducing instructions in the form of synthetic modules that not only encoded their intended product, but also the molecules used to build it. They hoped to increase the yield of three desired nutrients: creatine, carnosine and taurine.

The team put the swappable synthetic modules to the test in Nicotiana benthamiana, a tobacco-like plant used as a model organism in synthetic biology applications:
    	The creatine module containing the two genes for creatine synthesis resulted in 2.3 micrograms of the peptide per gram of plant material.
    	The carnosine peptide was produced using a module for carnosine and another module for one of the two amino acids used to build the peptide, b-alanine. Though b-alanine is naturally found in N. benthamiana, it's in small amounts, so stacking the modules together increased carnosine production by 3.8-fold.
    	Surprisingly, for taurine, a double-module approach was unsuccessful for creating the amino acid. Instead, a larger disruption to the metabolism occurred, and little taurine was produced as the plant tried to get things back on track.

Overall, this work demonstrates an effective framework for producing some of the complex nutrients typically found in animals in a living plant system. The researchers say that future work could apply this method to edible plants -- including fruits or vegetables, rather than just leaves -- or other plants that could act as bio-factories to sustainably produce these nutrients.

The authors acknowledge funding from the National Natural Science Foundation of Zhejiang Province and the Starry Night Science Fund of Zhejiang University Shanghai Institute for Advanced Study.
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Researchers integrate fast OCT system into neurosurgical microscope | ScienceDaily
Researchers have successfully integrated a megahertz-speed optical coherence tomography (MHz-OCT) system into a commercially available neurosurgical microscope and demonstrated its clinical usefulness. This advancement represents an important step toward developing an OCT instrument that could be used to identify tumor margins during brain surgery.


						
OCT is a non-invasive imaging technique that provides high-resolution, cross-sectional images of tissue that allow visualization of structures beneath the surface. Although this imaging approach is widely used in ophthalmology and cardiology, most commercial OCT systems can acquire only about 30 2D images in a second.

"The MHz-OCT system we developed is very fast, about 20 times faster than most other OCT systems," said Wolfgang Draxinger from Universitat zu Lubeck. "This allows it to create 3D images that reach below the brain's surface. These could be processed, for example with AI, to find and show parts that are not healthy and further need treatment yet would remain hidden with other imaging methods."

In the Optica Publishing Group journal Biomedical Optics Express, researchers led by Robert Huber describe results from a clinical study of the microscope integrated MHz-OCT system. They showed that the system can be used during a surgical procedure to acquire high quality volumetric OCT cross-sectional scans within seconds, with the images immediately available for post-processing.

"We see our microscope integrated MHz-OCT system being used not just in brain tumor surgeries, but as a tool in every neurosurgery setting, since it can acquire high contrast pictures of anatomy such as blood vessels through the thick membrane that surrounds the brain," said Draxinger, first author of the new paper. "This could significantly improve outcomes for procedures requiring detailed information about anatomical structures beneath the brain's surface, such as deep brain stimulation for Parkinson's disease."

Speeding up OCT

The researchers have been working for some time to speed up OCT technology by improving the light sources and sensors used and developing software to process the large amount of data generated. This resulted in the development of an MHz-OCT system that can achieve over a million depth scans per second.




The megahertz speed makes it possible to acquire over a million depth scans in just one second. This imaging speed is possible because the system incorporates a Fourier domain mode locking laser, first conceived in 2005 by Huber during his doctoral thesis research at MIT under James G. Fujimoto, who together with Eric Swanson and David Huang invented OCT. In addition, the development of graphics processing unit (GPU) technology over the past 15 years led to the computational capabilities required for processing the raw OCT signal into readable visuals without a bulky computer.

To find out if the MHz-OCT instrument they developed could be used to view brain tumor margins, the researchers integrated it with a special type of microscope that surgeons use to get a better view of the brain.

Taking it to the operating room

After building the integrated system, they tested it with calibration targets and tissue analog phantoms. Once satisfied with these results, they proceeded through patient safety testing and then began a clinical study investigating its application in brain tumor resection neurosurgery in 30 patients.

"We found that our system integrates well with the regular workflow in the operating room, with no major technological issues," said Draxinger. "The quality of the images acquired surpassed our expectations, which were set low due to the system being a retrofit."

During the clinical study, the researchers acquired about 10 TB of OCT imaging data along with matched pathological histology information. They note that they are still in the very early stages of understanding the data and images the new system is producing and developing AI methods for classifying the tissue. Thus, it will likely be years before this technology could be widely used to support brain tumor resection neurosurgery.

They are also preparing a study in which the new system will be used to demonstrate the exact location of brain activity in reaction to, for example, an external stimulus, during neurosurgery. This could hold promise for enhancing the precision of implantation of neuroprosthetic electrodes, allowing more accurate control of prosthetic devices by tapping into the brain's electrical signals.
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Research provides new insights into role of mechanical forces in gene expression | ScienceDaily
The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes.


						
"There are a lot of mechanical forces at play all the time that we never consider, we have very little knowledge of, and they're not talked about in textbooks," said Laura Finzi, the Dr. Waenard L. Miller, Jr. '69 and Sheila M. Miller Endowed Chair in Medical Biophysics at Clemson University.

Transcription is the process by which a cell makes an RNA copy of a segment of DNA. One type of RNA, called messenger RNA (mRNA), encodes information to make proteins required for the structure and functions of cells or tissues.

RNA polymerase (RNAP) is a type of protein that produces mRNA. It tracks processively along double helical DNA, untwists it to read the base pair sequence of only one strand and synthesizes a matching mRNA. Such "transcription" of a gene begins when RNAP binds to a "promoter" DNA sequence and ends at a "terminator" sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA.

A team of researchers led by Finzi and including David Dunlap, research professor in the Clemson Department of Physics and Astronomy, have, for the first time, demonstrated how force plays a role in an alternative to canonical termination.

Using magnetic tweezers to pull RNAP polymerase along a DNA template, the researchers were able to show that upon reaching a terminator, bacterial RNA polymerase may remain on the DNA template and be pulled to slide backward to the same or forward to an adjacent promoter to start a subsequent cycle of transcription. Thus, the direction of force determines whether a segment of DNA may be transcribed multiple times or only once. Finzi and Dunlap report that this force-directed recycling mechanism can change the relative abundance of adjacent genes.

Furthermore, they found that the ability of a sliding RNAP requires the C-terminal domain of the alpha subunit to recognize a promoter oriented opposite to the direction of sliding. These subunits "allow it to stay on track, flip around and grab the other strand of the DNA double helix where another promoter might be," she said. Indeed, with the alpha subunits deleted, flipping around to oppositely oriented promoters did not occur.

A thorough understanding of the molecular mechanisms that regulate transcriptional activity in the genome may identify therapeutic alternatives in which RNAP might be modified to suppress certain proteins and prevent disease.

Finzi said there might be locations in the genome where recycling is more frequent than others, but that is still unknown.

"My hope is that one day we will have a spatio-temporal map of forces acting on the genome at various times during the life cycle of various types of cells in our organism. Our research highlighting the effect of forces on the probability of repetitive transcription may then help predicting and plotting, in a heat map sort of way, the different levels of transcription of different genes," Finzi said.
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Physicists explore possibility of life beyond Earth | ScienceDaily
Are there planets beyond Earth where humans can live? The answer is maybe, according to a new study from University of Texas at Arlington physicists examining F-type star systems.


						
Stars fall into seven lettered categories according to their surface temperature. They also differ in other factors including mass, luminosity, and radius. F-types are in the middle of the scale, hotter and more massive than our sun. F-type stars are yellowish white in color and have surface temperatures of more than 10,000 degrees.

A habitable zone (HZ) is the distance from a star at which water could exist on orbiting planets' surfaces. In the research led by doctoral student Shaan Patel and co-authored by professors Manfred Cuntz and Nevin Weinberg, the physicists presented a detailed statistical analysis of the currently known planet-hosting F-type stars using the NASA Exoplanet Archive. The archive is an online exoplanet and star data service that collects data for research.

"F-type stars are usually considered the high-luminosity end of stars with a serious prospect for allowing an environment for planets favorable for life," Dr. Cuntz said. "However, those stars are often ignored by the scientific community. Although F-type stars have a shorter lifetime than our sun, they have a wider HZ. In short, F-type stars are not hopeless in the context of astrobiology."

"F-type star systems are important and intriguing cases when dealing with habitability due to the larger HZs," Patel said. "HZs are defined as areas in which conditions are right for Earth-type bodies to potentially host exolife." Exolife is the possibility that life may exist outside our solar system.

After excluding systems with little information about planets, the team identified 206 systems of interest. "We further broke down those 18 systems into four sub-categories depending on how much time they would spend in the HZ," said Patel.

In one case, the planet HD 111998, also known as 38 Virginis, is always situated in the HZ. It is located 108 light-years from Earth and is thus considered to be part of the extended Solar System neighborhood. It's also 18% more massive and has a radius 45% greater than the sun, Cuntz said.




"The planet in question was discovered in 2016 at La Silla, Chile," Cuntz said. "It is a Jupiter-type planet which is unlikely to permit life itself, but it offers the general prospect of habitable exomoons, an active field of worldwide research also pursued here at UTA."

"In future studies, our work may serve to investigate the existence of Earth-mass planets and also habitable exomoons hosted by exo-Jupiters in F-type systems," Patel said.

Among possible future projects, the team noted, are studies of planetary orbits, including cases of part-time HZ planets; explorations of the relationships between planetary habitability and stellar evolution, including astrobiological aspects; and assessments of exomoons for distinct systems.

"What makes a study like this possible is the hard work and dedication of the worldwide community of astronomers who have discovered more than 5,000 planets over the last 30 years," Dr. Weinberg said. "With so many known planets, we can now carry out statistical analyses of even relatively rare systems, such as planets orbiting F-type stars, and identify those that might reside in the habitable zone."
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Seeing double: Designing drugs that target 'twin' cancer proteins | ScienceDaily
Some proteins in the human body are easy to block with a drug; they have an obvious spot in their structure where a drug can fit, like a key in a lock. But other proteins are more difficult to target, with no clear drug-binding sites.


						
To design a drug that blocks a cancer-related protein, Scripps Research scientists took a hint from the protein's paralog, or "twin." Using innovative chemical biology methods, the scientists pinpointed a druggable site on the paralog, and then used that knowledge to characterize drugs that bound to a similar -- but more difficult to detect -- spot on its twin. Ultimately, they found drugs that only bound to the protein of interest and not its highly similar sibling.

Their approach, described in Nature Chemical Biology on September 18, 2024,and dubbed "paralog hopping," could uncover new binding sites for drugs and inform drug development more broadly, since nearly half of the proteins in human cells -- including many involved in cancer and autoimmune diseases -- have such paralogs.

"This method may be generally useful in cases where you have paralogs, and you are trying to find a new drug for one of them," says senior author Benjamin Cravatt, PhD, the Norton B. Gilula Chair in Biology and Chemistry at Scripps Research. "Being able to target one paralog over another is an important goal in drug development, as two paralogs often have different functions."

Many genes have duplicated throughout evolution, resulting in multiple copies in the human genome. In some cases, copies have evolved slightly different sequences from each other, making their corresponding proteins into paralogs. These protein paralogs remain highly similar in structure and often have redundant or overlapping functions within cells.

In recent years, Cravatt's research team formulated an approach to develop drugs that bind to the amino acid cysteine -- a protein building block with unique, highly reactive chemical properties. The scientists' method takes advantage of cysteines as an optimal site for drugs to attach to a protein permanently, often inactivating it. However, not all proteins have accessible cysteines. In the cases of paralog pairs, one protein may have a druggable cysteine that the other does not.

"We started with this idea that if you know how to drug one protein, you can figure out how to drug its paralog in a similar way," says Yuanjin Zhang, a graduate student at Scripps Research and first author of the new paper.




As a test case, the team tackled the paralog pair known as CCNE1 and CCNE2. Both proteins have been found to be overactive in breast, ovarian and lung cancer. However, scientists suspected that the two proteins play slightly different roles. The team posited that turning off just one protein could make treating some cancers more effective.

It has been difficult, however, to design drugs that target the CCNE1 and CCNE2 proteins to test this hypothesis. Cravatt, Zhang and their colleagues knew that CCNE2 had a druggable cysteine, while CCNE1 did not. If they could identify drugs that bound to the same spot on CCNE1, even in the absence of a cysteine, they suspected the protein would shut off.

The scientists first engineered a cysteine into CCNE1, mimicking the drug-binding spot they had pinpointed in CCNE2. They then leveraged this neo-cysteine to identify drugs that bind to CCNE1. Next, they screened a library of other chemical compounds for the ability to compete with that drug in binding to CCNE1. The team reasoned that some of the compounds that competed for the same spot would bind in ways that did not rely on the cysteine.

Indeed, Cravatt, Zhang and their colleagues discovered multiple compounds that could bind to the same site on CCNE1 even when the cysteine was removed again. Some compounds did not bind to CCNE2. Some also had opposite functions, stabilizing the molecule so that it might be more active than usual, rather than inactivating it. Structural studies revealed that the CCNE1 compounds bind to a cryptic pocket that was not previously known to be druggable.

The team says the approach highlights the importance of screening for drugs in diverse, creative ways.

"If we had just screened looking for compounds with a particular function, we would not have identified all of these various functional molecules, and if we had just looked at the structure of CCNE1, we would not have found this binding pocket at all," says Zhang.

More research is needed to discover whether the new compounds have potential utility in treating cancer or other diseases in which CCNE1 plays a role. Next, the scientists plan to apply their paralog-hopping method to other pairs of proteins important for tumorigenesis.

In addition to Cravatt and Zhang, authors of the study, "An allosteric cyclin E-CDK2 site mapped by paralog hopping with covalent probes," include Zhonglin Liu, Sang Joon Won, Divya Bezwada and Bruno Melillo of Scripps; and Marsha Hirschi, Oleg Brodsky, Eric Johnson, Asako Nagata, Matthew D. Petroski, Jaimeen D. Majmudar, Sherry Niessen, Todd VanArsdale, Adam M. Gilbert, Matthew M. Hayward, Al E. Stewart and Andrew R. Nager of Pfizer, Inc.

This work was supported by funding from the National Cancer Institute (R35 CA231991) and Pfizer. 
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New security protocol shields data from attackers during cloud-based computation | ScienceDaily
Deep-learning models are being used in many fields, from health care diagnostics to financial forecasting. However, these models are so computationally intensive that they require the use of powerful cloud-based servers.


						
This reliance on cloud computing poses significant security risks, particularly in areas like health care, where hospitals may be hesitant to use AI tools to analyze confidential patient data due to privacy concerns.

To tackle this pressing issue, MIT researchers have developed a security protocol that leverages the quantum properties of light to guarantee that data sent to and from a cloud server remain secure during deep-learning computations.

By encoding data into the laser light used in fiber optic communications systems, the protocol exploits the fundamental principles of quantum mechanics, making it impossible for attackers to copy or intercept the information without detection.

Moreover, the technique guarantees security without compromising the accuracy of the deep-learning models. In tests, the researcher demonstrated that their protocol could maintain 96 percent accuracy while ensuring robust security measures.

"Deep learning models like GPT-4 have unprecedented capabilities but require massive computational resources. Our protocol enables users to harness these powerful models without compromising the privacy of their data or the proprietary nature of the models themselves," says Kfir Sulimany, an MIT postdoc in the Research Laboratory for Electronics (RLE) and lead author of a paper on this security protocol.

Sulimany is joined on the paper by Sri Krishna Vadlamani, an MIT postdoc; Ryan Hamerly, a former postdoc now at NTT Research, Inc.; Prahlad Iyengar, an electrical engineering and computer science (EECS) graduate student; and senior author Dirk Englund, a professor in EECS, principal investigator of the Quantum Photonics and Artificial Intelligence Group and of RLE. The research was recently presented at Annual Conference on Quantum Cryptography.




A two-way street for security in deep learning

The cloud-based computation scenario the researchers focused on involves two parties -- a client that has confidential data, like medical images, and a central server that controls a deep learning model.

The client wants to use the deep-learning model to make a prediction, such as whether a patient has cancer based on medical images, without revealing information about the patient.

In this scenario, sensitive data must be sent to generate a prediction. However, during the process the patient data must remain secure.

Also, the server does not want to reveal any parts of the proprietary model that a company like OpenAI spent years and millions of dollars building.

"Both parties have something they want to hide," adds Vadlamani.




In digital computation, a bad actor could easily copy the data sent from the server or the client.

Quantum information, on the other hand, cannot be perfectly copied. The researchers leverage this property, known as the no-cloning principle, in their security protocol.

For the researchers' protocol, the server encodes the weights of a deep neural network into an optical field using laser light.

A neural network is a deep-learning model that consists of layers of interconnected nodes, or neurons, that perform computation on data. The weights are the components of the model that do the mathematical operations on each input, one layer at a time. The output of one layer is fed into the next layer until the final layer generates a prediction.

The server transmits the network's weights to the client, which implements operations to get a result based on their private data. The data remain shielded from the server.

At the same time, the security protocol allows the client to measure only one result, and it prevents the client from copying the weights because of the quantum nature of light.

Once the client feeds the first result into the next layer, the protocol is designed to cancel out the first layer so the client can't learn anything else about the model.

"Instead of measuring all the incoming light from the server, the client only measures the light that is necessary to run the deep neural network and feed the result into the next layer. Then the client sends the residual light back to the server for security checks," Sulimany explains.

Due to the no-cloning theorem, the client unavoidably applies tiny errors to the model while measuring its result. When the server receives the residual light from the client, the server can measure these errors to determine if any information was leaked. Importantly, this residual light is proven to not reveal the client data.

A practical protocol

Modern telecommunications equipment typically relies on optical fibers to transfer information because of the need to support massive bandwidth over long distances. Because this equipment already incorporates optical lasers, the researchers can encode data into light for their security protocol without any special hardware.

When they tested their approach, the researchers found that it could guarantee security for server and client while enabling the deep neural network to achieve 96 percent accuracy.

The tiny bit of information about the model that leaks when the client performs operations amounts to less than 10 percent of what an adversary would need to recover any hidden information. Working in the other direction, a malicious server could only obtain about 1 percent of the information it would need to steal the client's data.

"You can be guaranteed that it is secure in both ways -- from the client to the server and from the server to the client," Sulimany says.

"A few years ago, when we developed our demonstration of distributed machine learning inference between MIT's main campus and MIT Lincoln Laboratory, it dawned on me that we could do something entirely new to provide physical-layer security, building on years of quantum cryptography work that had also been shown on that testbed," says Englund. "However, there were many deep theoretical challenges that had to be overcome to see if this prospect of privacy-guaranteed distributed machine learning could be realized. This didn't become possible until Kfir joined our team, as Kfir uniquely understood the experimental as well as theory components to develop the unified framework underpinning this work."

In the future, the researchers want to study how this protocol could be applied to a technique called federated learning, where multiple parties use their data to train a central deep-learning model. It could also be used in quantum operations, rather than the classical operations they studied for this work, which could provide advantages in both accuracy and security.

This work was supported, in part, by the Israeli Council for Higher Education and the Zuckerman STEM Leadership Program.
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It all adds up: Study finds forever chemicals are more toxic as mixtures | ScienceDaily
A first-of-its-kind study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as "forever chemicals," when mixed together in the environment and in the human body.


						
The good news: Most of the tested chemicals' individual cytotoxicity and neurotoxicity levels were relatively low.

The bad news: the chemicals acted together to make the entire mixture toxic.

"Though they are structurally similar, not all forever chemicals are made equal -- some are more potent, others less. When mixed, all components contributed to the mixture's cytotoxicity and neurotoxicity," says the study's first-author, Karla Rios-Bonilla, a chemistry PhD student at the University at Buffalo.

"In the laboratory assays we used in this study, most of the types of PFAS that we tested did not appear to be very toxic when measured individually. However, when you measure an entire sample with multiple PFAS, you see the toxicity," adds study co-author Diana Aga, PhD, director of the RENEW Institute, SUNY Distinguished Professor and Henry M. Woodburn Chair in the UB Department of Chemistry.

This research was conducted in collaboration with Beate Escher of the Helmholtz Centre for Environmental Research (UFZ), Leipzig, Germany, where Rios-Bonilla did the in vitro toxicity experiments in the high-throughput screening facility CITEPro. It was published Sept. 11 in Environmental Science and Technology, a journal of the American Chemical Society.

The study is novel in that it assesses mixture toxicity of PFAS. These synthetic compounds have been widely used in consumer products -- from nonstick pans to makeup -- for decades, and they can take hundreds to thousands of years to break down, if ever. They are estimated to be in at least 45% of the nation's drinking water and in the blood of practically every American, and they have been linked to cancer and neurodevelopmental disorders.




Earlier this year, U.S. Environmental Protection Agency (EPA) issued the first-ever drinking water standards for six kinds of PFAS. However, it is estimated that there are over 15,000 varieties present in the environment. Only a handful of these chemicals have standards and are regulated.

"There are six PFAS that can be regulated because we know a lot about them and their toxicity. Unfortunately, we cannot regulate other forms of PFAS until their toxicities are known," says Aga, who is principal investigator of the EPA STAR grant that funded the research. "We need to set maximum contamination levels for each PFAS that is proportional to their toxicity. To regulate contaminants, it is crucial to know their relative potencies when they occur as mixtures in the environment along with their predicted environmental concentrations."

Other co-authors from UB are G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor and associate chair in the Department of Chemistry, and Judith Cristobal, PhD, senior research scientist.

Rios-Bonilla is also supported by a graduate fellowship from the National Institute of Environmental Health Sciences (NIEHS) of the National Institutes of Health (NIH).

PFOA and PFOS are major contributors to mixture toxicity 

To conduct the study, researchers created their own PFAS mixtures, one that is representative of an average American's blood serum, and the other of surface water samples found in the U.S. Rios-Bonilla used data from the U.S. Centers for Disease Control and Prevention and from the U.S. Geological Survey to determine the average concentration ratios of PFAS in human blood and in surface water, respectively.




They then tested these mixtures' effects on two cell lines; one that tests for mitochondrial toxicity and oxidative stress and the other for neurotoxicity.

Of the 12 PFAS spiked in the water mixture, perfluorooctanoic acid (PFOA) -- commonly used in nonstick pans and firefighting foam -- was the most cytotoxic, making up to 42% of the mixture's cytotoxicity.

On the other hand, both PFOA and perfluorooctane sulfonic acid (PFOS) contributed roughly the same cytotoxicity (25%) to the neurotoxicity assay, despite both contributing only 10 and 15% to the mixture in terms of concentration, respectively.

The blood mixture had four PFAS present, but PFOA again was the most cytotoxic to both cell lines. Despite its molar contribution being only 29%, PFOA triggered 68% of the cytotoxicity in the cytotoxicity assay, and 38% in neurotoxicity assay.

Interestingly, when researchers analyzed the toxicity of the extracts from real biosolid samples collected from a municipal wastewater treatment plant, very high toxicities were observed despite the measured low concentrations of PFOA and other PFAS in the sample.

"This means that there are many more PFAS and other chemicals in the biosolids, which have not been identified, that contribute to the toxicity of the extracts observed," Aga says.

Synergistically versus additive

One of researchers' goals was to determine if PFAS acts synergistically. This is when two or more chemicals' combined effect is greater than the sum effect of the individual chemicals. However, their findings indicate that the effect of PFAS is concentration-additive: this means that an established mixture toxicity prediction model can be used to predict the combined effect of mixtures.

"As up to 12 PFAS in the mixtures acted concentration-additive for cytotoxicity and specific neurotoxicity, it is likely that the thousands of other PFAS that are in commerce and use are also acting in the same manner," Escher says. "Mixtures pose more of a risk than individual PFAS. As they act and occur in mixtures, they ought to be regulated as mixtures."

Researchers say the results of this study will also be very useful in assessing effectiveness of remediation efforts. Breaking down PFAS can sometimes create harmful byproducts that cannot be detected by chemical analysis, so measuring the toxicity of a sample after treatment may be the only way to judge whether a remediation technology is effective.

"Toxicity assays can be a complementary tool when analytical chemistry doesn't give you all the answers, especially when the identities of contaminants in the mixture are unknown, which is the case in many polluted sites," Aga says.
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Using antimatter to detect nuclear radiation | ScienceDaily
Nuclear fission reactors act as a key power source for many parts of the world and worldwide power capacity is expected to nearly double by 2050. One issue, however, is the difficulty of discerning whether a nuclear reactor is being used to also create material for nuclear weapons. Capturing and analyzing antimatter particles has shown promise for monitoring what specific reactor operations are occurring, even from hundreds of miles away.


						
In AIP Advances, byAIP Publishing, researchers from the University of Sheffield and the University of Hawaii developed a detector that senses and analyzes antineutrinos emitted by nuclear reactors. The detector designed by Wilson et al. senses antineutrinos and can characterize their energy profiles from miles away as a way of monitoring activity at nuclear reactors.

"In this paper, we test a detector design that could be used to measure the energy of particle emission of nuclear fission reactors at large distances," said author Stephen Wilson. "This information could tell us not only whether a reactor exists and about its operational cycle, but also how far away the reactor is."

Neutrinos are chargeless elementary particles that have a mass of nearly zero, and antineutrinos are their antimatter counterpart, most often created during nuclear reactions. Capturing these antiparticles and analyzing their energy levels provides information on anything from operational cycle to specific isotopes in spent fuel.

The group's detector design exploits Cherenkov radiation, a phenomenon in which radiation is emitted when charged particles moving faster than light pass through a particular medium, akin to sonic booms when crossing the sound barrier. This is also responsible for nuclear reactors' eerie blue glow and has been used to detect neutrinos in astrophysics laboratories.

The researchers proposed to assemble their device in northeast England and detect antineutrinos from reactors from all over the U.K. as well as in northern France.

One issue, however, is that antineutrinos from the upper atmosphere and space can muddle the signal, especially as very distant reactors yield exceeding small signals -- sometimes on the order of a single antineutrino per day.

To account for this, the group proposed to place their detector in a mine more than 1 kilometer underground.

"Discriminating between these particles is also a significant analysis challenge, and being able to measure an energy spectrum can take an impractically long time," Wilson said. "In many ways, what surprised me most is that this is not actually impossible."

Wilson hopes the detector stimulates more discussion in how to use antineutrinos to monitor reactors, including measuring the antineutrino spectrum of spent nuclear fuel or developing smaller detectors for use closer to reactors.
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Sustainably produced covalent organic frameworks for efficient carbon dioxide capture | ScienceDaily
An international research team headed by Heinrich Heine University Dusseldorf (HHU) and the University of Siegen has synthesised a new compound, which forms a so-called covalent organic framework. The compound, which is based on condensed phosphonic acids, is stable and can for example be used to capture carbon dioxide (CO2), as the researchers describe in the scientific journal Nature Communications.


						
Covalent organic frameworks (for short: COFs) are a class of porous crystalline materials, which form scaffold-like structures. The term "covalent" denotes that chemical bonds between the individual building blocks of the framework are formed via shared electron pairs.

A research team headed by Dr Gundog Yucesan, Heisenberg Junior Research Group Leader at the Section for Nanoporous and Nanoscale Materials at HHU and Professor Dr Jorn Schmedt auf der Gunne, leader of the Inorganic Materials Chemistry group at the University of Siegen, now presents a simple approach to this family of frameworks, the members of which are particularly stable and promise great application potential. Researchers from Berlin, Bremen, Saarbrucken, Turkey and the United Kingdom were also involved in the study, which has now been published in Nature Communications.

The class of polyphosphonate covalent organic frameworks is characterised by phosphorus-oxygen-phosphorus bonds, which comprise simple organic phosphonic acid building blocks and -- almost like Lego bricks -- can be joined together by heating them to temperatures of just approx. 200 degrees Celsius.

Dr Yucesan: "The special property of these COFs is that, despite the mild synthesis conditions, they exhibit good water and water vapour stability, meaning that -- by contrast with compounds developed to date -- they can be used in water and electrolytes."

A further milestone was the development of a sustainable synthesis route. Yucesan: "For the first time, a solid-state synthesis process has been developed for COFs, which can be realised completely without solvents. This method enables low-cost, scalable production from kilogrammes to tonnes, making it more cost-effective compared with other microporous materials.

One challenge for the researchers was that the compounds did not crystallise well and are amorphous. They succeeded in finding evidence for the bonds by means of nuclear magnetic resonance. Professor Schmedt auf der Gunne: "If we had not been able to use the common states of neighbouring phosphorus atom nuclei, the bonding structure of the substance would have remained in the dark and the properties would not have been understood."

Polyphosphonates of this type have great application potential. The framework structures can capture the harmful greenhouse gas CO2. A slight change in pressure can release it again. "Such substances are needed for waste gas cleaning and to prevent greenhouse gas emissions," the authors of the study note.
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ChatGPT shows human-level assessment of brain tumor MRI reports | ScienceDaily
Using real-world information written in Japanese, large language model displays accuracy on par with neuroradiologists.


						
As artificial intelligence advances, its uses and capabilities in real-world applications continue to reach new heights that may even surpass human expertise. In the field of radiology, where a correct diagnosis is crucial to ensure proper patient care, large language models, such as ChatGPT, could improve accuracy or at least offer a good second opinion.

To test its potential, graduate student Yasuhito Mitsuyama and Associate Professor Daiju Ueda's team at Osaka Metropolitan University's Graduate School of Medicine led the researchers in comparing the diagnostic performance of GPT-4 based ChatGPT and radiologists on 150 preoperative brain tumor MRI reports. Based on these daily clinical notes written in Japanese, ChatGPT, two board-certified neuroradiologists, and three general radiologists were asked to provide differential diagnoses and a final diagnosis.

Subsequently, their accuracy was calculated based on the actual diagnosis of the tumor after its removal. The results stood at 73% for ChatGPT, a 72% average for neuroradiologists, and 68% average for general radiologists. Additionally, ChatGPT's final diagnosis accuracy varied depending on whether the clinical report was written by a neuroradiologist or a general radiologist. The accuracy with neuroradiologist reports was 80%, compared to 60% when using general radiologist reports.

"These results suggest that ChatGPT can be useful for preoperative MRI diagnosis of brain tumors," stated graduate student Mitsuyama. "In the future, we intend to study large language models in other diagnostic imaging fields with the aims of reducing the burden on physicians, improving diagnostic accuracy, and using AI to support educational environments."
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Researchers observe hidden deformations in complex light fields | ScienceDaily
Everyday experience tells us that light reflected from a perfectly flat mirror will give us the correct image without any deformation. Interestingly, this is not the case when the light field itself is structured in a complex way. Tiny deformations appear. These have now been observed for the first time in the laboratory by researchers at Tampere University. The results confirm the prediction of this fundamental optical effect made more than a decade ago. They also show how it can be used, for example, as a method for determining material properties.


						
Light is a wave. Although this simple statement has been known to scientists for over a century, new properties and applications of light waves are routinely discovered and explored by researchers in optics and photonics. At Tampere University, the Experimental Quantum Optics Group (EQO) studies the nuances of the shape -- or structure, as it is often called -- of light. The structure of light has become an important topic in modern optics, with advances ranging from the fundamentals of quantum physics to information science and optical communications.

In their latest work, the researchers have shown that the shape of a light beam is slightly distorted when it is reflected from a perfectly flat object such as a mirror. Although the deformation is very small, it carries significant information about the object itself, such as the material it is made of. This so-called topological aberration effect, predicted over a decade ago by researchers in the UK, has now been observed for the first time.

"Although the general idea of observing a deformation seems rather simple, it took us more than a year to perfect our experiment and adjust the original theory to distinguish the effect from all the other beam deformations that are natural to experimental research," explains Associate Professor Robert Fickler, group leader of the EQO team.

Whirlpools of light and darkness

With the recent technological advances in the shaping of light waves, the field of structured light has boomed in recent decades. Much of the interest in the field is due to so-called twisted light waves, which not only travel at the speed of light, but also spin as they travel.

"What is curious in these twisted light fields is that they have points in them that are completely dark, optical vortices as we call them, like whirlpools in water that are themselves waterless. What we have done is to observe how these vortices thread and move around when the beam interacts with a flat object, and what we can learn from these movements," adds Academy Postdoctoral Researcher Rafael Barros, leading author of the study.

The dynamics of vortices in optical fields has been the subject of long-standing research and is usually regarded as a complicated mathematical problem. In their work, the authors have investigated how the vortices of a twisted light field move when it is reflected from an object. They have shown that although each optical vortex moves in a complicated way, their collective movement is determined by the properties of the object in a simple and predictable way. The researchers point out that their work will inspire new ways of measuring the properties of materials with structured waves. This will bring a new twist to optical technologies.
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Cool roofs could have saved lives during London's hottest summer, say researchers | ScienceDaily
As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study by researchers at UCL and the University of Exeter.


						
The paper, published in Nature Cities, analysed the cooling effect that roofs painted white or other reflective colours would have on London's ambient temperature between June and August 2018, the city's hottest summer. From June through August, the average temperature around London was 19.2 degrees C, about 1.6 degrees warmer than average for that time of year.

Urban environments tend to absorb a lot of heat and are usually a few degrees warmer than the surrounding region, an effect known as the 'urban heat island'. Painting roofs white or reflective colours would absorb less radiant energy from the Sun than traditional dark roofs, effectively cooling the city.

The researchers found that had cool, light-coloured roofs been widely installed throughout London, it could have cooled the city by about 0.8 degrees C on average, preventing the heat-related deaths of an estimated 249 people -- equating to around 32% of the 786 heat-related deaths during that period.

In the same paper, the researchers also found that had rooftop photovoltaic solar panels been similarly widely adopted, they would also have cooled the city by about 0.3 degrees C. This would have prevented the deaths of an estimated 96 people across the city, or 12% of the heat-related deaths during that summer.

The researchers used a complex 3D computer model to simulate the outcomes of different urban environments. They calculated what the average urban temperatures were during the hot 2018 summer (cross-checking it against actual measurements from the time) and then compared the temperature differences if all roofs in London were given a reflective coating, if all roofs were covered in rooftop solar panels and what the temperature of a hypothetical non-urbanised London would be.

The team also estimated the economic impact of the increased mortality rates of the two scenarios. The 96 lives saved by the adoption of rooftop solar panels would have reduced the economic burden on the city by about PS237 million, while the 249 lives saved by adopting cool roofs would have reduced the city's economic burden by about PS615 million.




In addition, had rooftop solar panels been widely installed, the researchers estimate that the total electricity that could have been produced during that three-month timeframe would have been as much as 20 terawatt-hour (TWh), more than half the energy usage of London during the entire year of 2018.

Lead author, Dr Charles Simpson (UCL Bartlett School Environment, Energy & Resources) said: "If widely adopted, cool roofs can significantly reduce the ground-level air temperature of a city. The resulting cooling effect across the city would save lives and improve the quality of life for residents throughout the urban area. Solar panels have great benefits as a source of renewable power, so it's good to see they won't make the city hotter."

Combating urban heat is growing in importance as the world continues to warm because of climate change. Though unusual at the time, hot summers like the one in 2018 are projected to occur more frequently because of the warming climate. In addition, the UK is particularly vulnerable to the effect as an estimated 83% of the country's population lives in urban areas.

Dr Simpson added: "As the effects of climate change manifest more and more, people living in cities will need to find new ways to adapt. Our research shows that cool roofs could be an effective way to mitigate the heat-trapping effects of urban environments."

Co-author Professor Tim Taylor of the University of Exeter said: "The need for our cities to adapt to climate change is clear. Changing our roof spaces offers one potential solution. We need to encourage action like this, to reduce the burden of excess heat on people living in urban areas and capture potential co-benefits, including energy generation."

Recent preliminary research by members of the team found that during the three hottest days of 2018, wide adoption of cool roofs would have lowered the city's average temperature by about 1.2 degrees C, while rooftop solar panels would have lowered the average temperature by about 0.3 degrees C. This new research extends those modelling efforts throughout the whole summer of 2018, the hottest on record for London.

The research developed as part of the HEROIC: Health and Economic impacts of Reducing Overheating in Cities project based at UCL and Exeter, and supported by Wellcome Trust and NERC.
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Research heralds new era for genetics | ScienceDaily
Research led by scientists at Queen Mary University of London is heralding in a new era for genetic sequencing and testing.


						
In the largest study of its kind to date, published today in Nature Medicine, an international group of researchers led by Queen Mary used new bioinformatics techniques to scan the genetic profiles of 80,000 people to understand the frequency of specific expansions of short repetitive DNA sequences in the general population.

These expansions are the most common cause of inherited neurological conditions, known as repeat expansion disorders (REDs). The study's results showed that REDs are up to three times more frequent than current estimates, which are based on clinical observation or disease diagnosis. It was also found that their frequency is common between different populations.

Dr Arianna Tucci, Clinical Reader in Genomic Medicine at Queen Mary University of London who led the research, said: "This very important advance may indicate that REDs like Huntington's disease are nearly three times more common than we think, meaning we're underdiagnosing these conditions. Alternatively, the presence of certain DNA repeats may not lead to illness in some people. This could herald a major shift in how we think about genetic testing, profiling and counselling.

"These findings were only possible because we are able to study whole genomes from the 100,000 Genomes Project in many individuals at scale. This represents a paradigm shift from traditional studies of small families with a history of a genetic condition to the analysis of large populations of individuals. Our next steps will be to study large cohorts of people that carry these genetic changes, to help us better understand what leads them to develop in certain individuals."

Dr Sarah Tabrizi, Professor of Clinical Neurology at the UCL Queen Square Institute of Neurology and co-author on the paper, said: "These results are extremely important. These data will force us as a community of researchers, academics and doctors to evaluate whether these DNA repeats address an unmet diagnostic need in rare neurological diseases, meaning the investigation of repeat expansion disorders deserves much more close attention now."
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Siloxane nanoparticles unlock precise organ targeting for mRNA therapy | ScienceDaily
Penn Engineers have discovered a novel means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy.


						
While past research -- including at Penn Engineering -- has screened "libraries" of LNPs to find specific variants that target organs like the lungs, this approach is akin to trial and error. "We've never understood how the structure of one key component of the LNP, the ionizable lipid, determines the ultimate destination of LNPs to organs beyond the liver," says Michael J. Mitchell, Associate Professor in Bioengineering.

In a new paper published in Nature Nanotechnology, Mitchell's group describes how subtle adjustments to the chemical structure of the ionizable lipid, a key component of the LNP, allows for tissue-specific delivery, in particular to the liver, lungs and spleen.

The researchers' key insight was to incorporate siloxane composites, a class of silicon- and oxygen-based compounds already used in medical devices, cosmetics and drug delivery, into the ionizable lipids that give LNPs their name.

Much like silicon housewares, which are known for being durable and easy to sanitize, siloxane composites have been shown in prior research to have high stability and low toxicity. "We sought to explore if these attributes could be exploited to engineer highly stable and minimally toxic LNPs for mRNA delivery," the researchers report in the paper.

By carefully testing hundreds of variants of the newly christened siloxane-incorporating lipid nanoparticles (SiLNPs), the researchers determined which chemical features had an effect on mRNA delivery. "Identifying their in vivo delivery was a huge challenge," says Lulu Xue, a postdoctoral fellow in the Mitchell Lab and one of the paper's co-first authors.

At first, the researchers used the SiLNP variants to deliver mRNA encoding for firefly luciferase, the gene that causes fireflies to glow, to cancerous liver cells in an animal model, as a proxy for using SiLNPs to treat liver cancer. Wherever cells started to glow, the researchers could be confident that SiLNPs had transferred their mRNA payload to cells.




When glowing cells also appeared in the animal models' lungs, the researchers realized that certain SiLNPs variants were guiding the molecules outside the liver -- the holy grail of LNP research, since LNPs tend to congregate in the liver, due to that organ's convoluted network of blood vessels.

Among the changes the group identified that adjusted the trajectory of the SiLNPs were adjustments as small as substituting one chemical group for another -- an amide for an ester, in this case -- which led to a 90% success rate in delivering mRNA to lung tissue in the animal model.

"We just changed the structure of the lipids," says Xue, "but this small change in the lipid chemistry substantially increased extrahepatic delivery."

The group also determined that a wide variety of chemical factors affected the SiLNPs' overall efficacy, including the number of silicon groups in the lipids, the length of the lipids' tails and the structure of the lipids themselves.

In addition, the SiLNPs had a marked affinity for endothelial cells; since blood vessels are made of endothelial cells, SiLNPs may have clinical applications in regenerative medicine that targets damaged blood vessels, in particular in the lungs. Indeed, the researchers found that SiLNPs delivering substances that promote new blood vessel growth dramatically improved blood oxygen levels and lung function in animal models suffering from a viral infection that damaged their lungs' blood vessels.

The researchers theorized that one reason for SiLNPs' effectiveness could be that silicon atoms are larger than carbon atoms. Because the atoms are less tightly packed, when SiLNPs fuse with target cell membranes, the former likely increases the fluidity of the latter. That extra flexibility in turn helps the mRNA carried by SiLNPs enter the target cell, so the mRNA can be used to produce proteins more readily. As the SiLNPs travel through the bloodstream, proteins that attach to their surface also help guide them to the right tissue.




Ultimately, the SiLNPs showed up to a sixfold improvement in delivering mRNA compared to the current gold-standard LNP varieties, suggesting that the unique properties of the siloxane composites have a pronounced effect on the molecules' clinical potential. "These SiLNPs show promise for protein replacement therapies, regenerative medicine and CRISPR-Cas-based gene editing," says Xue.

"We hope that this paper can lead to new clinical applications for lipid nanoparticles by showing how simple alterations to their chemical structure can enable highly specific mRNA delivery to the organ of interest," adds Mitchell.

This study was conducted at the University of Pennsylvania's School of Engineering and Applied Science (Penn Engineering), School of Veterinary Medicine (PennVet), Perelman School of Medicine (Penn Medicine); the University of Electronic Science and Technology of China; the University of Delaware; and Temple University and was supported by a U.S. National Institutes of Health (NIH) Director's New Innovator Award (DP2 TR002776), a Burroughs Wellcome Fund Career Award at the Scientific Interface (CASI), a U.S. National Science Foundation CAREER Award (CBET-2145491), an American Cancer Society Research Scholar Grant (RSG-22-122-01-ET), and the National Institutes of Health (NICHD R01 HD115877).

Additional co-authors include Ningqiang Gong (co-first author), Xuexiang Han, Sarah J. Shepherd, Rohan Palanki, Junchao Xu, Kelsey L. Swingle, Rakan El-Mayta, Il-Chul Yoon and Jingchen Xu of Penn Engineering; Gan Zhao (co-first author), Zebin Xiao and Andrew E. Vaughan, of PennVet; Vivek Chowdhary, Mohamad-Gabriel Alameh, Claude Warzecha, Lili Wang, James M. Wilson and Drew Weissman of Penn Medicine; Xinhong Xong and Jiaxi Cui of the University of Electronic Science and Technology of China; Darrin J. Pochan of the University of Delaware; and Karin Wang of Temple University.
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NMR-guided optimization of lipid nanoparticles for enhanced siRNA delivery | ScienceDaily
siRNA therapies show promise for treating diseases like cancer and genetic disorders, but their effectiveness depends on proper delivery. A recent study found that the method of mixing siRNA with lipid nanoparticles (LNPs) is key to success. Using NMR and small-angle X-ray scattering (SAXS), researchers revealed that different preparation methods affect the internal structure and siRNA distribution in LNPs, impacting their therapeutic potential. Optimizing these methods can enhance the efficacy of siRNA-loaded LNPs.


						
Small interfering RNA (siRNA) molecules hold immense potential for treating diseases by silencing specific genes. Encapsulated in lipid nanoparticles (LNPs), siRNA can be delivered efficiently to target cells. However, the effectiveness of these therapies hinges on the internal structure of the LNPs, which can significantly impact their ability to deliver siRNA. Traditional methods often fall short in providing the detailed molecular insights needed to fine-tune LNP design for optimal therapeutic efficacy.

A study published in the Journal of Controlled Release on August 02, 2024, led by Assistant Professor Keisuke Ueda from the Graduate School of Pharmaceutical Sciences, Chiba University, introduces a novel approach to improving siRNA-loaded LNPs. By employing NMR-based molecular-level characterization, the research investigates how different siRNA mixing methods affect the uniformity and molecular state of siRNA within LNPs. This research was coauthored by Dr. Hidetaka Akita from the Graduate School of Pharmaceutical Sciences, Tohoku University; Dr. Kenjirou Higashi from the Graduate School of Pharmaceutical Sciences, Chiba University; and Dr. Kunikazu Moribe (last author) from the Graduate School of Pharmaceutical Sciences, Chiba University.

"NMR allowed us to peer inside these nanoparticles at a molecular level, revealing the intricate details of how siRNA is distributed within the LNP core. This level of insight is crucial for understanding and optimizing LNP formulations," said Dr. Ueda.

The team compared three preparation methods for siRNA-loaded LNPs to understand their impact on molecular structure and gene-silencing efficiency. The methods included pre-mixing, where siRNA and lipids were combined using a microfluidic mixer; post-mixing (A), where siRNA was mixed with empty LNPs in an acidic condition with ethanol; and post-mixing (B), where siRNA was mixed with empty LNPs in an acidic condition without ethanol.

While all three methods produced LNPs with a consistent size of about 50nm and maintained a constant ratio of siRNA to lipid content, the distribution of siRNA within the LNPs varied significantly. The pre-mixing method, where siRNA and lipids are mixed simultaneously, resulted in a more uniform distribution of siRNA within the LNPs. In contrast, the post-mixing method, where siRNA is added to pre-formed LNPs, led to a heterogeneous distribution with regions of high and low siRNA concentration.

"This heterogeneity can significantly impact the silencing effect of the siRNA. LNPs with a more uniform siRNA distribution are more likely to deliver their therapeutic payload to target cells effectively. This highlights the critical need to optimize preparation conditions for improving therapeutic outcomes," explains Dr. Ueda.

The findings indicate that pre-mixed LNPs exhibit superior gene-silencing effects. In these LNPs, ionizable lipids were more tightly associated with siRNA, forming a stacked bilayer structure that enhanced gene silencing. In contrast, post-mixed LNPs displayed a more heterogeneous structure, likely impeding their ability to fuse with cell membranes and reducing their therapeutic effectiveness.

"This research could improve people's lives by enhancing gene therapies and RNA-based medicines. By optimizing how siRNA is delivered using lipid nanoparticles (LNPs), treatments for diseases like cancer, genetic disorders, and viral infections could become more effective. Additionally, it could improve the efficiency and safety of RNA vaccines, like those used for COVID-19, by making them more stable and reducing side effects. Overall, this study has the potential to lead to more effective and safer treatments for patients," adds Dr. Ueda.

Looking ahead, these advancements could contribute to the development of more personalized medicine, with treatments tailored to individual patients. Enhanced drug delivery systems could also reduce costs and increase access to innovative therapies, benefiting a wider population.
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High costs slow widespread use of heat pumps, study shows | ScienceDaily
There has been a little to no reduction in the average installation cost of the green heating systems over the past decade in the UK, a study shows.


						
Although projections suggest a reduction of 20 to 25 per cent in installation costs by 2030, this falls significantly short of the targets set by UK policymakers, researchers say.

Domestic heat pumps currently play a marginal role in heating UK homes, experts say. The number of installations is growing, but remains low compared with traditional, fossil fuel-based heating systems.

Researchers say the findings highlight the need for policy aspirations to be based on realistic assessments of likely cost reductions, and to develop incentives that can address the relatively high upfront costs of some low carbon technologies.

As well as decarbonising home heating, advocates for heat pumps say they offer energy security and efficiency benefits, and can offer lower and more stable energy bills.

Researchers at the University of Edinburgh and Imperial College London used systematic evidence review techniques to analyse historic and forecast data for the installation costs of domestic heat pumps.

They included the different factors that can affect heat pump cost data such as the type of home, technology design and the wider heating system.




They also assessed equipment and non-equipment costs, and the factors affecting them such as international manufacturing supply chains and local labour markets.

They found there has been no significant reduction in the average installed cost of heat pumps over the past decade in the UK, while modest cost reductions were seen internationally.

However, there are prospects for reduced installed costs in the UK, they said. UK forecasts suggest a reduction in total installed costs by 2030 of around 20-25 per cent, with the anticipated savings higher for non-equipment costs -- through more efficient installations, for example -- than for equipment costs.

However, while there are prospects for reductions in installation costs, these reductions are unlikely to be on a scale and pace to match UK policy targets, the researchers say.

Dr Mark Winskel, of the University of Edinburgh's School of Social and Political Science, said: "While there is a growing policy consensus that heat pumps will pay a key role in decarbonising home heating, there are some stubborn economic challenges. Our research suggests the need for realistic expectations about heat pump installed cost reductions, and also, introducing targeted support measures to reflect their competitive running costs and wider benefits."

The study is published in the Journal Applied Energy. The research was undertaken as part of the UK Energy Research Centre research programme, funded by the UK Research and Innovation's Energy and Decarbonisation theme.
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Stronger together: miniature robots in convoy for endoscopic surgery | ScienceDaily
Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists at the German Cancer Research Center (DKFZ) are now combining several millimeter-sized TrainBots into one unit and equipping them with improved "feet." For the first time, the DKFZ team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.


						
The list of conceivable applications for miniature robots in medicine is long: from targeted drug application to sensing tasks and surgical procedures. An arsenal of robots has already been developed and tested for this range of tasks, from the nanometer to the centimeter scale.

However, the little helpers available today reach their limits in many tasks. For example, in endoscopic microsurgery. The required instruments are often too heavy for a single millimeter-sized robot to carry to its destination. Another common problem is that the robots often have to move by crawling. However, the surfaces of numerous body structures are covered with mucus on which the robots slip and cannot move.

"Spikes" on the feet provide three times the propulsive force

A team led by Tian Qiu at the DKFZ in Dresden has now developed a solution for both of these problems: their TrainBot connects several individual robots on the millimeter scale. The units are equipped with improved anti-slip feet. Together, they are able to transport an endoscopic instrument. The TrainBot unit works wireless; an rotating magnetic field simultaneously controls the individual units. The magnetic control enables movements in a plane with the control of rotation. The external actuation and control system is designed for the distances at the human body scale.

Microsurgery in the bile duct

The Dresden-based DKFZ researchers have already used their robot convoy of three TrainBot units to simulate a surgical procedure. In the case of bile duct cancer, the bile duct often becomes blocked, causing bile to back up, which is a very dangerous situation for those affected. In this case, the occlusion must be opened after an endoscopic diagnosis. To do this, a flexible endoscope is inserted through the mouth into the small intestine and from there into the bile duct. One of the major difficulties here is for the endoscope to navigate around the sharp angle from the small intestine into the bile duct.

"This is where the flexible robot convoy can show its strengths," says the project leader Tian Qiu. His team demonstrated it using organs removed from a pig. The robot convoy was able to maneuver an endoscopic instrument for electrical tissue ablation in the bile duct. Once the tip of the wire electrode arrives at the site, electrical voltage is applied and a tissue blockage is gradually removed electrically, a procedure known as "electrocauterization." The wire electrode used was 25 cm long and three and a half times as heavy as a TrainBot unit. "Afterwards, for example, another TrainBot convoy can bring a catheter for fluidic drainage or drug delivery," says Moonkwang Jeong, the first author of the paper, "After the promising results with the TrainBots in the organ model, we are optimistic that we will be able to develop teams of miniature robots for further tasks in endoscopic surgery."
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Scientists discover planet orbiting closest single star to our Sun | ScienceDaily
Using the European Southern Observatory's Very Large Telescope (ESO's VLT), astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.


						
Located just six light-years away, Barnard's star is the second-closest stellar system -- after Alpha Centauri's three-star group -- and the closest individual star to us. Owing to its proximity, it is a primary target in the search for Earth-like exoplanets. Despite a promising detection back in 2018, no planet orbiting Barnard's star had been confirmed until now.

The discovery of this new exoplanet -- announced in a paper published today in the journal Astronomy & Astrophysics -- is the result of observations made over the last five years with ESO's VLT, located at Paranal Observatory in Chile. "Even if it took a long time, we were always confident that we could find something," says Jonay Gonzalez Hernandez, a researcher at the Instituto de Astrofisica de Canarias in Spain, and lead author of the paper. The team were looking for signals from possible exoplanets within the habitable or temperate zone of Barnard's star -- the range where liquid water can exist on the planet's surface. Red dwarfs like Barnard's star are often targeted by astronomers since low-mass rocky planets are easier to detect there than around larger Sun-like stars. [1]

Barnard b [2], as the newly discovered exoplanet is called, is twenty times closer to Barnard's star than Mercury is to the Sun. It orbits its star in 3.15 Earth days and has a surface temperature around 125 degC. "Barnard b is one of the lowest-mass exoplanets known and one of the few known with a mass less than that of Earth. But the planet is too close to the host star, closer than the habitable zone," explains Gonzalez Hernandez. "Even if the star is about 2500 degrees cooler than our Sun, it is too hot there to maintain liquid water on the surface."

For their observations, the team used ESPRESSO, a highly precise instrument designed to measure the wobble of a star caused by the gravitational pull of one or more orbiting planets. The results obtained from these observations were confirmed by data from other instruments also specialised in exoplanet hunting: HARPS at ESO's La Silla Observatory, HARPS-N and CARMENES. The new data do not, however, support the existence of the exoplanet reported in 2018.

In addition to the confirmed planet, the international team also found hints of three more exoplanet candidates orbiting the same star. These candidates, however, will require additional observations with ESPRESSO to be confirmed. "We now need to continue observing this star to confirm the other candidate signals," says Alejandro Suarez Mascareno, a researcher also at the Instituto de Astrofisica de Canarias and co-author of the study. "But the discovery of this planet, along with other previous discoveries such as Proxima b and d, shows that our cosmic backyard is full of low-mass planets."

ESO's Extremely Large Telescope (ELT), currently under construction, is set to transform the field of exoplanet research. The ELT's ANDES instrument will allow researchers to detect more of these small, rocky planets in the temperate zone around nearby stars, beyond the reach of current telescopes, and enable them to study the composition of their atmospheres.

Notes

[1] Astronomers target cool stars, like red dwarfs, because their temperate zone is much closer to the star than that of hotter stars, like the Sun. This means that the planets orbiting within their temperate zone have shorter orbital periods, allowing astronomers to monitor them over several days or weeks, rather than years. In addition, red dwarfs are much less massive than the Sun, so they are more easily disturbed by the gravitational pull of the planets around them and thus they wobble more strongly.

[2] It's common practice in science to name exoplanets by the name of their host star with a lowercase letter added to it, 'b' indicating the first known planet, 'c' the next one, and so on. The name Barnard b was therefore also given to a previously suspected planet candidate around Barnard's star, which scientists were unable to confirm.
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Feet first: AI reveals how infants connect with their world | ScienceDaily
Recent advances in computing and artificial intelligence, along with insights into infant learning, suggest that machine and deep learning techniques can help us study how infants transition from random exploratory movements to purposeful actions. Most research has focused on babies' spontaneous movements, distinguishing between fidgety and non-fidgety behaviors.


						
While early movements may seem chaotic, they reveal meaningful patterns as infants interact with their environment. However, we still lack understanding of how infants intentionally engage with their surroundings and the principles guiding their goal-directed actions.

By conducting a baby-mobile experiment, used in developmental research since the late 1960s, Florida Atlantic University researchers and collaborators investigated how infants begin to act purposefully. The baby-mobile experiment uses a colorful mobile gently tethered to an infant's foot. When the baby kicks, the mobile moves, linking their actions to what they see. This setup helps researchers understand how infants control their movements and discover their ability to influence their surroundings.

In this new work, researchers tested whether AI tools could pick up on complex changes in patterns of infant movement. Infant movements, tracked using a Vicon 3D motion capture system, were classified into different types -- from spontaneous actions to reactions when the mobile moves. By applying various AI techniques, researchers examined which methods best captured the nuances of infant behavior across different situations and how movements evolved over time.

Results of the study, published in Scientific Reports, underscore that AI is a valuable tool for understanding early infant development and interaction. Both machine and deep learning methods accurately classified five-second clips of 3D infant movements as belonging to different stages of the experiment. Among these methods, the deep learning model, 2D-CapsNet, performed the best. Importantly, for all the methods tested, the movements of the feet had the highest accuracy rates, which means that, compared to other parts of the body, the movement patterns of the feet changed most dramatically across the stages of the experiment.

"This finding is significant because the AI systems were not told anything about the experiment or which part of the infant's body was connected to the mobile. What this shows is that the feet -- as end effectors -- are the most affected by the interaction with the mobile," said Scott Kelso, Ph.D., co-author and Glenwood and Martha Creech Eminent Scholar in Science at the Center for Complex Systems and Brain Sciences within FAU's Charles E. Schmidt College of Science. "In other words, the way infants connect with their environment has the biggest impact at the points of contact with the world. Here, this was 'feet first.'"

The 2D-CapsNet model achieved an accuracy of 86% when analyzing foot movements and was able to capture detailed relationships between different body parts during movement. Across all methods tested, foot movements consistently showed the highest accuracy rates -- about 20% higher than movements of the hands, knees, or the whole body.




"We found that infants explored more after being disconnected from the mobile than they did before they had the chance to control it. It seems that losing the ability to control the mobile made them more eager to interact with the world to find a means of reconnecting," said Aliza Sloan, Ph.D., co-author and a postdoctoral research scientist in FAU's Center for Complex Systems and Brain Sciences. "However, some infants showed movement patterns during this disconnected phase that contained hints of their earlier interactions with the mobile. This suggests that only certain infants understood their relationship with the mobile well enough to maintain those movement patterns, expecting that they would still produce a response from the mobile even after being disconnected."

The researchers say that if the accuracy of infants' movements remains high during the disconnection, it might indicate that the infants learned something during their earlier interactions. However, different types of movements might mean different things in terms of what the infants discovered.

"It's important to note that studying infants is more challenging than studying adults because infants can't communicate verbally," said Nancy Aaron Jones, Ph.D., co-author, professor in FAU's Department of Psychology, director of the FAU WAVES Lab, and a member of the Center for Complex Systems and Brain Sciences within the Charles E. Schmidt College of Science. "Adults can follow instructions and explain their actions, while infants cannot. That's where AI can help. AI can help researchers analyze subtle changes in infant movements, and even their stillness, to give us insights into how they think and learn, even before they can speak. Their movements can also help us make sense of the vast degree of individual variation that occurs as infants develop."

Looking at how AI classification accuracy changes for each infant gives researchers a new way to understand when and how they start to engage with the world.

"While past AI methods mainly focused on classifying spontaneous movements linked to clinical outcomes, combining theory-based experiments with AI will help us create better assessments of infant behavior that are relevant to their specific contexts," said Kelso. "This can improve how we identify risks, diagnose and treat disorders."

Study co-authors are first author Massoud Khodadadzadeh, Ph.D., formerly at Ulster University in Derry, North Ireland and now at University of Bedfordshire, United Kingdom; and Damien Coyle, Ph.D., at the University of Bath, United Kingdom.

The research was supported by Tier 2 High Performance Computing resources provided by the Northern Ireland High-Performance Computing facility funded by the U.K. Engineering and Physical Sciences Research Council; the U.K. Research and Innovation Turing AI Fellowship (2021-2025) funded by the Engineering and Physical Research Council, Vice Chancellor's Research Scholarship; the Institute for Research in Applicable Computing at the University of Bedfordshire; the FAU Foundation (Eminent Scholar in Science); and United States National Institutes of Health.
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Squid-inspired fabric for temperature-controlled clothing | ScienceDaily
Too warm with a jacket on but too cold without it? Athletic apparel brands boast temperature-controlling fabrics that adapt to every climate with lightweight but warm products. Yet, consider a fabric that you can adjust to fit your specific temperature needs.


						
Inspired by the dynamic color-changing properties of squid skin, researchers from the University of California, Irvine developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. They published their proof-of-concept for the advanced bioinspired composites in APL Bioengineering, by AIP Publishing.

"Squid skin is complex, consisting of multiple layers that work together to manipulate light and change the animal's overall coloration and patterning," said author Alon Gorodetsky. "Some of the layers contain organs called chromatophores, which transition between expanded and contracted states (upon muscle action) to change how the skin transmits and reflects visible light."

Instead of manipulating visible light, the team engineered a composite material that operates in the infrared spectrum. As people heat up, they emit some of their heat as invisible, infrared radiation (this is how thermal cameras work). Clothing that manipulates and adapts to this emission and is fitted with thermoregulatory features can finely adjust to the desired temperature of the wearer. The material consists of a polymer covered with copper islands, and stretching it separates the islands and changes how it transmits and reflects infrared light. This innovation creates the possibility of controlling the temperature of a garment.

In a prior publication in APL Bioengineering, the team modeled their composite material's adaptive infrared properties. Here, they built upon the material to increase its functionality by making it washable, breathable, and integrated into fabric.

The team layered a thin film onto the composite to enable easy washing without degradation -- a practical consideration for any fabric. To make the composite material breathable, the team perforated it, producing an array of holes. The resulting product exhibited air and water vapor permeability similar to cotton fabrics. The team then adhered the material to a mesh to demonstrate straightforward fabric integration.

Using Fourier transform infrared spectroscopy, the team tested the material's adaptive infrared properties and used a sweating guarded hot plate to test the dynamic thermoregulatory properties. Even with simultaneous thin-film layering, perforations, and fabric integration, the materials' heat-managing performance did not suffer.

"Our advanced composite material now opens opportunities for most wearable applications but may be particularly suited for cold weather clothing like ski jackets, thermal socks, insulated gloves, and winter hats," said Gorodetsky.

In addition to the possible applications for the fabric, the manufacturing process the team used to develop the fabric is also full of potential.

"The strategies used for endowing our materials with breathability, washability, and fabric compatibility could be translated to several other types of wearable systems, such as washable organic electronics, stretchable e-textiles, and energy-harvesting triboelectric materials," said Gorodetsky.
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Modeling the minutia of motor manipulation with AI | ScienceDaily
In neuroscience and biomedical engineering, accurately modeling the complex movements of the human hand has long been a significant challenge. Current models often struggle to capture the intricate interplay between the brain's motor commands and the physical actions of muscles and tendons. This gap not only hinders scientific progress but also limits the development of effective neuroprosthetics aimed at restoring hand function for those with limb loss or paralysis.


						
EPFL professor Alexander Mathis and his team have developed an AI-driven approach that significantly advances our understanding of these complex motor functions. The team used a creative machine learning strategy that combined curriculum-based reinforcement learning with detailed biomechanical simulations.

Mathis's research presents a detailed, dynamic, and anatomically accurate model of hand movement that takes direct inspiration from the way humans learn intricate motor skills. This research not only won the MyoChallenge at the NeurIPS conference in 2022, but the results have also been published in the journal Neuron.

Virtually controlling Baoding balls

"What excites me most about this research is that we're diving deep into the core principles of human motor control -- something that's been a mystery for so long. We're not just building models; we're uncovering the fundamental mechanics of how the brain and muscles work together" says Mathis.

The NeurIPS challenge by Meta motivated the EPFL team to find a new approach to a technique in AI known as reinforcement learning. The task was to build an AI that precisely manipulate two Baoding balls -- each controlled by 39 muscles in a highly coordinated manner. This seemingly simple task is extraordinarily difficult to replicate virtually, given the complex dynamics of hand movements, including muscle synchronization and balance maintenance.

In this highly competitive environment, three graduate students -- Alberto Chiappa from Alexander Mathis' group, Pablo Tano and Nisheet Patel from Alexandre Pouget's group at the University of Geneva -- outperformed their rivals by a significant margin. Their AI model achieved a 100% success rate in the first phase of the competition, surpassing the closest competitor. Even in the more challenging second phase, their model showed its strength in ever more difficult situations and maintained a commanding lead to win the competition.




Breaking the tasks down in smaller parts -- and repeat

"To win, we took inspiration from how humans learn sophisticated skills in a process known as part-to-whole training in sports science," says Mathis. This part-to-whole approach inspired the curriculum learning method used in the AI model, where the complex task of controlling hand movements was broken down into smaller, manageable parts.

"To overcome the limitations of current machine learning models, we applied a method called curriculum learning. After 32 stages and nearly 400 hours of training, we successfully trained a neural network to accurately control a realistic model of the human hand," says Alberto Chiappa.

A key reason for the model's success is its ability to recognize and use basic, repeatable movement patterns, known as motor primitives. In an exciting scientific twist, this approach to learning behavior could inform neuroscience about the brain's role is in determining how motor primitives are learned to master new tasks. This intricate interplay between the brain and muscle manipulation points to how challenging it can be to build machines and prosthetics that truly mimic human movement.

"You need a large degree of movement and a model that resembles a human brain to accomplish a variety of everyday tasks. Even if each task can be broken down into smaller parts, each task needs a different set of these motor primitives to be done well," says Mathis.

Harness AI in the exploration and understanding of biological systems Silvestro Micera, a leading researcher in neuroprosthetics at EPFL's Neuro X Institute and collaborator with Mathis, highlights the critical importance of this research for understanding the future potential and the current limits of even the most advanced prosthetics. "What we really miss right now is a deeper understanding of how finger movement and grasping motor control are achieved. This work goes exactly in this very important direction," Micera notes. "We know how important it is to connect the prosthesis to the nervous system, and this research gives us a solid scientific foundation that reinforces our strategy."
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Carbon dioxide and hydrogen peroxide on Pluto's moon Charon | ScienceDaily
A Southwest Research Institute-led team has detected carbon dioxide and hydrogen peroxide for the first time on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.


						
"Charon is the only midsized Kuiper Belt object, in the range of 300 to 1,000 miles in diameter, that has been geologically mapped, thanks to the SwRI-led New Horizons mission, which flew by the Pluto system in 2015," said SwRI's Dr. Silvia Protopapa, lead author of a new Nature Communications paper and co-investigator of the New Horizons mission. "Unlike many of the larger objects in the Kuiper Belt, the surface of Charon is not obscured by highly volatile ices such as methane and therefore provides valuable insights into how processes like sunlight exposure and cratering affect these distant bodies."

The Webb telescope is an ideal platform for detailed exploration of Charon and other icy bodies in the region beyond the orbit of Neptune. In 2022 and 2023, the team used Webb's Near-Infrared Spectrograph to obtain four observations of the Pluto-Charon system. Different viewing geometries provided full coverage of Charon's northern hemisphere.

"The advanced observational capabilities of Webb enabled our team to explore the light scattered from Charon's surface at longer wavelengths than what was previously possible, expanding our understanding of the complexity of this fascinating object," said Dr. Ian Wong, a staff scientist at the Space Telescope Science Institute and co-author of the paper.

The extended wavelength coverage of Charon's Webb measurements reveals signatures of carbon dioxide. The team compared the spectroscopic observations with laboratory measurements and detailed spectral models of the surface, concluding that carbon dioxide is present primarily as a surface veneer on a water ice-rich subsurface.

"Our preferred interpretation is that the upper layer of carbon dioxide originates from the interior and has been exposed to the surface through cratering events. Carbon dioxide is known to be present in regions of the protoplanetary disk from which the Pluto system formed," Protopapa said.

The presence of hydrogen peroxide on the surface of Charon clearly indicates that the water ice-rich surface is altered by solar ultraviolet light and energetic particles from the solar wind and galactic cosmic rays. Hydrogen peroxide forms from oxygen and hydrogen atoms originating from the breakup of water ice due to incoming ions, electrons or photons.

"Laboratory experiments conducted at SwRI's CLASSE (Center for Laboratory Astrophysics and Space Science Experiments) facility were instrumental in demonstrating that hydrogen peroxide can form even in mixtures of carbon dioxide and water ice under conditions analogous to those at Charon," said SwRI's Dr. Ujjwal Raut, leader of CLASSE lab and second author of the paper.

The team's research showcases the Webb telescope's unparalleled capability to uncover complex surface signatures shaped by impacts and irradiation processes.

"The new insights were made possible by the synergy between Webb observations, spectral modeling and laboratory experiments and are possibly applicable to other similar midsized objects beyond Neptune," said Protopapa.
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Study coordinates satellite swarm for 3D imaging inside clouds | ScienceDaily
David Stanley's interest in climate change led him to develop a program to improve how we gather data to study the inside of a cloud. The program simulated multiple satellites, collecting images of a cloud from many angles at the same time, which could help us to better understand what's happening inside the cloud.


						
"Normally, we can only see the outside features of a cloud," Stanley said. "Computed cloud tomography gets its name from computed tomography which is like a CT scan. Instead of X-rays, satellites take images of the cloud from as many angles and in as short a period of time as possible."

Stanley said one of the unknowns in climate modeling is how much convective transport affects regrowth of new clouds. Convection is about the movement of heat and moisture in the atmosphere, especially up- and down-drafts in unstable conditions.

"By generating multiple time passes on the center of the same cloud, you can see how the convection changes over time, how that is affecting the growth of other clouds in the future. And cloud growth can increase greenhouse effect."

Stanley said after completing his master's degree in aerospace engineering at the University of Illinois Urbana-Champaign, he reapplied to continue for a Ph.D. at Illinois.

"I talked about my general interest in engineering and space engineering, but also how important it is for us to better understand climate change and work toward finding solutions," he said. "Robyn Woollands saw that interest in me and asked me to join her research group. She connected me with Federico Rossi and Amir Rahmani in the Multi-Agent Autonomy Group at NASA's Jet Propulsion Laboratory and they introduced me to JPL scientists Changrak Choi and Anthony Davis who are knowledgeable about cloud tomography, atmospheric clouds and aerosols. It aligned with some of my interests, and it was something Robyn was looking at as an interesting mission proposal -- using multi-agent systems to support Earth science missions."

For the simulation, Stanley used a mixed integer linear program solver that is used for lots of different kinds of applications. Stanley wrote the code to develop a scheduler that would optimize the timing and camera pointing angles for the swarm of satellites to get as many images of the cloud as possible.




"What was interesting about this is how we used the mixed integer linear programmer to automatically determine the most efficient pointing pattern for the formation of the satellites. All the satellites had to point at the same target at the same time. But there could be dozens of different targets below each satellite, and there might be some targets that get missed if they're not pointed at the right time."

The goal was to maximize how many times the satellites saw different targets throughout the orbit.

"We ran two different simulations. We have one simulation of clouds generated on the surface of the Earth with a specific lifespan. In the computer, they're just a coordinate on a sphere. The second simulation propagates the satellite swarm. This can be done simply or using more complex, more accurate models.

"When we combine the data from those two simulations, the program calculates information about where the satellites are at different points in the orbit, and where the clouds are at the point in the orbit, then decides what the optimum looking pattern is between those satellites, and the clouds on the ground."

He said there were quite a few times in the midst of the study where he had different ideas about the best way to simulate the data and to pass on the data to the solver.

"Maybe you need just an array for every time step, and every satellite, or you could have an array for different sections of the Earth. I tried using different sections of the Earth as pointing coordinates at first by subdividing everything by brute force. But there's a lot of area on the Earth. And you end up with millions and millions and millions of indexes which on a desktop computer is not solvable."

In the end, Stanley said he drew on inspiration from Woollands' previous work. She had developed a method for a constellation of satellites orbiting Mars to collect as many observations of dust devils on Mars as possible, where, instead of subdividing the whole earth, they subdivided sections below the satellites which allowed them to only need a few indexes at a time.




"So, in addition to that, I was able to realize that I could actually use just the clouds themselves as the index," Stanley added. "It worked well and went down from millions of indexes to about a few 100 at a time, which is much more solvable."

Stanley stressed that this is simulated data.

"We have made some assumptions about where the clouds are being created and where they're going so there is a lot of room for this study to be improved and to look at more real-world data instead of generating our own. The important thing is that we have developed a new method that has the potential to significantly improve how 3D cloud data is collected which could lead an improvement in our understanding of the dynamics inside a cloud and hence long-term climate effects.
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Getting to zero emissions: A call for unified energy planning | ScienceDaily
As competition between gas and electric utilities heats up due to clean energy-promoting policies that emphasize replacing gas with electricity, state regulators need to overhaul their approach to regulation, scholars at Stanford and the University of Notre Dame argue. A new white paper led by the?Climate and Energy Policy Program?at the?Stanford Woods Institute for the Environment lays out a case for unifying electric and gas utilities and instituting coordinated planning to make the transition to zero-carbon buildings more efficient and cost-effective. A related webinar on Oct. 2 will present the white paper's results and feature a discussion among energy experts about efforts to address the newly competitive landscape and advance the energy transition.


						
"Utility regulators are facing a uniquely difficult combination of climate, safety, and equity concerns as they contemplate how to decarbonize gas networks," said paper coauthor Joshua Lappen, a postdoctoral research associate at the University of Notre Dame and fellow at the Future of Heat Institute. "By recognizing the competition taking place between gas and electricity, regulators can find new opportunities to proactively manage the building-energy transition."

The white paper, The Unseen Competition in the Energy Transition: Acknowledging and Addressing Inter-Utility Competition to Achieve Managed Decarbonization, calls for state public utility commissions (PUCs) to formally plan around a unified energy sector. The report warns that continued competition between gas and electric utilities could delay decarbonization, saddle ratepayers with higher costs, lock in unnecessary investments in fossil fuel infrastructure, and disproportionately burden low-income energy users.

Competition or unification

While electric and gas utilities have traditionally operated in distinct markets, climate policies are increasingly pushing these sectors into competition, particularly in building heating and cooking, which have been dominated by gas utilities for decades in many areas. As technologies like electric heat pumps and induction stoves become more efficient and widespread, gas utilities have launched aggressive campaigns to protect their market share. The federal Inflation Reduction Act has further intensified this competition by offering subsidies for electric appliances, fueling what the authors describe as a "patchwork of duplicative energy monopolies."

"In many parts of the U.S., gas and electric utilities are now providing nearly identical services, but customers are paying for the maintenance of two separate distribution systems," the authors write. This, they argue, creates economic inefficiencies that could be avoided through better planning and coordination.

The white paper advocates for PUCs to consolidate planning processes for gas and electric utilities, treating them as components of a single energy sector. This would allow regulators to optimize investments across both systems, minimize stranded assets, and ensure that decarbonization proceeds equitably and quickly.




The authors recommend that regulators consider consolidating gas and electric utilities that serve the same territories, potentially merging them into unified energy service providers. This would not only streamline decarbonization efforts but also help maintain service safety and reliability and protect ratepayers from escalating costs.

Managing the transition

The report highlights the risks of inaction, warning that gas utilities are incentivized to continue to expand fossil fuel infrastructure with lifetimes longer than decarbonization timelines and creating financial risks for consumers.

By managing competition between gas and electric utilities through proactive regulation and planning, the researchers believe the U.S. can accelerate its transition to a decarbonized energy system while protecting both ratepayers and the economy.

"Times have changed," said paper coauthor Amanda Zerbe, an early career climate law fellow at the Stanford Law School's Environmental and Natural Resources Law & Policy Program. "To reach our climate goals, we have to start treating gas and electric utilities as a single energy system."
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Scientists uncover light absorbing properties of achiral materials | ScienceDaily
Researchers at the University of Ottawa have made a discovery that changes what we know about light and materials. They found that engineered achiral (symmetric) materials, called achiral plasmonic metasurfaces, can absorb light differently depending on the handedness of the wavefront of light. This was surprising because, for years, such materials were found to be indifferent to any optical probes and does not show such selective absorption.


						
The research, conducted over the past year at uOttawa's Advanced Research Complex (ARC), was led by Ravi Bhardwaj, Professor, Department of Physics at the University of Ottawa and PhD student Ashish Jain, in collaboration with Howard Northfield, Research Engineer, and colleagues Ebrahim Karimi, Canada Research Chair in Structured Light and Associate Professor of Physics, and Pierre Berini, University Research Chair in Surface Plasmon Photonics and Professor of Electrical Engineering.

The team used a special light tool developed by Professor Karimi's Structural Quantum Optics (SQO) group and fabricated the necessary structures with the help of Howard Northfield and Professor Berini. Their findings showed that this selective absorption happens because of interactions between different parts of the light and the material.

"For decades, we believed that these materials couldn't show any difference in how they absorb polarized light," says Professor Bhardwaj. "But our research shows that by using a special kind of twisted light, we can control and tune this absorption up to 50%."

Key points from the study include:
    	Breaking the Old Belief: The team showed that achiral structures can indeed absorb light differently, challenging old beliefs.
    	Precise Control: They found ways to precisely control this absorption, which could be useful in technologies like optical switches.
    	Improved Efficiency: Their special twisted light improved light absorption efficiency in these materials.
    	Easier Fabrication: Achiral structures are simpler to make, which could lead to better and more functional optical devices.
    	New Insights: The research provides a better understanding of how light interacts with these materials.

Professor Bhardwaj explains, "Our research not only debunks the myth that dichroism doesn't exist in achiral structures but also opens doors to next-generation plasmonic-based spectroscopy and sensing via enhanced optical metrology." This work promises significant advancements in optical devices, such as sensors and switches?.

In addition, "this discovery is important because it shows that even symmetrical materials can have special light-absorbing properties, opening up new possibilities for advanced sensing and measurement technologies," adds Ashish Jain.
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Watch water form out of thin air | ScienceDaily
For the first time ever, researchers have witnessed -- in real time and at the molecular-scale -- hydrogen and oxygen atoms merge to form tiny, nano-sized bubbles of water.


						
The event occurred as part of a new Northwestern University study, during which scientists sought to understand how palladium, a rare metallic element, catalyzes the gaseous reaction to generate water. By witnessing the reaction at the nanoscale, the Northwestern team unraveled how the process occurs and even uncovered new strategies to accelerate it.

Because the reaction does not require extreme conditions, the researchers say it could be harnessed as a practical solution for rapidly generating water in arid environments, including on other planets.

The research will be published on Friday (Sept. 27) in the Proceedings of the National Academy of Sciences.

"By directly visualizing nanoscale water generation, we were able to identify the optimal conditions for rapid water generation under ambient conditions," said Northwestern's Vinayak Dravid, senior author of the study. "These findings have significant implications for practical applications, such as enabling rapid water generation in deep space environments using gases and metal catalysts, without requiring extreme reaction conditions.

"Think of Matt Damon's character, Mark Watney, in the movie 'The Martian.' He burned rocket fuel to extract hydrogen and then added oxygen from his oxygenator. Our process is analogous, except we bypass the need for fire and other extreme conditions. We simply mixed palladium and gases together."

Dravid is the Abraham Harris Professor of Materials Science and Engineering at Northwestern's McCormick School of Engineering and founding director of the Northwestern University Atomic and Nanoscale Characterization Experimental (NUANCE) Center, where the study was conducted. He also is director of global initiatives at the International Institute for Nanotechnology.




New technology enabled discovery

Since the early 1900s, researchers have known that palladium can act as a catalyst to rapidly generate water. But how, exactly, this reaction occurs has remained a mystery.

"It's a known phenomenon, but it was never fully understood," said Yukun Liu, the study's first author and a Ph.D. candidate in Dravid's laboratory. "Because you really need to be able to combine the direct visualization of water generation and the structure analysis at the atomic scale in order to figure out what's happening with the reaction and how to optimize it."

But viewing the process with atomic precision was simply impossible -- until nine months ago. In January 2024, Dravid's team unveiled a novel method to analyze gas molecules in real time. Dravid and his team developed an ultra-thin glassy membrane that holds gas molecules within honeycomb-shaped nanoreactors, so they can be viewed within high-vacuum transmission electron microscopes.

With the new technique, previously published in Science Advances, researchers can examine samples in atmospheric pressure gas at a resolution of just 0.102 nanometers, compared to a 0.236-nanometer resolutionusing other state-of-the-art tools. The technique also enabled, for the first time, concurrent spectral and reciprocal information analysis.

"Using the ultrathin membrane, we are getting more information from the sample itself," said Kunmo Koo, first author of the Science Advances paper and a research associate at the NUANCE Center, where he is mentored by research associate professor Xiaobing Hu. "Otherwise, information from the thick container interferes with the analysis."

Smallest bubble ever seen




Using the new technology, Dravid, Liu and Koo examined the palladium reaction. First, they saw the hydrogen atoms enter the palladium, expanding its square lattice. But when they saw tiny water bubbles form at the palladium surface, the researchers couldn't believe their eyes.

"We think it might be the smallest bubble ever formed that has been viewed directly," Liu said. "It's not what we were expecting. Luckily, we were recording it, so we could prove to other people that we weren't crazy."

"We were skeptical," Koo added. "We needed to investigate it further to prove that it was actually water that formed."

The team implemented a technique, called electron energy loss spectroscopy, to analyze the bubbles. By examining the energy loss of scattered electrons, researchers identified oxygen-bonding characteristics unique to water, confirming the bubbles were, indeed, water. The researchers then cross-checked this result by heating the bubble to evaluate the boiling point.

"It's a nanoscale analog of the Chandrayaan-1 moon rover experiment, which searched for evidence of waterin lunar soil," Koo said. "While surveying the moon, it used spectroscopy to analyze and identify molecules within the atmosphere and on the surface. We took a similar spectroscopic approach to determine if the generated product was, indeed, water."

Recipe for optimization

After confirming the palladium reaction generated water, the researchers next sought to optimize the process. They added hydrogen and oxygen separately at different times or mixed together to determine which sequence of events generated water at the fastest rate.

Dravid, Liu and Koo discovered that adding hydrogen first, followed by oxygen, led to the fastest reaction rate. Because hydrogen atoms are so small, they can squeeze between palladium's atoms -- causing the metal to expand. After filling the palladium with hydrogen, the researchers added oxygen gas.

"Oxygen atoms are energetically favorable to adsorb onto palladium surfaces, but they are too large to enter the lattice," Liu said. "When we flowed in oxygen first, its dissociated atoms covered the entire surface of the palladium, so hydrogen could not adsorb onto surface to trigger the reaction. But when we stored hydrogen in the palladium first, and then added oxygen, the reaction started. Hydrogen comes out of the palladium to react with the oxygen, and the palladium shrinks and returns to its initial state."

Sustainable system for deep space

The Northwestern team imagines that others, in the future, potentially could prepare hydrogen-filled palladium before traveling into space. Then, to generate water for drinking or for watering plants, travelers will only need to add oxygen. Although the study focused on studying bubble generation at nanoscale, larger sheets of palladium would generate much larger quantities of water.

"Palladium might seem expensive, but it's recyclable," Liu said. "Our process doesn't consume it. The only thing consumed is gas, and hydrogen is the most abundant gas in the universe. After the reaction, we can reuse the palladium platform over and over."

The study, "Unraveling the adsorption-limited hydrogen oxidation reaction at palladium surface via in situ electron microscopy," was supported by the Air Force Office of Scientific Research (grant number AFOSR FA9550-22-1-0300) and hydrogen-related work by the Center for Hydrogen in Energy and Information Sciences, an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science(grant number DE-SC0023450).
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Helping robots zero in on the objects that matter | ScienceDaily
Imagine having to straighten up a messy kitchen, starting with a counter littered with sauce packets. If your goal is to wipe the counter clean, you might sweep up the packets as a group. If, however, you wanted to first pick out the mustard packets before throwing the rest away, you would sort more discriminately, by sauce type. And if, among the mustards, you had a hankering for Grey Poupon, finding this specific brand would entail a more careful search.


						
MIT engineers have developed a method that enables robots to make similarly intuitive, task-relevant decisions.

The team's new approach, named Clio, enables a robot to identify the parts of a scene that matter, given the tasks at hand. With Clio, a robot takes in a list of tasks described in natural language and, based on those tasks, it then determines the level of granularity required to interpret its surroundings and "remember" only the parts of a scene that are relevant.

In real experiments ranging from a cluttered cubicle to a five-story building on MIT's campus, the team used Clio to automatically segment a scene at different levels of granularity, based on a set of tasks specified in natural-language prompts such as "move rack of magazines" and "get first aid kit."

The team also ran Clio in real-time on a quadruped robot. As the robot explored an office building, Clio identified and mapped only those parts of the scene that related to the robot's tasks (such as retrieving a dog toy while ignoring piles of office supplies), allowing the robot to grasp the objects of interest.

Clio is named after the Greek muse of history, for its ability to identify and remember only the elements that matter for a given task. The researchers envision that Clio would be useful in many situations and environments in which a robot would have to quickly survey and make sense of its surroundings in the context of its given task.

"Search and rescue is the motivating application for this work, but Clio can also power domestic robots and robots working on a factory floor alongside humans," says Luca Carlone, associate professor in MIT's Department of Aeronautics and Astronautics (AeroAstro), principal investigator in the Laboratory for Information and Decision Systems (LIDS), and director of the MIT SPARK Laboratory. "It's really about helping the robot understand the environment and what it has to remember in order to carry out its mission."

The team details their results in a study appearing today in the journal Robotics and Automation Letters. Carlone's co-authors include members of the SPARK Lab: Dominic Maggio, Yun Chang, Nathan Hughes, and Lukas Schmid; and members of MIT Lincoln Laboratory: Matthew Trang, Dan Griffith, Carlyn Dougherty, and Eric Cristofalo.




Open fields

Huge advances in the fields of computer vision and natural language processing have enabled robots to identify objects in their surroundings. But until recently, robots were only able to do so in "closed-set" scenarios, where they are programmed to work in a carefully curated and controlled environment, with a finite number of objects that the robot has been pretrained to recognize.

In recent years, researchers have taken a more "open" approach to enable robots to recognize objects in more realistic settings. In the field of open-set recognition, researchers have leveraged deep-learning tools to build neural networks that can process billions of images from the internet, along with each image's associated text (such as a friend's Facebook picture of a dog, captioned "Meet my new puppy!").

From millions of image-text pairs, a neural network learns from, then identifies, those segments in a scene that are characteristic of certain terms, such as a dog. A robot can then apply that neural network to spot a dog in a totally new scene.

But a challenge still remains as to how to parse a scene in a useful way that is relevant for a particular task.

"Typical methods will pick some arbitrary, fixed level of granularity for determining how to fuse segments of a scene into what you can consider as one 'object,'" Maggio says. "However, the granularity of what you call an 'object' is actually related to what the robot has to do. If that granularity is fixed without considering the tasks, then the robot may end up with a map that isn't useful for its tasks."

Information bottleneck 




With Clio, the MIT team aimed to enable robots to interpret their surroundings with a level of granularity that can be automatically tuned to the tasks at hand.

For instance, given a task of moving a stack of books to a shelf, the robot should be able to determine that the entire stack of books is the task-relevant object. Likewise, if the task were to move only the green book from the rest of the stack, the robot should distinguish the green book as a single target object and disregard the rest of the scene -- including the other books in the stack.

The team's approach combines state-of-the-art computer vision and large language models comprising neural networks that make connections among millions of open-source images and semantic text. They also incorporate mapping tools that automatically split an image into many small segments, which can be fed into the neural network to determine if certain segments are semantically similar. The researchers then leverage an idea from classic information theory called the "information bottleneck," which they use to compress a number of image segments in a way that picks out and stores segments that are semantically most relevant to a given task.

"For example, say there is a pile of books in the scene and my task is just to get the green book. In that case we push all this information about the scene through this bottleneck and end up with a cluster of segments that represent the green book," Maggio explains. "All the other segments that are not relevant just get grouped in a cluster which we can simply remove. And we're left with an object at the right granularity that is needed to support my task."

The researchers demonstrated Clio in different real-world environments.

"What we thought would be a really no-nonsense experiment would be to run Clio in my apartment, where I didn't do any cleaning beforehand," Maggio says.

The team drew up a list of natural-language tasks, such as "move pile of clothes" and then applied Clio to images of Maggio's cluttered apartment. In these cases, Clio was able to quickly segment scenes of the apartment and feed the segments through the Information Bottleneck algorithm to identify those segments that made up the pile of clothes.

They also ran Clio on Boston Dynamic's quadruped robot, Spot. They gave the robot a list of tasks to complete, and as the robot explored and mapped the inside of an office building, Clio ran in real-time on an on-board computer mounted to Spot, to pick out segments in the mapped scenes that visually relate to the given task. The method generated an overlaying map showing just the target objects, which the robot then used to approach the identified objects and physically complete the task.

"Running Clio in real-time was a big accomplishment for the team," Maggio says. "A lot of prior work can take several hours to run."

Going forward, the team plans to adapt Clio to be able to handle higher-level tasks and build upon recent advances in photorealistic visual scene representations.

"We're still giving Clio tasks that are somewhat specific, like 'find deck of cards,'" Maggio says. "For search and rescue, you need to give it more high-level tasks, like 'find survivors,' or 'get power back on.' So, we want to get to a more human-level understanding of how to accomplish more complex tasks."

This research was supported, in part, by the U.S. National Science Foundation, the Swiss National Science Foundation, MIT Lincoln Laboratory, the U.S. Office of Naval Research, and the U.S. Army Research Lab Distributed and Collaborative Intelligent Systems and Technology Collaborative Research Alliance.
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First data from XRISM space mission provides new perspective on supermassive black holes | ScienceDaily
Some of the first data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.


						
More exciting than the data, though, is the fact that the long-awaited satellite behind it -- the X-Ray Imaging and Spectroscopy Mission or XRISM -- is just getting started providing such unparalleled insights.

"We have found the right tool for developing an accurate picture of the unexplored orders of magnitude around supermassive black holes," Jon Miller, professor of astronomy at the University of Michigan, said of XRISM.

"We're beginning to see clues of what that environment really looks like."

The Japanese Aerospace Exploration Agency, or JAXA, which teamed up with NASA and the European Space Agency to create and launch XRISM, announced the new results, which were also published in The Astrophysical Journal Letters.

Miller was the lead author of that study. He and more than 100 co-authors from around the world investigated what's called an active galactic nucleus, which includes a supermassive black hole and its extreme surroundings.

To do this, they relied on XRISM's unparalleled ability to gather and measure spectra of X-rays emitted by cosmic phenomena.




"It is truly exciting that we are able to gather X-ray spectra with such unprecedented high resolution, particularly for the hottest plasmas in the universe," said Lia Corrales, U-M assistant professor of astronomy and a co-author of both XRISM publications.

"Spectra are so rich with information, we will surely be working to fully interpret the first datasets for many years to come."

Accretion disks with a twist

Space exploration enthusiasts may know that the Chandra X-ray Observatory -- what NASA calls its flagship X-ray telescope -- recently celebrated its 25th anniversary of operating in space.

What's less well known is that, over the past 25 years, an international cohort of scientists, engineers and space agency officials have been attempting to launch similarly sophisticated, but different X-ray missions.

The goal of these attempts was to provide high-quality, complementary data to better understand what Chandra and other telescopes were seeing. XRISM is now delivering that data.




With their data set, Miller, Corrales and their colleagues have solidified a hypothesis about structures called accretion disks near supermassive black holes in active galactic nuclei.

These disks can be thought of like vinyl records made of gas and other loose particles from a galaxy being spun by the spectacular gravity of the black holes at their centers. By studying accretion disks, researchers can better understand what's happening around the black hole and how it impacts the lifecycle of its host galaxy.

By probing the center of a galaxy called NGC 4151, more than 50 million light years away, the XRISM collaboration confirmed that the disk's shape isn't as simple as once thought.

"What we're seeing is that the record isn't flat. It has a twist or a warp," Miller said. "It also appears to get thicker toward the outside."

Although suggestions of this more complex geometry have emerged in other data over the past two and a half decades, the XRISM results are the strongest direct evidence for it.

"We had hints," Miller said. "But somebody in forensics would say that we couldn't have convicted anyone with what we had."

The team also found that the accretion disk appears to be losing a lot of its gas. Again, scientists have theories about what happens to this material, but Miller said XRISM will enable researchers to find more definitive answers.

"It has been very hard to say what the fate of that gas is," he said. "Actually finding the direct evidence is the hard work that XRISM can do."

And XRISM isn't just allowing researchers to think about existing theories in new ways. It's enabling them to investigate parts of space that were invisible to them before.

The missing link

For all the talk of their gravitational pull being so strong that not even light can escape it, black holes are still responsible for creating a whole lot of electromagnetic radiation that we can detect.

For instance, the Event Horizon Telescope -- a network of instruments on Earth sensitive to radiation emitted as radio waves -- has enabled astronomers to zoom in and see the very edge of two different black holes.

There are other instruments on Earth and in space that detect different bands of radiation, including X-rays and infrared light, to provide larger, galaxy-scale views of the environs of black holes.

But scientists have lacked high-resolution tools to determine what was going on between those two scales, from right next to the black hole up to the size of its host galaxy. And that space between is where accretion disks and other interesting celestial structures exist.

If you were to divide the scale of the zoomed-out view of a black hole by that of its close-up, you'd get a number close to 100,000. To a physicist, each zero is an order of magnitude, meaning the gap in coverage spanned five orders of magnitude.

"When it comes to understanding how gas gets into a black hole, how some of that gas is lost and how the black hole impacts its host galaxy, it's those orders of magnitude that really matter," Miller said.

XRISM now gives researchers access to those scales by looking for X-rays emitted by iron around black hols and relying on the "S" in its acronym: spectroscopy.

Rather than using X-ray light to construct an image, XRISM's spectroscopy instrument detects the energy of individual X-rays, or photons. Researchers can then see how many photons were detected with a particular energy across a range, or spectrum, of energies.

By collecting, studying and comparing spectra from different parts of the regions near a black hole, researchers are able to learn more about the processes afoot.

"We joke that spectra put the 'physics' in 'astrophysics,'" Miller said.

Although there are other operational X-ray spectroscopy tools, XRISM's is the most advanced and relies on a microcalorimeter, dubbed "Resolve." This turns the incident X-ray energy into heat rather than, say, a more conventional electrical signal.

"Resolve is allowing us to characterize the multi-structured and multi-temperature environment of supermassive black holes in a way that was not possible before," Corrales said.

XRISM provides researchers with 10 times better energy resolution compared with what they've had before, Miller said. Scientists have been waiting for an instrument like this for 25 years, but it hasn't been for a lack of trying.

If at first you don't succeed

Years before its 1999 launch, Chandra was initially conceived of as the Advanced X-Ray Astrophysics Facility, a single mission that would fly with state-of-the-art technology for both X-ray imaging and spectroscopy.

That, however, proved to be too expensive, so it was divided into the Chandra telescope and a spectroscopy mission called Astro-E, whose development was led by JAXA. Unfortunately, Astro-E was lost during its launch in February 2000.

JAXA, NASA and the European Space Agency all realized how important the tool was, Miller said, and worked together to essentially refly the Astro-E mission roughly five years later. This time, however, the mission was called Suzaku, named after a phoenix-like mythical bird.

"Suzaku made it into orbit, but its cryogenic system had a leak, so all its coolant leaked into space. Its prime scientific instrument never took actual data," Miller said. "There was a different camera on board for X-rays, though, and it did really nice work for about 10 years."

Within months of sunsetting Suzaku, the space agencies launched a third mission to provide the X-ray spectroscopy that the community was seeking. The mission took off as Astro-H in February 2016 and was renamed Hitomi after it entered orbit and deployed its solar panels.

Miller had traveled to Florida for a meeting about Hitomi right around the time disaster struck the mission. A maneuvering error sent Hitomi into an uncontrollable spin.

"It spun so fast that the solar panels flew off," Miller said.

Less than 40 days after the launch, the space agencies lost contact with Hitomi.

"You could actually go out on the beach in Florida at night and watch it tumble across the sky," Miller said. "It flickered in a very unique way."

Before it ended, the Hitomi mission did manage to take what Miller quantified as one and a half scientific observations. That was enough to transform how researchers thought about galaxy clusters, which contain hundreds or thousands of galaxies, he said.

So it's fair to say that a lot was riding on XRISM when it launched in September 2023. Based on early returns, it sounds like XRISM is equipped to deliver. Miller and a handful of his global colleagues were among the first to see the data that would lead to their new report.

"It was very late in Japan, an odd time in Europe and we were all on Zoom. All of us had trouble finding the words," Miller said. "It was breathtaking."

Miller's original doctoral thesis project was meant to study data from the Astro-E mission, so he's been invested in this work for more than half his life and virtually his entire science career.

During that time, Hitomi and more successful missions like Chandra have been providing data that have enabled him and others in the field to further our understanding of the cosmos. But the researchers also knew they'd need something like the X-ray calorimeter on board XRISM to make the leaps they've been hungry for.

"It's been difficult at many points, but we kept getting hints about what might be possible," Miller said. "It's almost impossible to replicate these environments in earthbound experiments and we've been wanting to know a lot of the details of how they really work. I think we're finally going to make some progress on that."
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New imaging technique brings us closer to simplified, low-cost agricultural quality assessment | ScienceDaily
Hyperspectral imaging is a useful technique for analyzing the chemical composition of food and agricultural products. However, it is a costly and complicated procedure, which limits its practical application. A team of University of Illinois Urbana-Champaign researchers has developed a method to reconstruct hyperspectral images from standard RGB images using deep machine learning. This technique can greatly simplify the analytical process and potentially revolutionize product assessment in the agricultural industry.


						
"Hyperspectral imaging uses expensive equipment. If we can use RGB images captured with a regular camera or smartphone, we can use a low-cost, handheld device to predict product quality," said lead author Md Toukir Ahmed, a doctoral student in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at Illinois.

The researchers tested their method by analyzing the chemical composition of sweet potatoes. They focused on soluble solid content in one study and dry matter in a second study -- important features that influence the taste, nutritional value, marketability, and processing suitability of sweet potatoes. Using deep learning models, they converted the information from RGB images into hyperspectral images.

"With RGB images, you can only detect visible attributes like color, shape, size, and external defects; you can't detect any chemical parameters. In RGB images you have wavelengths from 400 to 700 nanometers, and three channels -- red, green, and blue. But with hyperspectral images you have many channels and wavelengths from 700 to 1000 nm. With deep learning methods, we can map and reconstruct that range so we now can detect the chemical attributes from RGB images," said Mohammed Kamruzzaman, assistant professor in ABE and corresponding author on both papers.

Hyperspectral imaging captures a detailed spectral signature at spatial locations across hundreds of narrow bands, combining to form hypercubes. Applying cutting-edge deep learning-based algorithms, Kamruzzaman and Ahmed were able to create a model to reconstruct the hypercubes from RGB images to provide the relevant information for product analysis.

They calibrated the spectral model with reconstructed hyperspectral images of sweet potatoes, achieving over 70% accuracy in predicting soluble solid content and 88% accuracy in dry matter content, marking a significant improvement over previous studies.

In a third paper, the research team applied deep learning methods to reconstruct hyperspectral images for predicting chick embryo mortality, which has applications for the egg and hatchery industry. They explored different techniques and made recommendations for the most accurate approach.

"Our results show great promise for revolutionizing agricultural product quality assessment. By reconstructing detailed chemical information from simple RGB images, we're opening new possibilities for affordable, accessible analysis. While challenges remain in scaling this technology for industrial use, the potential to transform quality control across the agricultural sector makes this a truly exciting endeavor," Kamruzzaman concluded.
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'Squeezing' increased accuracy of quantum measurements | ScienceDaily
Tohoku University's Dr. Le Bin Ho has explored how quantum squeezing can improve measurement precision in complex quantum systems, with potential applications in quantum sensing, imaging, and radar technologies. These findings may lead to advancements in areas like GPS accuracy and early disease detection through more sensitive biosensors.


						
Quantum squeezing is a concept in quantum physics where the uncertainty in one aspect of a system is reduced while the uncertainty in another related aspect is increased. Imagine squeezing a round balloon filled with air. In its normal state, the balloon is perfectly spherical. When you squeeze one side, it gets flattened and stretched out in the other direction. This represents what is happening in a squeezed quantum state: you are reducing the uncertainty (or noise) in one quantity, like position, but in doing so, you increase the uncertainty in another quantity, like momentum. However, the total uncertainty remains the same, since you are just redistributing it between the two. Even though the overall uncertainty remains the same, this 'squeezing' allows you to measure one of those variables with much greater precision than before.

This technique has already been used to improve the accuracy of measurements in situations where only one variable needs to be precisely measured, such as in improving the precision of atomic clocks. However, using squeezing in cases where multiple factors need to be measured simultaneously, such as an object's position and momentum, is much more challenging.

In a research paper published in Physical Review Research, Tohoku University's Dr. Le Bin Ho explores the effectiveness of the squeezing technique in enhancing the precision of measurements in quantum systems with multiple factors. The analysis provides theoretical and numerical insights, aiding in the identification of mechanisms for achieving maximum precision in these intricate measurements.

"The research aims to better understand how quantum squeezing can be used in more complicated measurement situations involving the estimation of multiple phases," said Le. "By figuring out how to achieve the highest level of precision, we can pave the way for new technological breakthroughs in quantum sensing and imaging."

The study looked at a situation where a three-dimensional magnetic field interacts with an ensemble of identical two-level quantum systems. In ideal cases, the precision of the measurements can be as accurate as theoretically possible. However, earlier research has struggled to explain how this works, especially in real-world situations where only one direction achieves full quantum entanglement.

This research will have broad implications. By making quantum measurements more precise for multiple phases, it could significantly advance various technologies. For example, quantum imaging could produce sharper images, quantum radar could detect objects more accurately, and atomic clocks could become even more precise, improving GPS and other time-sensitive technologies. In biophysics, it could lead to advancements in techniques like MRI and enhance the accuracy of molecular and cellular measurements, improving the sensitivity of biosensors used in detecting diseases early.

"Our findings contribute to a deeper understanding of the mechanisms behind the improvement of measurement precision in quantum sensing," adds Le. "This research not only pushes the boundaries of quantum science, but also lays the groundwork for the next generation of quantum technologies."

Looking ahead, Le hopes to explore how this mechanism changes with different types of noise and explore ways to reduce it.
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Medical imaging breakthrough could transform cancer and arthritis diagnosis | ScienceDaily
A new hand-held scanner developed by UCL researchers can generate highly detailed 3D photoacoustic images in just seconds, paving the way for their use in a clinical setting for the first time and offering the potential for earlier disease diagnosis.


						
In the study, published in Nature Biomedical Engineering, the team show their technology can deliver photoacoustic tomography (PAT) imaging scans to doctors in real time, providing them with accurate and intricate images of blood vessels, helping inform patient care.

Photoacoustic tomography imaging uses laser-generated ultrasound waves to visualise subtle changes (an early marker of disease) in the less-than-millimetre-scale veins and arteries up to 15mm deep in human tissues.

However, up until now, existing PAT technology has been too slow to produce high-enough quality 3D images for use by clinicians.

During a PAT scan patients must be completely motionless, meaning any movement during a slower scan can cause images to blur and therefore not guarantee clinically useful images.

The older PAT scanners took more than five minutes to take an image -- by reducing that time to a few seconds or less, image quality is much improved and far more suitable for people who are frail or poorly.

Researchers saythe new scanner could help to diagnose cancer, cardiovascular disease and arthritis in three to five years' time, subject to further testing

Corresponding author, Professor Paul Beard (UCL Medical Physics and Biomedical Engineering and the Wellcome/EPSRC Centre for Interventional and Surgical Sciences), said: "We've come a long way with photoacoustic imaging in recent years, but there were still barriers to using it in the clinic.




"The breakthrough in this study is the acceleration in the time it takes to acquire images, which is between 100 and 1,000 times faster than previous scanners.

"This speed avoids motion-induced blurring, providing highly-detailed images of a quality that no other scanner can provide. It also means that rather than taking five minutes or longer, images can be acquired in real time, making it possible to visualise dynamic physiological events.

"These technical advances make the system suitable for clinical use for the first time, allowing us to look at aspects of human biology and disease that we haven't been able to before.

"Now more research is needed with a larger groups of patients to confirm our findings."

Professor Beard added that a key potential use for the new scanner was to assess inflammatory arthritis, which requires scanning all 20 finger joints in both hands. With the new scanner, this can be done in a few minutes -- older PAT scanners take nearly an hour, which is too long for elderly, frail patients, he said.

Testing the scanner on patients 

In the study, the team tested the scanner during pre-clinical tests on 10 patients with type-2 diabetes, rheumatoid arthritis or breast cancer, along with seven healthy volunteers.




In three patients with type-2 diabetes, the scanner was able to produce detailed 3D images of the microvasculature in the feet, highlighting deformities and structural changes in the vessels. The scanner was used to visualise the skin inflammation linked to breast cancer.

Andrew Plumb, Associate Professor of Medical Imaging at UCL and consultant radiologist at UCLH and a senior author of the study, said: "One of the complications often suffered by people with diabetes is low blood flow in the extremities, such as the feet and lower legs, due to damage to the tiny blood vessels in these areas. But until now we haven't been able to see exactly what is happening to cause this damage or characterise how it develops.

"In one of our patients, we could see smooth, uniform vessels in the left foot and deformed, squiggly vessels in the same region of the right foot, indicative of problems that may lead to tissue damage in future. Photoacoustic imaging could give us much more detailed information to facilitate early diagnosis, as well as better understand disease progression more generally."

Photoacoustic tomography

Since its early development in 2000, PAT has long been heralded as having the potential to revolutionise our understanding of biological processes and improve the clinical assessment of cancer and other major diseases.

It works using the photoacoustic effect, which occurs when materials absorb light and produce sound waves.

PAT scanners work by firing very short laser bursts at biological tissue. Some of this energy is absorbed, depending on the colour of the target, causing a slight increase in heat and pressure that in turn generates a faint ultrasound wave containing information about the tissue. The whole process takes place in just a fraction of a second.

In earlier research, what physicists and engineers at UCL (led by Professor Beard) discovered was that the ultrasound wave can be detected using light.

In the early 2000s they pioneered a system where a sound wave causes minute changes in thickness of a thin plastic film which can be measured using a highly-tuned laser beam.

The results revealed tissue structures which have never been seen before.

How PAT could assist disease detection

For some conditions, like peripheral vascular disease (PVD), a complication of diabetes, early signs of changes in tiny blood vessels indicative of the disease can't be seen using conventional imaging techniques such as MRI scans.

But with PAT images they can -- offering the potential for treatment before the tissue is damaged and to avoid poor wound healing and amputation, the paper says. PVD affects more than 25 million individuals across the USA and Europe, it adds.

Similarly, with cancer, tumours often have a high density of small blood vessels that are too small to see with other imaging techniques.

Dr Nam Huynh from UCL Medical Physics and Biomedical Engineering, who developed the scanner with colleague Dr Edward Zhang, said: "Photoacoustic imaging could be used to detect the tumour and monitor it relatively easily. It could also be used to help cancer surgeons better distinguish tumour tissue from normal tissue by visualising the blood vessels in the tumour, helping to ensure all of the tumour is removed during surgery and minimising the risk of recurrence. I can envisage lots of ways it will be useful."

Dr Huynh added that a key advantage of the technology was that it was sensitive to haemoglobin. It is light-absorbing molecules like haemoglobin that produce the ultrasound waves.

Improving and testing the scanner speed

In this study, the UCL researchers sought to overcome the speed problem by reducing the time needed to acquire images. They achieved this by making innovations in the scanner design and the mathematics used to generate the images.

Unlike earlier PAT scanners, which measured the ultrasound waves at more than 10,000 different points over the tissue surface one at a time, the new scanner detects them at multiple points simultaneously, reducing image acquisition time considerably.

The research team also employed similar mathematical principles to those used in digital image compression. This enabled high-quality images to be reconstructed from a few thousand (rather than tens of thousands) of measurements of the ultrasound wave, again speeding up image acquisition. These innovations reduced the imaging time to a few seconds or less than a second, eliminating motion-blur and allowing images of dynamic changes to the tissue to be taken.

The scientists said more research was needed with a larger group of patients to confirm their study's findings and the extent to which the scanner would be clinically useful in practice.

The first steps to develop photoacoustic tomography for medical imaging were taken in 2000, but the origins of the technique date back to 1880 when former UCL-student Alexander Graham Bell, fresh from inventing the telephone, observed the conversion of sunlight to audible sound.

In 2019, members of the UCL research team founded DeepColor Imaging, a UCL spin-out company who now market a range of scanners based on PAT technology worldwide.

This research was supported by Cancer Research UK, the Engineering & Physical Sciences Research Council, Wellcome, the European Research Council and the National Institute for Health Research University College London Hospitals Biomedical Research Centre.
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Better MRI videos thanks to new machine learning method | ScienceDaily
Using smartly trained neural networks, researchers at TU Graz have succeeded in generating precise real-time images of the beating heart from just a few MRI measurement data. Other MRI applications can also be accelerated using this procedure.


						
Medical imaging using magnetic resonance imaging (MRI) is very time-consuming since an image has to be compiled from data from many individual measurements. Thanks to the use of machine learning, imaging is also possible with less MRI measurement data, which saves time and costs. However, the prerequisite for this is perfect images that can be used to train the AI models. Such perfect training images do not exist for certain applications, such as real-time (moving image) MRI, as such images are always somewhat blurred. An international research team led by Martin Uecker and Moritz Blumenthal from the Institute of Biomedical Imaging at Graz University of Technology (TU Graz) has now succeeded in generating precise live MRI images of the beating heart even without such training images and with very little MRI data with the help of smartly trained neural networks. Thanks to these improvements, real-time MRI could be used more frequently in practice in the future.

Calibration of imaging through withheld data

Martin Uecker and Moritz Blumenthal used self-supervised learning methods to train their machine learning model for MRI imaging. The basis for training the model is not pre-curated perfect images, but a subset of the initial data from which the model is to reconstruct the images. Moritz Blumenthal explains it like this: "We divided the measurement data provided by the MRI device into two portions. From the first, larger data portion, our machine learning model reconstructs the image. It then attempts to calculate the second portion of the measurement data withheld from it on the basis of the image." If the system fails to do this or does so poorly -- according to the underlying logic -- the previously reconstructed image must have been incorrect. The model is updated, it creates a new improved image variant and attempts to calculate the second data portion again. This process runs for a number of rounds until the result is consistent. In this training process, the system learns from a large number of such reconstructions what good MRI images should look like. Later, during the application, the model can then directly calculate a good image.

This procedure can make many MRI applications faster and cheaper

"Our process is ready for application," says Martin Uecker, "even if it will probably be a while before it is actually used in practice." The method can be used for many other MRI applications to make them faster and therefore cheaper. This includes quantitative MRI, for example, in which physical tissue parameters are precisely measured and quantified. "This allows radiologists to access precise data for diagnoses instead of having to interpret images based on differences in brightness using their professional experience," explains Martin Uecker. "Up to now, however, quantitative MRI measurements have often taken a very long time. With our machine learning model, we were able to speed up these measurements considerably without any loss of quality."

The research results, which were recently published in the journal Magnetic Resonance in Medicine are the result of an international and interdisciplinary collaboration of the Institute of Biomedical Imaging. Participants included Christina Unterberg (cardiologist at the University Medical Centre Gottingen), Markus Haltmeier (mathematician at the University of Innsbruck), Xiaoqing Wang (MRI researcher at Harvard Medical School) and Chiara Fantinato (Erasmus student from Italy). The algorithms and MRI data are freely available so that other researchers can reproduce the results directly and build on the new method.
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Fluorescent molecules to illuminate life: simplified synthesis with formaldehyde | ScienceDaily
A research team led by Professor Young-Tae Chang from the Department of Chemistry at POSTECH and Dr. Sun Hyeok Lee from the Basic Science Research Institute of POSTECH has recently made a breakthrough in synthesizing organic fluorophores more cost-effectively and atom-efficiently than ever before by using formaldehyde, the simplest carbon molecule. Their findings were published in "Angewandte Chemie International Edition," the world's premier journal in the multidisciplinary chemistry, on September 18.


						
Organic fluorophores, known for their ability to fluoresce by absorbing specific wavelengths of light, are widely employed in medical diagnostics and bioimaging including cancer cell tracking and genetic analysis. However, the synthesis of trimethine cyanine (Cy3), a commonly used organic fluorophore, has traditionally involved a complex compound with a high molecular weight, leading to numerous byproducts and low atom efficiency.

To address this issue, the team utilized formaldehyde (HCHO) -- a simple molecule made up of one carbon (C) atom, two hydrogen (H) atoms, and one oxygen (O) atom. While formaldehyde can become toxic by reacting with proteins and DNA in vivo, it serves as a valuable tool in organic synthesis for forming new carbon-carbon bonds.

By using formaldehyde instead of conventional complex compounds to add carbon into the molecular chain, a critical step in Cy3 synthesis, the team significantly reduced the molecular size required for the process, maximizing atomic efficiency. Additionally, they streamlined the traditional multi-step asymmetric Cy3 synthesis into a one-pot reaction, eliminating extra stages and boosting synthetic efficiency.

The team also explored whether their technique could be applied to cells and tissues, considering that certain amounts of formaldehyde are naturally produced in vivo during metabolism. In their analysis of rat small intestine tissue, they observed that the inflammation-induced group exhibited a weaker fluorescence signal compared to the normal group. This was attributed to relatively lower levels of formaldehyde during inflammation, which limited Cy3 synthesis. These findings demonstrate that the team's method is applicable not only to in vitro synthesis but also to in vivo environments.

Professor Young-Tae Chang who led the research remarked, "This marks the first successful synthesis of Cy3 molecules using formaldehyde." He continued, "Our method is not only cost-effective and highly atom-efficient, but it can also be utilized in vivo, expanding the potential applications of organic fluorophores in life sciences research and diagnostics."

The research was conducted with support from the Ministry of Science and ICT and the Glocal University 30 Project.
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Vast 'stranded assets' if world continues investing in polluting industries | ScienceDaily
Continued investment in carbon-intensive industries will drastically increase the amount of "stranded assets" as the world moves to net-zero emissions, researchers warn.


						
The study assesses how much capital -- the value of physical assets like buildings and, uniquely in this study, the value of workers -- could be stranded (losing its value) if the world reaches net zero emissions in 2050.

Stranded assets could include a worker losing their job and future income as their industry declines, or a coal power station losing value as renewables take over.

The study -- by Exeter and Lancaster universities -- compares two scenarios to investigate how delaying the transition could affect the total capital value at risk accumulated by 2050: one where the world completely stopped investing in carbon-intensive industries in 2020, and another where this is delayed to 2030.

A complete switch-off from fossil fuel investment in 2020 would have left $117 trillion of global capital at risk -- while delaying to 2030 raises this to $557 trillion (37% of total global capital today).

While these are the maximum possible figures -- and they could be reduced by retraining workers and retrofitting assets -- they highlight the vast economic risks from continued investment in declining industries.

"The longer we wait, the more disorderly the transition will be," said Cormac Lynch, from the University of Exeter.




"An orderly transition would place communities in a good position to take advantage of new opportunities as the economy changes -- while a disorderly one could put some areas at risk of post-industrial decline."

Asked if the findings could support calls to delay or abandon net-zero policies, Daniel Chester from Lancaster University said: "The impacts of climate change itself are likely to be far more costly.

"And parts of the transition are happening already. For example, renewables like solar PV are already at cost-parity with fossil fuel equivalents, and electric vehicles are not far behind.

"What our research shows is that it makes practical sense, not just ethical sense, to embrace the transition now rather than resist it."

"Instead of delaying the transition, policymakers should be transforming educational and financial systems -- creating new opportunities, especially in regions dependent on fossil-fuel industries -- to ensure communities are not left behind."

The world must now cut carbon emissions at an unprecedented rate to meet the goals of the Paris Agreement, thereby limiting the worst effects of climate change.




This will inevitably create new economic opportunities but will also threaten the value of some existing occupations and physical assets, investments in which have been called a "carbon bubble."

The researchers collated available data to estimate the makeup of the global stock of capital assets and their economic lifespans.

They then simulated the early retirement of these capital assets (e.g. buildings decommissioned earlier than expected or workers being made unemployed) necessary to achieve the net zero targets set by governments, comparing these outcomes to scenarios where they are allowed to retire at the end of their normal working life.

The paper, published in the journal Environmental Research: Climate and funded by the Economic and Social Research Council through the Rebuilding Macroeconomics network, is entitled: "Stranded human and produced capital in a net-zero transition."
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New synthesis strategy could speed up PFAS decontamination | ScienceDaily
Rice University engineers have developed an innovative way to make covalent organic frameworks (COFs), special materials that can be used to trap gases, filter water and speed up chemical reactions. COFs have the potential to address significant environmental challenges, including energy storage and pollution control. An example of that is their potential use in the decontamination of "forever chemicals" or per- and polyfluoroalkyl substances (PFAS).


						
Rice chemical engineer Rafael Verduzco and his team have described a new way to synthesize high-quality COFs at low cost and with high throughput in a study published in ACS Applied Materials and Interfaces that will be featured on the front cover of a future issue of the journal. The work includes a careful analysis of the benefits and drawbacks of different synthesis methods and details a versatile, cost-effective way to make COFs. This involves a multiflow microreactor and careful calibration of the input-output process.

"We built a small, continuous production system -- like a minifactory on a lab bench -- where the ingredients for COFs are mixed and reacted in a steady stream instead of all at once in a big container," said Safiya Khalil, a Rice doctoral alumna who is the first author on the study.

The researchers also found that one of the COFs produced via flow synthesis was better than those made using other methods at breaking down perfluorooctanoic acid (PFOA), a PFAS compound associated with a number of health risks, including cancer and reproductive harm.

"This is an encouraging finding that adds to the growing evidence that COFs could emerge as a key player in the development of cleaner, more efficient technologies for contaminant removal," said Verduzco, professor and associate chair of chemical and biomolecular engineering at Rice who is the corresponding author on the study.

COFs are crystalline polymers made of small, repeating units linked together into microscopic spongelike structures. These materials stand out for their porosity, large surface area and tunable molecular structure -- features that could be harnessed for use in a wide range of applications, including semiconductors, sensors, drug delivery and filtration. However, the slow and expensive process of producing COFs has limited their broader deployment.

"We hope this method will make it easier to produce COFs in large quantities and help accelerate the discovery of new formulations," said Khalil, who earned a Ph.D. in chemical and biomolecular engineering from Rice, where she was a part of Verduzco's Polymer Engineering Laboratory.




Khalil likened the new method to making cookies to order in small batches rather than baking them all at once in one large batch. Although it was not the first time flow reactor synthesis was used to make COFs, the Rice researchers' method stands out from previous approaches because it integrates the continuous synthesis and processing of two different COF chemistries, resulting in a more varied range of macroscopic formats.

"This method allows you to continuously have fresh-made cookies while controlling the temperature and mixing at each step to get the best quality every time," Khalil said. "This process is faster, uses less energy and allows for better control over the final product."

Traditional COF synthesis involves the use of high temperatures, high pressure and toxic organic solvents, limiting widespread production and use. The researchers' flow synthesis strategy not only allows for faster COF production but also enables the creation of COFs with superior crystallinity.

The added proof that one of the newly synthesized COFs was very efficient at breaking down a "forever chemical" showcases the practical benefits of the new method. The breakdown process, known as photocatalytic degradation, is activated by light and occurs at room temperature.

"Imagine these COFs as powerful sponges with built-in 'sunlight engines' that can break down harmful chemicals much faster than current methods," Khalil said. "One of the COFs we synthesized was more effective at breaking down PFOA than traditional materials such as titanium dioxide -- a common photocatalyst used in pollution control."

The research was supported by the Ministry of Education of the United Arab Emirates and the Welch Foundation (C-2124).
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A new and unique fusion reactor | ScienceDaily
Like atoms coming together to release their power, fusion researchers worldwide are joining forces to solve the world's energy crisis. Harnessing the power of fusing plasma as a reliable energy source for the power grid is no easy task, requiring global contributions.


						
The Princeton Plasma Physics Laboratory (PPPL) -- a U.S. national laboratory funded by the Department of Energy (DOE) -- is leading several efforts on this front, including collaborating on the design and development of a new fusion device at the University of Seville in Spain. The SMall Aspect Ratio Tokamak (SMART) strongly benefits from PPPL computer codes as well as the Lab's expertise in magnetics and sensor systems.

"The SMART project is a great example of us all working together to solve the challenges presented by fusion and teaching the next generation what we have already learned," said Jack Berkery, PPPL's deputy director of research for the National Spherical Torus Experiment-Upgrade (NSTX-U) and principal investigator for the PPPL collaboration with SMART. "We have to all do this together or it's not going to happen."

Manuel Garcia-Munoz and Eleonora Viezzer, both professors at the Department of Atomic, Molecular and Nuclear Physics of the University of Seville as well as co-leaders of the Plasma Science and Fusion Technology Lab and the SMART tokamak project, said PPPL seemed like the ideal partner for their first tokamak experiment. The next step was deciding what kind of tokamak they should build. "It needed to be one that a university could afford but also one that could make a unique contribution to the fusion landscape at the university scale," said Garcia-Munoz. "The idea was to put together technologies that were already established: a spherical tokamak and negative triangularity, making SMART the first of its kind. It turns out it was a fantastic idea."

SMART should offer easy-to-manage fusion plasma

Triangularity refers to the shape of the plasma relative to the tokamak. The cross section of the plasma in a tokamak is typically shaped like the capital letter D. When the straight part of the D faces the center of the tokamak, it is said to have positive triangularity. When the curved part of the plasma faces the center, the plasma has negative triangularity.

Garcia-Munoz said negative triangularity should offer enhanced performance because it can suppress instabilities that expel particles and energy from the plasma, preventing damage to the tokamak wall. "It's a potential game changer with attractive fusion performance and power handling for future compact fusion reactors," he said. "Negative triangularity has a lower level of fluctuations inside the plasma, but it also has a larger divertor area to distribute the heat exhaust."

The spherical shape of SMART should make it better at confining the plasma than it would be if it were doughnut shaped. The shape matters significantly in terms of plasma confinement. That is why NSTX-U, PPPL's main fusion experiment, isn't squat like some other tokamaks: the rounder shape makes it easier to confine the plasma. SMART will be the first spherical tokamak to fully explore the potential of a particular plasma shape known as negative triangularity.




PPPL's expertise in computer codes proves essential

PPPL has a long history of leadership in spherical tokamak research. The University of Seville fusion team first contacted PPPL to implement SMART in TRANSP, a simulation software developed and maintained by the Lab. Dozens of facilities use TRANSP, including private ventures such as Tokamak Energy in England.

"PPPL is a world leader in many, many areas, including fusion simulation; TRANSP is a great example of their success," said Garcia-Munoz.

Mario Podesta, formerly of PPPL, was integral to helping the University of Seville determine the configuration of the neutral beams used for heating the plasma. That work culminated in a paper published in the journal Plasma Physics and Controlled Fusion.

Stanley Kaye, director of research for NSTX-U, is now working with Diego Jose Cruz-Zabala, EUROfusion Bernard Bigot Researcher Fellow, from the SMART team, using TRANSP "to determine the shaping coil currents necessary for attaining their design plasma shapes of positive triangularity and negative triangularity at different phases of operation." The first phase, Kaye said, will involve a "very basic" plasma. Phase two will have neutral beams heating the plasma.

Separately, other computer codes were used for assessing the stability of future SMART plasmas by Berkery, former undergraduate intern John Labbate, who is, now a grad student at Columbia University, and former University of Seville graduate student Jesus Dominguez-Palacios, who has now moved to an American company. A new paper in Nuclear Fusion by Dominguez-Palacios discusses this work.




Designing diagnostics for the long haul

The collaboration between SMART and PPPL also extended into and one of the Lab's core areas of expertise: diagnostics, which are devices with sensors to assess the plasma. Several such diagnostics are being designed by PPPL researchers. PPPL Physicists Manjit Kaur and Ahmed Diallo, together with Viezzer, are leading the design of the SMART's Thomson scattering diagnostic, for example. This diagnostic will precisely measure the plasma electron temperature and density during fusion reactions, as detailed in a new paper published in the journal Review of Scientific Instruments. These measurements will be complemented with ion temperature, rotation and density measurements provided by diagnostics known as the charge exchange recombination spectroscopy suite developed by Alfonso Rodriguez-Gonzalez, graduate student at University of Seville, Cruz-Zabala and Viezzer.

"These diagnostics can run for decades, so when we design the system, we keep that in mind," said Kaur. When developing the designs, it was important the diagnostic can handle temperature ranges SMART might achieve in the next few decades and not just the initial, low values, she said.

Kaur designed the Thomson scattering diagnostic from the start of the project, selecting and procuring its different subparts, including the laser she felt best fits the job. She was thrilled to see how well the laser tests went when Gonzalo Jimenez and Viezzer sent her photos from Spain. The test involved setting up the laser on a bench and shooting it at a piece of special parchment that the researchers call "burn paper." If the laser is designed just right, the burn marks will be circular with relatively smooth edges. "The initial laser test results were just gorgeous," she said. "Now, we eagerly await receiving other parts to get the diagnostic up and running."

James Clark, a PPPL research engineer whose doctoral thesis focused on Thomson scattering systems, was later brought on to work with Kaur. "I've been designing the laser path and related optics," Clark explained. In addition to working on the engineering side of the project, Clark has also helped with logistics, deciding how and when things should be delivered, installed and calibrated.

PPPL's Head of Advanced Projects Luis Delgado-Aparicio, together with Marie Sklodowska-Curie fellow Joaquin Galdon-Quiroga and University of Seville graduate student Jesus Salas-Barcenas, are leading efforts to add two other kinds of diagnostics to SMART: a multi-energy, soft X-ray (ME-SXR) diagnostic and spectrometers. The ME-SXR will also measure the plasma's electron temperature and density but using a different approach than the Thomson scattering system. The ME-SXR will use sets of small electronic components called diodes to measure X-rays. Combined, the Thomson scattering diagnostic and the ME-SXR will comprehensively analyze the plasma's electron temperature and density.

By looking at the different frequencies of light inside the tokamak, the spectrometers can provide information about impurities in the plasma, such as oxygen, carbon and nitrogen. "We are using off-the-shelf spectrometers and designing some tools to put them in the machine, incorporating some fiber optics," Delgado-Aparicio said. Another new paper published in the Review of Scientific Instruments discusses the design of this diagnostic.

PPPL Research Physicist Stefano Munaretto worked on the magnetic diagnostic system for SMART with the field work led by University of Seville graduate student Fernando Puentes del Pozo Fernando. "The diagnostic itself is pretty simple," said Munaretto. "It's just a wire wound around something. Most of the work involves optimizing the sensor's geometry by getting its size, shape and length correct, selecting where it should be located and all the signal conditioning and data analysis involved after that." The design of SMART's magnetics is detailed in a new paper.

Munaretto said working on SMART has been very fulfilling, with much of the team working on the magnetic diagnostics made up of young students with little previous experience in the field. "They are eager to learn, and they work a lot. I definitely see a bright future for them."

Delgado-Aparicio agreed. "I enjoyed quite a lot working with Manuel Garcia-Munoz, Eleonora Viezzer and all of the other very seasoned scientists and professors at the University of Seville, but what I enjoyed most was working with the very vibrant pool of students they have there," he said. "They are brilliant and have helped me quite a bit in understanding the challenges that we have and how to move forward toward obtaining first plasmas."

Researchers at the University of Seville have already run a test in the tokamak, displaying the pink glow of argon when heated with microwaves. This process helps prepare the tokamak's inner walls for a far denser plasma contained at a higher pressure. While technically, that pink glow is from a plasma, it's at such a low pressure that the researchers don't consider it their real first tokamak plasma. Garcia-Munoz says that will likely happen in the fall of 2024.

Support for this research comes from the DOE under contract number DE-AC02-09CH11466, European Research Council Grant Agreements 101142810 and 805162, the Euratom Research and Training Programme Grant Agreement 101052200 -- EUROfusion, and the Junta de Andalucia Ayuda a Infraestructuras y Equipamiento de I+D+i IE17-5670 and Proyectos I+D+i FEDER Andalucia 2014-2020, US-15570.
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AI 'liquid biopsies' using cell-free DNA, protein biomarkers, could aid early detection of ovarian cancer | ScienceDaily
A blood test that uses artificial intelligence (AI) to detect cancer-related genetic changes and protein biomarkers could help screen women for early signs of ovarian cancer, according to a study by researchers at the Johns Hopkins Kimmel Cancer Center in collaboration with several other institutions in the United States and Europe.


						
The study, published Sept. 30 in the journal Cancer Discovery, a journal of the American Association for Cancer Research, used AI-powered analyses of DNA fragments and two protein biomarkers to identify women with ovarian cancer. The two protein biomarkers, called cancer antigen 125 (CA-125) and human epididymis protein 4 (HE4), were previously identified as ovarian cancer biomarkers but, on their own, could not reliably detect ovarian cancer. However, combining these biomarkers with AI-driven detection of cancer-associated patterns of DNA fragments in the circulation improved screening accuracy and helped distinguish cancerous tumors from benign growths.

"The combination of artificial intelligence, cell-free DNA fragmentomes and a pair of protein biomarkers in a simple blood test improved detection of ovarian cancer even in patients with early-stage disease," says Victor E. Velculescu, M.D., Ph.D., senior author of the study, professor of oncology, and co-director of the Cancer Genetics and Epigenetics Program at the Johns Hopkins Kimmel Cancer Center. "This AI-enabled approach has the potential to be an affordable, accessible method for widespread screening for ovarian cancer."

Ovarian cancer is the fifth most common cause of cancer deaths among women in the United States, with a five-year survival rate of approximately 50%, according to the Centers for Disease Control and Prevention (CDC).

"Early detection of ovarian cancer may save lives but most women are diagnosed late in the course of the disease when survival rates are much lower," explains co-first author Jamie Medina, Ph.D., postdoctoral fellow at the Johns Hopkins Kimmel Cancer Center. "The lack of specific symptoms early in the course of the disease or effective biomarkers has hindered earlier detection efforts."

The investigators previously demonstrated that the AI-powered DELFI (DNA Evaluation of Fragments for early Interception) test method utilizes a new approach for liquid biopsies, called fragmentomics, that improves detection of DNA fragments in the blood and effectively detects lung cancer. The technology takes advantage of the fact that DNA, neatly packaged in healthy cells, becomes disorganized in cancer cells. When healthy cells die and break apart, they leave behind a predictable, orderly set of DNA fragments in the blood. However, when cancer cells die and break apart, the DNA fragments left behind are irregular and chaotic.

The latest study used blood samples from 94 women with ovarian cancer, 203 women with benign ovarian tumors, and 182 women without any known ovarian growths. The study population used to develop the approach comprised women treated at hospitals in the Netherlands and Denmark. The researchers used the DELFI-Pro test, which combines AI-powered cell-free DNA analysis with tests for CA-125 and HE4, to analyze the samples for ovarian cancer screening. DELFI-Pro was able to detect substantially more cases of ovarian cancer than tests for either protein alone, and it did so with almost no false positives. In fact, it detected 72%, 69%, 87%, and 100% of ovarian cancer cases stages I-IV, respectively, while at the same specificity, CA-125 alone detected 34%, 62%, 63%, and 100% of ovarian cancers for stages I-IV.




To confirm the results, the researchers used the test in a second sample of American women that included 40 patients with ovarian cancer, 50 patients with benign ovarian growths, and 22 without known ovarian lesions. Even in this smaller sample, the test achieved similar success rates, with 73% of all cancers detected and 81% of the high-grade serous ovarian carcinoma, the most aggressive form of the disease, with almost no false positives in women without cancer. The DELFI-Pro test was also able to effectively distinguish between benign growths and cancerous tumors -- something ultrasound exams cannot.

"Ovarian cancers have a unique DNA fragmentation signature that is not present in benign lesions," says Akshaya Annapragada, co-first author and an M.D./Ph.D. student at the Johns Hopkins University School of Medicine. Being able to distinguish benign from cancerous ovarian growth is important because the next step in cancer screening for women with ovarian growths detected via ultrasound is exploratory surgery. Using the "liquid biopsy" tests could spare women with benign growths having to undergo unnecessary surgery.

Velculescu and his colleagues intend to validate the test's utility in larger samples from randomized clinical trials but he found the current results encouraging: "This study provides further evidence demonstrating the benefit of genome-wide, cell-free DNA fragmentation and artificial intelligence to detect cancers with high accuracy. Our results show that that this combined approach has higher performance for screening than existing biomarkers."

Study co-authors included Sarah Short, Adrianna L. Bartolomucci, Dimitrios Mathios, Shashikant Koul, Noushin Niknafs, Michael Noe, Zachariah H. Foda, Daniel C. Bruhm, Carolyn Hruban, Nicholas A. Vulpescu, Renu Dua, Jenna V. Canzoniero, Stephen Cristiano, Vilmos Adleff, Lori J. Sokoll, Stephen B. Baylin, Robert B. Scharpf, and Jillian Phallen of Johns Hopkins; Pien Lof, Daan van den Broek, Beatriz Carvalho, Gerrit A. Meijer, and Christine A.R. Lok from The Netherlands Cancer Institute; Euihye Jung, Heather Symecko, Susan M. Domchek, and Ronny Drapkin from the University of Pennsylvania; Michael F. Press from the University of Southern California; Dennis J. Slamon and Gottfried E. Konecny from the University of California, Los Angeles; Christina Therkildsen from the Hvidovre Hospital in Denmark; and Claus Lindbjerg Andersen from Aarhus University Hospital in Denmark and Aarhus University in Denmark.

The work was supported by the Dr. Miriam and Sheldon G. Adelson Medical Research Foundation, the Gray Foundation, SU2C in-Time Lung Cancer Interception Dream Team Grant, Stand Up to Cancer-Dutch Cancer Society International Translational Cancer Research Dream Team Grant; DoD Omics Consortium (grant W81XWH-22-1-0852), the Honorable Tina Brozman Foundation, the Commonwealth Foundation, the Mark Foundation for Cancer Research, the Cole Foundation, the Claneil Foundation, the Canary Foundation, the Mike and Patti Hennessy Foundation, the Carl H. Goldsmith Ovarian Cancer Translational Research Fund, and the Monica K. Young Foundation, a research grant from DELFI Diagnostics, the Stichting Hanarth Fonds, Novo Nordisk Foundation, Danish Cancer Society, and National Institutes of Health grants CA121113, CA006973, CA233259, CA062924, CA271896, T32GM148383, T32GM136577, F30CA294612 and CA228991.

Medina, Annapragada, Scharpf, Phallen and Velculescu are inventors on patent applications submitted by Johns Hopkins University related to cell-free DNA for ovarian cancer detection. Medina, Annapragada, Mathios, Noe , Foda, Bruhm, Cristiano, Adleff, Scharpf and Phallen are inventors on patent applications submitted by Johns Hopkins University related to cell-free DNA for cancer detection that have been licensed to DELFI Diagnostics. Cristiano, Adleff, Scharpf and Phallen are founders of DELFI Diagnostics, and Adleff and Scharpf are consultants for this organization. Velculescu is a founder of DELFI Diagnostics, serves on the board of directors, and owns DELFI Diagnostics stock, which is subject to certain restrictions under university policy. In addition, Johns Hopkins University owns equity in DELFI Diagnostics. Velculescu divested his equity in Personal Genome Diagnostics (PGDx) to LabCorp in February 2022. Velculescu is an inventor on patent applications submitted by Johns Hopkins University related to cancer genomic analyses and cell-free DNA for cancer detection that have been licensed to one or more entities, including Delfi Diagnostics, LabCorp, QIAGEN, Sysmex, Agios, Genzyme, Esoterix, Ventana, and ManaT Bio. Velculescu also is an advisor to Viron Therapeutics and Epitope. These relationships are managed by Johns Hopkins in accordance with its conflict-of-interest policies.
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        Study reveals limits of using land surface temperature to explain heat hazards in Miami-Dade County
        New findings underscore the importance of further research to enhance our understanding of urban heat dynamics in subtropical and tropical regions, ensuring that heat mitigation efforts are informed by the most accurate data available. A recent study examines the effectiveness of using land surface temperatures (LSTs) as proxies for surface air temperatures (SATs) in subtropical, seasonally wet regions. Scientists used satellite remote sensing data to explore how LST reflects human heat exposure ...

      

      
        Plant compound used in traditional medicine may help fight tuberculosis
        A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study.

      

      
        New design overcomes key barrier to safer, more efficient EV batteries
      

      
        Spinning out a new biomaterials startup is harder than you think
        Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study shows that there are many challenges facing the spider silk industry.

      

      
        Environmental quality of life benefits women worldwide
        Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a new study.

      

      
        Storms, floods, landslides associated with intimate partner violence against women two years later
        Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a new study.

      

      
        As temperatures rise, researchers identify mechanisms behind plant response to warming
        Plants widen microscopic pores on their leaves in response to heat. But scientists lacked an understanding of the mechanisms behind this 'sweating' function. Now, biologists have unlocked the details behind these processes and identified two paths that plants use to handle rising temperatures.

      

      
        Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation
        Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery.

      

      
        Neuroscience breakthrough: Entire brain of adult fruit fly mapped
        Scientists have made an enormous step toward understanding the human brain by building a neuron-by-neuron and synapse-by-synapse roadmap -- scientifically speaking, a 'connectome' -- through the brain of an adult fruit fly (Drosophila melanogaster). Previous researchers have mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and 5...

      

      
        Bottlenose dolphins 'smile' at each other while playing
        Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research shows that bottlenose dolphins (Tursiops truncates) use the 'open mouth' facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a 'smile,' they responded in kind 33% of the time.

      

      
        Scientists create flies that stop when exposed to red light
        Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.

      

      
        Hurricanes linked to higher death rates for 15 years after storms pass
        U.S. tropical cyclones, including hurricanes, indirectly cause thousands of deaths for nearly 15 years after a storm. Researchers estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period.

      

      
        How a bacterium becomes a permanent resident in a fungus
        An organism as a tenant in another -- in biology, this often works quite well. Researchers have now shed light on how such a partnership of a cell in a cell can establish itself.

      

      
        Scientists use tiny 'backpacks' on turtle hatchlings to observe their movements
        Miniature accelerometers reveal new insights into the elusive period between turtles hatching and emerging above sand.

      

      
        Closer look at New Jersey earthquake rupture could explain shaking reports
        Geologists show how the earthquake's rupture direction may have affected who felt the strongest shaking on 5 April.

      

      
        Snakes in the city: Ten years of wildlife rescues reveal insights into human-reptile interactions
        An extensive exploration of ten years of wildlife rescue data reveals the complex interactions between humans and reptiles in Sydney's urban landscape, where the venomous red-bellied black snake is one of the city's most-rescued reptiles.

      

      
        Nanopillars create tiny openings in the nucleus without damaging cells
        Researchers have created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane. This new 'gateway into the nucleus' could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

      

      
        Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression
        A new study challenges the hypothesis that 'puppy dog eyes' evolved exclusively in dogs as a result of domestication.

      

      
        The rate of climate change threatens to exceed the adaptive capacity of species
        A recent study focusing on the Arctic Siberian primrose underscores the critical need to curb climate change to allow species time to adapt through evolution.

      

      
        Turning plants into workout supplement bio-factories
        It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.

      

      
        Smoke from megafires puts orchard trees at risk
        Exposure to megafire smoke can reduce yields of almond, walnut and pistachio trees. Study shows smoke reduces a tree's energy reserves long after a fire ends.

      

      
        Airborne plastic chemical levels shock researchers
        A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.

      

      
        Research in 4 continents links outdoor air pollution to differences in children's brains
        A research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

      

      
        Research provides new insights into role of mechanical forces in gene expression
        The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes. Transcription of a gene begins when RNAP binds to a 'promoter' DNA sequence and ends at a 'terminator' sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA. A team of r...

      

      
        New mouse models offer valuable window into COVID-19 infection
        Scientists have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.

      

      
        Antibodies in breast milk provide protection against common GI virus
        A study found that breast milk provides protection against rotavirus, a common gastrointestinal disease that causes diarrhea, vomiting and fever in infants. Babies whose mothers had high levels of specific antibodies in their breast milk were able to fend off the infection for a longer period than infants whose mothers had lower levels.

      

      
        New images of RSV may expose stubborn virus's weak points
        The complex shape of respiratory syncytial virus is one hurdle limiting the development of treatments for an infection that leads to hospitalization or worse for hundreds of thousands of people in the United States each year, according to the Centers for Disease Control and Prevention. New images of the virus may hold the key to preventing or slowing RSV infections. RSV is of greatest concern in young children, the elderly and adults.

      

      
        'Who's a good boy?' Humans use dog-specific voices for better canine comprehension
        Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a new study.

      

      
        A tool to enhance the taste and texture of sourdough and study the complexity of microbiomes
        Researchers explore how acetic acid bacteria shapes emergent properties of sourdough, with implications across complex microbial systems.

      

      
        Structure of a eukaryotic CRISPR-Cas homolog, Fanzor2, shows its promise for gene editing
        Scientists have revealed how Fanzor2's divergence from bacterial ancestors may make it a useful tool for future genomic engineering endeavors.

      

      
        It all adds up: Study finds forever chemicals are more toxic as mixtures
        A new study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as 'forever chemicals,' when mixed together in the environment and in the human body.

      

      
        Climate scientists express their views on possible future climate scenarios in a new study
        A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2 degrees Celsius. It also shows that two-thirds of respondents believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris ...

      

      
        Using antimatter to detect nuclear radiation
        Discerning whether a nuclear reactor is being used to also create material for nuclear weapons is difficult, but capturing and analyzing antimatter particles has shown promise for monitoring what specific nuclear reactor operations are occurring, even from hundreds of miles away. Researchers have developed a detector that exploits Cherenkov radiation, sensing antineutrinos and characterizing their energy profiles from miles away as a way of monitoring activity at nuclear reactors. They proposed t...

      

      
        Sustainably produced covalent organic frameworks for efficient carbon dioxide capture
        Researchers have synthesized a new compound, which forms a so-called covalent organic framework. The compound, which is based on condensed phosphonic acids, is stable and can for example be used to capture carbon dioxide.

      

      
        Inadequate compensation for lost or downgraded protected areas threatens global biodiversity
        Conservation scientists have highlighted substantial gaps in the compensation for lost or downgraded protected areas. These gaps risk undermining global efforts for the protection of biodiversity and threaten the Kunming-Montreal Global Biodiversity Framework targets, which aim to conserve 30% of the planet by 2030.

      

      
        Cool roofs could have saved lives during London's hottest summer, say researchers
        As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study.

      

      
        Siloxane nanoparticles unlock precise organ targeting for mRNA therapy
        Engineers have discovered a simple and inexpensive means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy. The key is making small changes to the chemical structure of LNPs, including the incorporation of siloxane, a chemical group that includes silicon, whose wider atomic radius increases membrane flexibility and improves mRNA uptake by target cells.

      

      
        Scientists take a major step in understanding how to stop the transmission of malaria
        Scientists have uncovered how the parasite that causes malaria orchestrates their cell division -- which is key in enabling the parasite to transmit this deadly disease. They show how they have uncovered key regulators of how malaria parasites manage their cell division.

      

      
        High costs slow widespread use of heat pumps, study shows
        The high cost of installing heat pumps for home heating could slow down people widely adopting the technology and leave government targets missed, research suggests.

      

      
        Different adaptation strategies to saline soils identified in neighboring populations of the same plant species
        Researchers have identified two divergent adaptive responses to soil salinity in populations of the same wild species found in the Catalonia's coastal area, the Brassica fruticulosa, and have pinpointed the genes involved. The study will help to investigate the ways to improve resilience in agricultural species of the same plant family, such as rapeseed and mustard, in the face of a globally relevant stressor as is soil salinization.

      

      
        Culprit that turns classical Klebsiella pneumoniae into a devastating, drug-resistant killer
        New research has identified the genetic elements responsible for turning classical Klebsiella pneumoniae, which generally infects only sick and/or immunocompromised people in the health care setting, into hypervirulent Klebsiella pneumoniae, which can also infect otherwise healthy people in the community.

      

      
        Pervasiveness of inflammation-inducing foods in American diet
        Almost six in 10 Americans have pro-inflammatory diets, increasing the risk of health problems including heart disease and cancer, according to a new study that used a tool designed to examine inflammation in the diet. The study also found that certain populations -- including Black Americans, men and people with lower incomes -- were more likely to eat a diet high in pro-inflammatory foods.

      

      
        Adapted -- study shows that wild animals also get accustomed to humans
        Wild animals are less susceptible to human disturbance if they live in areas with a high human footprint. Researchers have highlighted this in their analysis of large-scale tracking data of more than 1,500 wild animals for an international research project. Individuals that are fitted with measuring devices such as GPS collars recover more quickly from the tagging event if they encounter humans or human tracks more frequently in their habitat. They seem to already be adapted to such disturbances

      

      
        Squid-inspired fabric for temperature-controlled clothing
        Inspired by the dynamic color-changing properties of squid skin, researchers have developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. The composite material operates in the infrared spectrum and consists of a polymer covered with copper islands. Stretching the material separates the islands and changes how it transmits and reflects infrared light; this innovation creates the possibility of controlling the temperat...

      

      
        Traveling population wave in Canada lynx
        A new study provides compelling evidence that Canada lynx populations in Interior Alaska experience a 'traveling population wave' affecting their reproduction, movement and survival. This discovery could help wildlife managers make better-informed decisions when managing one of the boreal forest's keystone predators.

      

      
        Study coordinates satellite swarm for 3D imaging inside clouds
        A new program has simulated multiple satellites, collecting images of a cloud from many angles at the same time, which could help us to better understand what's happening inside the cloud.

      

      
        Where flood policy helps most -- and where it could do more
        A Federal Emergency Management Agency (FEMA) program provides important flood insurance relief, researchers say. But due to its design, it's used more in communities with greater means to protect themselves, while lower-resourced areas benefit less.

      

      
        Syrian hamsters reveal genetic secret to hibernation
        A gene that limits cellular damage could be the key to surviving prolonged cold exposure.

      

      
        One in three Americans has a dysfunctional metabolism, but intermittent fasting could help
        Metabolic syndrome increases many Americans' risk of heart disease, stroke, and type 2 diabetes. A new clinical trial finds that 3 months of time-restricted eating improved patients' blood sugar regulation and metabolic function, which could help ward off serious and chronic diseases.

      

      
        Radon, even at levels below EPA guideline for mitigation, is linked to childhood leukemia
        A study of more than 700 counties across multiple U.S. states found a link between childhood leukemia and levels of decaying radon gas, including those lower than the federal guideline for mitigation.
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Study reveals limits of using land surface temperature to explain heat hazards in Miami-Dade County | ScienceDaily
The findings underscore the importance of further research to enhance our understanding of urban heat dynamics in subtropical and tropical regions, ensuring that heat mitigation efforts are informed by the most accurate data available.


						
A recent study published in the journal PLOS Climate on October 2, 2024, examines the effectiveness of using land surface temperatures (LSTs) as proxies for surface air temperatures (SATs) in subtropical, seasonally wet regions. Scientists at the University of Miami Rosenstiel School of Marine, Atmospheric, and Earth Science, used satellite remote sensing data to explore how LST reflects human heat exposure in Miami-Dade County, Florida. The findings have important implications for urban heat adaptation strategies, raising questions about how well LST captures the full extent of outdoor heat exposure in this region and beyond.

Land Surface Temperature as a Proxy for Heat Exposure

"LST data, gathered by satellite imaging, have long been used to estimate surface air temperature -- the temperature people experience outdoors," said Nkosi Muse, a Ph.D. candidate in the Abess Graduate Program in Environmental Science and Policy at the Rosenstiel School and the lead author of the study. "LSTs are a key component of lower atmosphere processes and can be studied at high resolutions -- important for understanding urban heat risks and informing adaptive strategies, especially as cities grow hotter due to climate change and urban development," he notes.

The researchers indicate the accuracy of LST as a proxy can vary based on geographical and climatic factors. While widely studied in temperate zones, the relationship between LST and SAT in subtropical regions with high summer rainfall remains less explored.

This study, focused on Miami-Dade County, aimed to bridge this gap. Using Landsat 8 remote sensing data from 2013 to 2022, researchers compared LST readings with air temperature data from local weather stations to understand when and where LST is an effective proxy for SAT. Their findings revealed seasonal variations in the relationship between LST and SAT, underscoring the complexity of using LST data in subtropical, wet regions.

Seasonal Patterns of LST and the Urban Heat Island Effect

The study found that LST data captured the spatial distribution of heat across the county, notably highlighting the presence of a surface urban heat island (SUHI) effect -- where urban areas are hotter than surrounding rural areas. This effect was most pronounced during spring, with a mean SUHI intensity of 4.09degC, surprisingly higher than during the summer when it averaged 3.43degC. Notably, LST peaked in May and June, contrary to the typical northern hemisphere pattern where summer months like July and August tend to see the highest temperatures.




In contrast, SAT in Miami-Dade County reached its highest levels in August, with the relationship between LST and SAT varying significantly by season. During winter, LST closely aligned with SAT, but this connection weakened during wetter fall months. In summer months, there was no statistically significant relationship between LST and SAT.

Limitations of LST as a Heat Exposure Measure

While LST remains a useful tool for identifying spatial heat patterns in urban areas, this study suggests its limitations as a proxy for the air temperatures people experience in subtropical, seasonally wet regions like Miami-Dade. During the wet season, LST may underestimate the actual heat exposure residents face. The timing of LST data collection (11 AM ET/12 PM EST) might also play a role, as this snapshot does not capture the peak heat of the day, especially during humid, rainy months.

"These findings highlight the risks of relying solely on LST for urban heat adaptation strategies, especially in climates that do not follow temperate patterns," said Amy Clement, a professor of atmospheric sciences at the Rosenstiel School and a co-author of the study. "As cities around the world, particularly in subtropical and tropical regions, face increasing threats from heatwaves and rising temperatures, these results emphasize the need for more precise measurements to accurately assess heat risks and inform responses," she says.

Implications for Urban Planning and Future Research

The study's findings have immediate relevance for urban planners and policymakers working on heat adaptation strategies in subtropical and tropical regions. As Miami-Dade County continues to develop new heat policy and the City of Miami unveils its first ever "Heat Season Plan," these findings can be incorporated into further planning. The findings suggest that relying on LST alone may lead to a misrepresentation of heat risks, particularly during the wet season, when air temperatures can be significantly higher than surface temperatures.

As urban areas face growing pressure to protect at-risk populations from extreme heat, this research points to the need for more sophisticated approaches to measuring and mitigating heat exposure in Miami-Dade. Using LST data to identify neighborhoods most at risk from heat may overlook the intensity of heat exposure in some areas, particularly during the hottest months of the year. This could result in inadequate or misdirected heat adaptation strategies.

The study also opens avenues for future research, particularly in exploring how localized processes -- such as vegetation, water bodies, or urban materials -- affect surface energy balances and LST readings. Understanding these factors could improve the accuracy of LST as a tool for measuring heat exposure in diverse urban environments.
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Plant compound used in traditional medicine may help fight tuberculosis | ScienceDaily
A compound found in African wormwood -- a plant used medicinally for thousands of years to treat many types of illness -- could be effective against tuberculosis, according to a new study that is available online and will be published in the October edition of the Journal of Ethnopharmacology.


						
The team, co-led by Penn State researchers, found that the chemical compound, an O-methylflavone, can kill the mycobacteria that causes tuberculosis in both its active state and its slower, hypoxic state, which the mycobacteria enters when it is stressed.

Bacteria in this state are much harder to destroy and make infections more difficult to clear, according to co-corresponding author Joshua Kellogg, assistant professor of veterinary and biomedical sciences in the College of Agricultural Sciences.

While the findings are preliminary, Kellogg said the work is a promising first step in finding new therapies against tuberculosis.

"Now that we've isolated this compound, we can move forward with examining and experimenting with its structure to see if we can improve its activity and make it even more effective against tuberculosis," he said. "We're also still studying the plant itself to see if we can identify additional molecules that might be able to kill this mycobacterium."

Tuberculosis -- caused by the bacteria Mycobacterium tuberculosis, or Mtb -- is one of the world's leading killers among infectious diseases, according to the Centers for Disease Control and Prevention. There are about 10 million cases a year globally, with approximately 1.5 million of those being fatal.

While effective therapies exist for TB, the researchers said there are several factors that make the disease difficult to treat. A standard course of antibiotics lasts six months, and if a patient contracts a drug-resistant strain of the bacteria, it stretches to two years, making treatment costly and time consuming.




Additionally, the bacteria can take two forms in the body, including one that is significantly harder to kill.

"There's a 'normal' microbial bacterial form, in which it's replicating and growing, but when it gets stressed -- when drugs or the immune system is attacking it -- it goes into a pseudo-hibernation state, where it shuts down a lot of its cellular processes until it perceives that the threat has passed," Kellogg said. "This makes it really hard to kill those hibernating cells, so we were really keen to look at potential new chemicals or molecules that are capable of attacking this hibernation state."

Multiple species of the Artemisia plant have been used in traditional medicine for centuries, the researchers said, including African wormwood, which has been used to treat cough and fever. Recent studies in Africa have suggested that the plant also has clinical benefits in treating TB.

"When we look at the raw plant extract that has hundreds of molecules in it, it's pretty good at killing TB," Kellogg said. "Our question was: There seems to be something in the plant that's really effective -- what is it?"

For their study, the researchers took raw extract of the African wormwood plant and separated it into "fractions" -- versions of the extract that have been separated into simpler chemical profiles. They then tested each of the fractions against Mtb, noting whether they were effective or ineffective against the bacteria. At the same time, they created a chemical profile of all of the tested fractions.

"We also used machine learning to model how the changes in chemistry correlated with the changes in activity that we saw," Kellogg said. "This allowed us to narrow our focus to two fractions that were really active."

From these, the researchers identified and tested a compound that effectively killed the bacteria in the pathogen's active and inactive states, which the researchers said is significant and rare to see in TB treatments. Further testing in a human cell model showed that it had minimal toxicity.




Kellogg said the findings have the potential to open new avenues for developing new, improved therapeutics.

"While the potency of this compound is too low to use directly as an anti-Mtb treatment, it may still be able to serve as the foundation for designing more potent drugs," he said. "Furthermore, there appear to be other, similar chemicals in African wormwood that may also have the same type of properties."

The researchers said that in the future, more studies are needed to continue exploring the potential for using African wormwood for treating TB.

Co-authors from Penn State are R. Teal Jordan, research technologist and lab manager in veterinary and biomedical sciences, and Xiaoling Chen, graduate student in pathobiology. Also co-authors on the paper were Scarlet Shell, Maria Natalia Alonso, Junpei Xiao, Juan Hilario Cafiero, Trevor Bush, Melissa Towler and Pamela Weathers, all at Worcester Polytechnic Institute.

The National Institutes of Health's National Institute for Allergies and Infectious Disease and the U.S. Department of Agriculture's National Institute of Food and Agriculture helped support this work.
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New design overcomes key barrier to safer, more efficient EV batteries | ScienceDaily
Researchers at McGill University have made a significant advance in the development of all-solid-state lithium batteries, which are being pursued as the next step in electric vehicle (EV) battery technology.


						
By addressing a long-standing issue with battery performance, this innovation could pave the way for safer, longer-lasting EVs.

The challenge lies in the resistance that occurs where the ceramic electrolyte meets the electrodes. This makes the battery less efficient and reduces how much energy it can deliver. The research team has discovered that creating a porous ceramic membrane, instead of the traditional dense plate, and filling it with a small amount of polymer can resolve this issue.

"By using a polymer-filled porous membrane, we can allow lithium ions to move freely and eliminate the interfacial resistance between the solid electrolyte and the electrodes," said George Demopoulos, Professor in the Department of Materials Engineering, who led the research.

"This not only improves the battery's performance but also creates a stable interface for high-voltage operation, one of the industry's key goals."

Current lithium-ion batteries rely on liquid electrolytes, which pose safety risks due to their flammability. All-solid-state batteries aim to replace liquid components with solid ones to improve safety and efficiency. This new design offers a novel way to overcome one of the key barriers to making all-solid-state batteries a reality for the EV industry.

"This discovery brings us closer to building the next generation of safer and more efficient batteries for electric vehicles," said first author on the study and PhD graduate in the Department of Materials Engineering Senhao Wang.
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Spinning out a new biomaterials startup is harder than you think | ScienceDaily
Today, entrepreneurship is everywhere, including science. Engineers and scientists often apply their research to a product or service and use it to launch a startup. The world of bioproduction -- using living cells and organisms to manufacture products -- is fertile ground for entrepreneurship. Biomaterials are a critical component to pharmaceutical and vaccine production and are also used in industries ranging from packaging and textiles to agriculture and food production.


						
Spider silk, long prized for its strength and elasticity, has created something of a furor in the biomanufacturing world as businesses look for ways to cheaply scale up production for silks, which can be used in everything from tactical gear to sutures and textiles. However, a comprehensive study conducted by a team of students from around the country, including University of California San Diego's Ghita Guessous, shows that there are many challenges facing the spider silk industry. The paper, whose authors are all students, was published in ACS Biomaterials and Engineering.

The team -- which worked together cohesively despite never meeting in person -- originally came together through a nonprofit called Nucleate, a global organization seeking to make biotech education available to all by providing open-access programming, events and resources. Several members were interested in researching innovation trends in biotech and spider silk production piqued their interest.

"Our approach, combining resources from academic literature, patents, market data and experts, allowed us to paint an informed picture, rooted in data, and far from the hype cycles the industry has seen," stated first author Guessous, who graduated last spring with a Ph.D. in physics.

Reviewing the academic literature involved combing through hundreds of papers in microbiology, genetics and materials science to find relevant information that could be synthesized into the case study. Similarly, they reviewed reams of market data to see how startups in this space had fared over the years.

Keeping entrepreneurship in mind, the team also looked at patents, which contain tremendous amounts of scientific information. Surprisingly, they found over 2,400 patents related to spider silk manufacturing.

The team also contacted experts in the field, who were not just scientists, but industry experts as well -- those that worked in large, well-established organizations and startups, as well as venture capitalists who have invested in these companies.




"When we first started this research, there was a lot of excitement about how spider silk production would be the next big thing," stated Anthony Bui, a co-author on the study who recently graduated from Cornell University with a Ph.D. in microbiology. "However, in talking with a variety of people embedded in this space, we got a much more sobering outlook."

Spinning at Scale

One of the biggest challenges in spider silk production is how to produce it at scale, because, as it turns out, spiders are very territorial and cannibalistic, making large spider farms problematic (and terrifying).

To combat this, scientists have turned to genetically modifying other living organisms to carry the silk-producing gene -- a process called heterologous expression. Some scientists have even spliced spider-silk genes into goats who produce the silk in their milk. Others are looking at alfalfa, silkworms, yeast and even bacteria as possible producers, although the silk can be toxic to its hosts. Reducing this toxicity remains an active area of research.

One of the goals of the study was to highlight the pros and cons of potential host organisms, finding the sweet spot between quality and cost. Ultimately, the path forward may be following in the footsteps of another industry.

"Similar to how the pharmaceutical world has largely transitioned to using unicellular organisms that are culturable in the lab and in large bioreactors, many have converged toward using microbes and bacteria to produce spider silk," stated Guessous.




Although it may have been discouraging at first, the team says uncovering these challenges underscored the purpose of their case study: to highlight all of the white spaces where academic research could contribute to solving some of the outstanding problems the industry is facing.

The final part of the paper discussed potential applications and the tradeoffs to consider when entering a particular market. The most obvious market is fashion, where silk from silkworms is already widely used; however, it is notoriously hard for new textiles to breach an industry where polyester, plastic and other materials can be made so cheaply. Even in luxury fashion, where silk is a staple, spider silk is, at this stage, much more expensive to produce.

A more likely venture is using spider silk in high-performance materials where lightweight durability is a priority -- everything from bulletproof vests to car panels. Spider silk may also make its way into your shampoo bottle or body lotion, providing coveted shine and smoothness.

Working on this case study has been eye-opening, although the team is not completely deterred from working in the biomanufacturing space in the future.

"I went in super excited, but after learning about all the challenges, I would say I'm feeling a little bit more conservative now," stated Bui. "Still optimistic, but more cautious."

"I feel the same," agreed Guessous. "What I learned is that it is important to consider the potential for scalability of any product ahead of launching into such ventures. Our study provides a model for the kinds of insights that can inform both academic research programs and entrepreneurial decisions. Hopefully it will be a useful resource for anyone brave enough to launch the next revolutionary startup!"

Full list of authors: Ghita Guessous and Gabriel Manzanarez (both UC San Diego), Lauren Blake (Tufts University), Anthony Bui (Cornell University) and Yelim Woo (Boston University).
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Environmental quality of life benefits women worldwide | ScienceDaily
Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a study published October 2, 2024, in the open-access journal PLOS ONE by Suzanne Skevington from the University of Manchester, U.K., and colleagues.


						
Gender inequalities in health-related quality of life are generally few and small, even in large surveys. Yet many generic measures limit assessment to quality of life overall and its physical and psychological dimensions, while overlooking internationally important environmental, social, and spiritual quality of life. To overcome this limitation, Skevington and colleagues collected data using four surveys of 17,608 adults living in 43 cultures worldwide. The researchers analyzed data encompassing six quality of life domains: physical, psychological, independence, social, environmental, and spiritual.

The results showed that environmental quality of life explained a substantial 46% of women's overall quality of life and health, and home environment contributed the most to this result. In addition, women younger than 45 years reported the poorest quality of life on every domain. After the age of 45 years, all domains except physical quality of life increased to very good, and high levels were sustained beyond 75 years of age, especially environmental quality of life.

According to the authors, environmental actions that young adults take to draw public attention to climate change may be motivated by their poorer environmental quality of life. Very good environmental quality of life of older women may provide reason for them to work toward retaining this valued feature for future generations. This could be the topic of future research, as the data for this study was collected before it was widely appreciated that the effects of climate change and biodiversity loss would depend on changing human behavior.

In the meantime, the findings underscore the importance of assessing environmental, social, and spiritual quality of life to fully understand women's quality of life and health. Moreover, information from this study could be used for the timely implementation of interventions to enhance the quality of life of young and older women.

The authors add: "For women, the effect of the environment, in particular, on their quality of life is substantial. This includes things like their home conditions, financial resources, and environmental health including pollution levels."
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Storms, floods, landslides associated with intimate partner violence against women two years later | ScienceDaily
Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a study published October 2 in the open-access journal PLOS Climate by Jenevieve Mannell from University College London and colleagues.


						
Low- and middle-income countries are disproportionately impacted by climate change's acute (e.g., flooding) and chronic (e.g., rising sea levels) effects. Countries undergoing climate shocks are more likely to see increased intimate partner violence against women, possibly because climate disasters reaffirm the gender-based economic disparities.

Mannell and colleagues analyzed 363 nationally representative surveys from 156 countries to estimate the prevalence of intimate partner violence, defined as physical or sexual violence against a woman from her partner in the last year. Each survey represented one year of data for its respective country encompassing 1993-2019. Most countries had five or fewer years represented.

The researchers analyzed this data against climate shock data from the Emergency Events Database, filtering for eight events linked to climate change: earthquakes, volcanoes, landslides, extreme temperatures, droughts, floods, storms and wildfires.

They observed a lagged association between landslides, storms and floods (together, a hydro-meteorological climate variable) and intimate partner violence, with the association taking place two years following the climate event.

The researchers observed that this climate variable had a similar magnitude of effect on intimate partner violence to GDP, suggesting that "the association ... may be similar to economic drivers of violence." Higher GDPs were generally associated with fewer instances of intimate partner violence.

These results have implications for future environmental policies designed to mitigate the social and health impacts of climate change and "progress current efforts to ... consider the enormous implications of climate-related [intimate partner violence] on women's lives."

The researchers encourage investigation into the differences between types of intimate partner violence as associated with climate events, long-term versus short-term impact and distinctions among countries and regions.

The authors add: "Recognizing the impacts that climate change has on intimate partner violence is critical, and countries can address this by implementing it into their Nationally Defined Contributions (NDCs) in support of The Paris Agreement."
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As temperatures rise, researchers identify mechanisms behind plant response to warming | ScienceDaily
Microscopic pores on the surface of leaves called stomata help plants "breathe" by controlling how much water they lose to evaporation. These stomatal pores also enable and control carbon dioxide intake for photosynthesis and growth.


						
As far back as the 19th century, scientists have known that plants increase their stomatal pore openings to transpire, or "sweat," by sending water vapor through stomata to cool off. Today, with global temperatures and heat waves on the rise, widening stomatal pores are considered a key mechanism that can minimize heat damage to plants.

But for more than a century, plant biologists have lacked a full accounting of the genetic and molecular mechanisms behind increased stomatal "breathing" and transpiration processes in response to elevated temperatures.

University of California San Diego School of Biological Sciences PhD student Nattiwong Pankasem and Professor Julian Schroeder have constructed a detailed picture of these mechanisms. Their findings, published in the journal New Phytologist, identify two paths that plants use to handle rising temperatures.

"With increasing global temperatures, there's obviously a threat to agriculture with the impact of heat waves," said Schroeder. "This research describes the discovery that rising temperatures cause stomatal opening by one genetic pathway (mechanism), but if the heat steps up even further, then there's another mechanism that kicks in to increase stomatal opening."

For decades, scientists struggled to find a clear method to decipher the mechanisms underlying rising temperature-mediated stomatal openings due to the intricate measurement processes required. The difficulty is rooted in the complex mechanics involved in setting air humidity (also known as the vapor pressure difference, or VPD) to constant values while the temperature increases, and the trickiness of picking apart temperature and humidity responses.

Pankasem helped solve this problem by developing a novel approach for clamping the VPD of leaves to fixed values under increasing temperatures. He then teased out the genetic mechanisms of a range of stomatal temperature responses, including factors such as blue-light sensors, drought hormones, carbon dioxide sensors and temperature-sensitive proteins.




Important for this research was a new generation gas exchange analyzer that allows improved control of the VPD (clamping the VPD to fixed values). Researchers can now conduct experiments that elucidate the temperature effects on stomatal opening without the need to remove leaves from whole living plants.

The results revealed that the stomatal warming response is dictated by a mechanism found across plant lineages. In this study, Pankasem investigated the genetic mechanisms of two plant species, Arabidopsis thaliana, a well-studied weed species and Brachypodium distachyon, a flowering plant that is related to major grain crops such as wheat, maize and rice, representing an opportune model for these crops.

The researchers found that carbon dioxide sensors are a central player in the stomatal warming-cooling responses. Carbon dioxide sensors detect when leaves undergo rapid warming. This starts an increase in photosynthesis in the warming leaves, which results in a reduction in carbon dioxide. This then initiates the stomatal pores to open, allowing plants to benefit from the increase in carbon dioxide intake.

Interestingly, the study also found a second heat response pathway. Under extreme heat, photosynthesis in plants is stressed and declines and the stomatal heat response was found to bypass the carbon dioxide sensor system and disconnect from normal photosynthesis-driven responses. Instead, the stomata employ a second heat response pathway, not unlike gaining entry through a backdoor to a house, to "sweat" as a cooling mechanism.

"The impact of the second mechanism, in which plants open their stomata without gaining benefits from photosynthesis would result in a reduction in water use efficiency of crop plants," said Pankasem. "Based on our study, plants are likely to demand more water per unit of CO2 taken in. This may have direct implications on irrigation planning for crop production and large-scale effects of increased transpiration of plants in ecosystems on the hydrological cycle in response to global warming."

"This work shows the importance of curiosity-driven, fundamental research in helping to address societal challenges, build resiliency in key areas like agriculture, and, potentially, advance the bioeconomy," said Richard Cyr, a program director in the U.S. National Science Foundation Directorate for Biological Sciences, which partially funded the research. "Further understanding of the molecular complexities that control the basis of stomatal function at higher temperatures could lead to strategies to limit the amount of water needed for farming in the face of global increases in temperature."

With the new details in hand, Pankasem and Schroeder are now working to understand the molecular and genetic mechanisms behind the secondary heat response system.

The coauthors of the study are: Nattiwong Pankasem, Po-Kai Hsu, Bryn Lopez, Peter Franks and Julian Schroeder. The research was funded by the Human Frontier Science Program (RGP0016/2020) and the National Science Foundation (MCB 2401310).
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Mystery of Uruguay's amethyst geodes: New model to explain amethyst formation | ScienceDaily
Amethyst is a violet variety of quartz which has been used as a gemstone for many centuries and is a key economic resource in northern Uruguay. Geodes are hollow rock formations often with quartz crystals, such as amethyst, inside. Amethyst geodes in Uruguay have been found in cooled lava flows, which date from the original breakup of the supercontinent Gondwana around 134 million years ago. However, their formation has remained a mystery. So, a research team led by the University of Gottingen investigated using cutting-edge techniques. The researchers discovered that the amethyst geodes formed at unexpectedly low crystallisation temperatures of just 15 to 60 degC. Taken with their other results, researchers were able to propose a new model to explain their formation. The research was published in the journal Mineralium Deposita.


						
Amethyst has been mined for over 150 years in the Los Catalanes District of Uruguay, where the research was carried out. This is an area renowned for the deep violet colour and high quality of its gems, as well as magnificent giant geodes sometimes over 5 m high. The deposits here have been recognised as one of the top 100 geological heritage sites in the world, highlighting their scientific and natural value. However, limited knowledge of how these geodes formed has made locating them challenging, relying largely on miners' experience. To address this, researchers conducted extensive geological surveys across more than 30 active mines, analysing geode minerals, geode-hosted water, and groundwater. Using advanced techniques like nucleation-assisted microthermometry of initial one-phase fluid inclusion and triple-oxygen-isotope geochemistry, the team uncovered new insights into how these prized geodes formed. As well as finding that the amethyst geodes formed at unexpectedly low crystallisation temperatures, the researchers also showed that the mineralising fluids had the low levels of salinity and proportion of isotopes consistent with water originating from the natural weather cycle, which probably came from groundwater held in nearby rocks.

"The precision and accuracy of these new techniques, allowed us to estimate with confidence the temperature and composition of the mineralizing fluids," said Fiorella Arduin Rode, lead author and PhD researcher at Gottingen University's Geoscience Centre. "Our findings support the idea that these amethysts crystallised at low temperatures from groundwater-like fluids." The study proposes a model where mineral phases like amethyst crystallise within volcanic cavities in a dark rock known as basalt, influenced by regional variations in temperature in the Earth's crust. Arduin Rode adds, "Understanding the conditions for amethyst formation -- such as the temperature and composition of the mineralising fluid, as well as the silica source, the timing of the mineralisation, and its relationship with the host rocks -- is crucial for unravelling the process. This could significantly improve exploration techniques and lead to sustainable mining strategies in the future."

Funding for this research was provided by Research Grants -- Doctoral Programmes in Germany, 2021/22 -- 57552340 -- Deutscher Akademischer Austauschdienst (DAAD)
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Neuroscience breakthrough: Entire brain of adult fruit fly mapped | ScienceDaily
A Princeton-led team of scientists has built the first neuron-by-neuron and synapse-by-synapse roadmap through the brain of an adult fruit fly (Drosophila melanogaster), marking a major milestone in the study of brains. This research is the flagship article in the Oct. 2 special issue of Nature, which is devoted to the new fruit fly "connectome."


						
Previous researchers mapped the brain of a C. elegans worm, with its 302 neurons, and the brain of a larval fruit fly, which had 3,000 neurons, but the adult fruit fly is several orders of magnitude more complex, with almost 140,000 neurons and roughly 50 million synapses connecting them.

Fruit flies share 60% of human DNA, and three in four human genetic diseases have a parallel in fruit flies. Understanding the brains of fruit flies is a steppingstone to understanding brains of larger more complex species, like humans.

"This is a major achievement," said Mala Murthy, director of the Princeton Neuroscience Institute and, with Sebastian Seung, co-leader of the research team. "There is no other full brain connectome for an adult animal of this complexity." Murthy is also Princeton's Karol and Marnie Marcin '96 Professor of Neuroscience.

Princeton's Seung and Murthy are co-senior authors on the flagship paper of the Nature issue, which includes a suite of nine related papers with overlapping sets of authors, led by researchers from Princeton University, the University of Vermont, the University of Cambridge, the University of California-Berkeley, UC-Santa Barbara, Freie Universitat-Berlin, and the Max Planck Florida Institute for Neuroscience. The work was funded in part by the NIH's BRAIN Initiative, the Princeton Neuroscience Institute's Bezos Center for Neural Circuit Dynamics and McDonnell Center for Systems Neuroscience, and other public and private neuroscience institutes and funds, listed at the end of this document.

The map was developed by the FlyWire Consortium, which is based at Princeton University and made up of teams in more than 76 laboratories with 287 researchers around the world as well as volunteer gamers.

Sven Dorkenwald, the lead author on the flagship Nature paper, spearheaded the FlyWire Consortium.




"What we built is, in many ways, an atlas," said Dorkenwald, a 2023 Ph.D. graduate of Princeton now at the University of Washington and the Allen Institute for Brain Science. "Just like you wouldn't want to drive to a new place without Google Maps, you don't want to explore the brain without a map. What we have done is build an atlas of the brain, and added annotations for all the businesses, the buildings, the street names. With this, researchers are now equipped to thoughtfully navigate the brain as we try to understand it."

And just like a map that traces out every tiny alley as well as every superhighway, the fly connectome shows connections within the fruit fly brain at every scale.

The map was built from 21 million images taken of a female fruit fly brain by a team of scientists led by Davi Bock, then at the Howard Hughes Medical Institute's Janelia Research Campus and now at the University of Vermont. Using an AI model built by researchers and software engineers working with Princeton's Sebastian Seung, the lumps and blobs in those images were turned into a labeled, three-dimensional map. Instead of keeping their data confidential, the researchers opened their in-progress neural map to the scientific community from the beginning.

"Mapping the whole brain has been made possible by advances in AI computing. It would have not been possible to reconstruct the entire wiring diagram manually. This is a display of how AI can move neuroscience forward,' said Prof. Sebastian Seung, one of the co-leaders of the research and Princeton's Evnin Professor in Neuroscience and a professor of computer science.

"Now that we have this brain map, we can close the loop on which neurons relate to which behaviors," said Dorkenwald.

The development could lead to tailored treatments to brain diseases.

"In many respects, it (the brain) is more powerful than any human-made computer, yet for the most part we still do not understand its underlying logic," said John Ngai, director of the U.S. National Institutes of Health's BRAIN Initiative, which provided partial funding for the FlyWire project. "Without a detailed understanding of how neurons connect with one another, we won't have a basic understanding of what goes right in a healthy brain or what goes wrong in disease."
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Bottlenose dolphins 'smile' at each other while playing | ScienceDaily
Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research publishing October 2 in the Cell Press journal iScience shows that bottlenose dolphins (Tursiops truncates) use the "open mouth" facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a "smile," they responded in kind 33% of the time.


						
"We've uncovered the presence of a distinct facial display, the open mouth, in bottlenose dolphins, and we showed that dolphins are also able to mirror others' facial expression," says senior author and evolutionary biologist Elisabetta Palagi of the University of Pisa. "Open-mouth signals and rapid mimicry appear repeatedly across the mammal family tree, which suggests that visual communication has played a crucial role in shaping complex social interactions, not only in dolphins but in many species over time."

Dolphin play can include acrobatics, surfing, playing with objects, chasing, and playfighting, and it's important that these activities aren't misinterpreted as aggression. Other mammals use facial expressions to communicate playfulness, but whether marine mammals also use facial expressions to signal playtime hasn't been previously explored.

"The open mouth gesture likely evolved from the biting action, breaking down the biting sequence to leave only the 'intention to bite' without contact," says Palagi. "The relaxed open mouth, seen in social carnivores, monkeys' play faces, and even human laughter, is a universal sign of playfulness, helping animals -- and us -- signal fun and avoid conflict."

To investigate whether dolphins visually communicate playfulness, the researchers recorded captive bottlenose dolphins while they were playing in pairs and while they were playing freely with their human trainers.

They showed that dolphins frequently use the open mouth expression when playing with other dolphins, but they don't seem to use it when playing with humans or when they're playing by themselves. While only one open mouth event was recorded during solitary play, the researchers recorded a total of 1,288 open mouth events during social play sessions, and 92% of these events occurred during dolphin-dolphin play sessions. Dolphins were also more likely to assume the open mouth expression when their faces were in the field of view of their playmate -- 89% of recorded open mouth expressions were emitted in this context -- and when this "smile" was perceived, the playmate smiled back 33% of the time.

"Some may argue that dolphins are merely mimicking each other's open mouth expressions by chance, given they're often involved in the same activity or context, but this doesn't explain why the probability of mimicking another dolphin's open mouth within 1 second is 13 times higher when the receiver actually sees the original expression," says Palagi. "This rate of mimicry in dolphins is consistent with what's been observed in certain carnivores, such as meerkats and sun bears."

The researchers didn't record the dolphins' acoustic signals during playtime, and they say that future studies should investigate the possible role of vocalizations and tactile signals during playful interactions.

"Future research should dive into eye-tracking to explore how dolphins see their world and utilize acoustic signals in their multimodal communication during play," says corresponding author and zoologist Livio Favaro. "Dolphins have developed one of the most intricate vocal systems in the animal world, but sound can also expose them to predators or eavesdroppers. When dolphins play together, a mix of whistling and visual cues helps them cooperate and achieve goals, a strategy particularly useful during social play when they're less on guard for predators."
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Scientists create flies that stop when exposed to red light | ScienceDaily
Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists at Max Planck Florida Institute for Neuroscience have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.


						
The power of Drosophila to understand complex behaviors

Halting is a critical action essential for almost all animal behaviors. When foraging, an animal must stop when it detects food to eat; when dirty, it must stop to groom itself. The ability to stop, while seemingly simple, has not been well understood as it involves complex interactions with competing behaviors like walking.

Max Planck Florida scientist Dr. Salil Bidaye is an expert in using the powerful research model Drosophila Melanogaster (aka the fruit fly) to understand how neural circuit activity leads to precise and complex behaviors such as navigating through an environment. Having previously identified neurons critical for forward, backward, and turning locomotion, Dr. Bidaye and his team turned to stopping.

"Purposeful movement through the world relies on halting at the correct time as much as walking. It is central to important behaviors like eating, mating, and avoiding harm. We were interested in understanding how the brain controls halting and where halting signals override signals for walking," said Bidaye.

Taking advantage of the fruit fly's power as a research model, including the animal's simplified nervous system, short lifespan, and large offspring numbers, Bidaye and his team used a genetic screen to identify neurons that initiate stopping. Using optogenetics to activate specific neurons by shining a red light, the researchers turned on small groups of neurons to see which caused freely walking flies to stop.

Two mechanisms for stopping

Three unique neuron types, named Foxglove, Bluebell, and Brake, caused the flies to stop when activated. Through careful and precise analysis, the scientists determined that the flies' stopping mechanisms differed depending on which neuron was active. Foxglove and Bluebell neurons inhibited forward walking and turning, respectively, while Brake neurons overrode all walking commands and enhanced leg-joint resistance.




"Our research team's diverse expertise was critical in analyzing precise stopping mechanisms. Each team member contributed to our understanding by approaching the question through different methods, including leg movement analysis, imaging of neural activity, and computational modeling," credits Bidaye. "Further, large research collaborations spanning multiple labs and countries have recently mapped the connections between all the neurons in the fly brain and nerve cord. These wiring diagrams guided our experiments and understanding of the neural circuitry and mechanisms of halting."

The research team, consisting of scientists from Max Planck Florida, Florida Atlantic University, University of Cambridge, University of California, Berkeley and the MRC Laboratory of Molecular Biology, combined the data from the wiring diagrams and these multiple approaches to gain a holistic understanding of the behavioral, muscular, and neuronal mechanisms that induced the fly's halting. They found that activating these different neurons did not stop the flies in the same way but used unique mechanisms, which they named 'Walk-OFF' and 'Brake'.

As the name implies, the "Walk-OFF" mechanism works by turning off neurons that drive walking, similar to removing your foot from the gas pedal of a car. This mechanism, used by the Foxglove and Bluebell neurons, relies on the inhibitory neurotransmitter GABA to suppress neurons in the brain that induce walking.

The "Brake" mechanism, on the other hand, employed by the excitatory cholinergic Brake neurons in nerve cord, actively prevents stepping by increasing the resistance at the leg joints and providing postural stability. This mechanism is similar to stepping on the brake in your car to actively stop the wheels from turning. And just as you would remove your foot from the gas to step on the brake, the "Brake" mechanism also inhibits walking-promotion neurons in addition to preventing stepping.

Lead researcher on the project Neha Sapkal, describes the team's excitement in discovering the "Brake" mechanism. "Whereas the 'Walk-Off' mechanism was similar to stopping mechanisms identified in other animal models, the 'Brake' mechanism was completely new and caused such robust stopping in the fly. We were immediately interested in understanding how and when the fly would use these different mechanisms."

Context-specific activation of halt mechanisms

To determine when the fly might use the "Walk-OFF" and "Brake" mechanisms, the team again took multiple approaches, including predictive modeling based on the wiring diagram of the fly nervous system, recording the activity of halting neurons in the fly, and disrupting the mechanisms in different behavioral scenarios.




Their findings suggested that the two mechanisms were used mutually exclusively in different behavioral contexts and were activated by relevant environmental cues. The "Walk-OFF" mechanism is engaged in the context of feeding and activated by sugar-sensing neurons. On the other hand, the "Brake" mechanism is used during grooming and is predicted to be activated by the sensory information coming from the bristles of the fly.

During grooming the fly must lift several legs and maintain balance. The Brake mechanism provides this stability through the active resistance at joints and increased postural stability of the standing legs. Indeed, when the scientists disrupted the 'Brake' mechanism, flies often tipped over during grooming attempts.

"The fly brain has provided insight into how contextual information engages specific mechanisms of behaviors such as stopping." Bidaye says, "We hope understanding these mechanisms will allow us to identify similar context-specific processes in other animals. In humans, when we stop and lift our foot to adjust our shoe or remove a stone from our tread, we are likely taking advantage of a stabilizing mechanism similar to the Brake mechanism. Understanding context-specific neural circuits and how they work together with other sensory and motor circuits is the key to understanding complex behaviors."
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Hurricanes linked to higher death rates for 15 years after storms pass | ScienceDaily
New research reveals hurricanes and tropical storms in the United States cause a surge of deaths for nearly 15 years after a storm hits.


						
Official government statistics record only the number of individuals killed during these storms, which are together called "tropical cyclones." Usually, these direct deaths, which average 24 per storm in official estimates, occur through drowning or some other type of trauma. But the new analysis, published October 2 in Nature, reveals a larger, hidden death toll in hurricanes' aftermath.

"In any given month, people are dying earlier than they would have if the storm hadn't hit their community," said senior study author Solomon Hsiang, a professor of environmental social sciences at the Stanford Doerr School of Sustainability. "A big storm will hit, and there's all these cascades of effects where cities are rebuilding or households are displaced or social networks are broken. These cascades have serious consequences for public health."

Hsiang and lead study author Rachel Young estimate an average U.S. tropical cyclone indirectly causes 7,000 to 11,000 excess deaths. All told, they estimate tropical storms since 1930 have contributed to between 3.6 million and 5.2 million deaths in the U.S. -- more than all deaths nationwide from motor vehicle accidents, infectious diseases, or battle deaths in wars during the same period. Official government statistics put the total death toll from these storms at about 10,000 people.

Hurricane impacts underestimated

The new estimates are based on statistical analysis of data from the 501 tropical cyclones that hit the Atlantic and Gulf coasts from 1930 to 2015, and mortality rates for various populations within each state just before and after each cyclone. The researchers expanded on ideas from a 2014 study from Hsiang showing that tropical cyclones slow economic growth for 15 years, and on a 2018 Harvard study finding that Hurricane Maria caused nearly 5,000 deaths in the three months after the storm hit Puerto Rico -- nearly 70 times the official government count.

"When we started out, we thought that we might see a delayed effect of tropical cyclones on mortality maybe for six months or a year, similar to heat waves," said Young, a postdoctoral scholar at the University of California Berkeley, where she began working on the study as a master's student in Hsiang's lab before he joined Stanford's faculty in July 2024. The results show deaths due to hurricanes persist at much higher rates not only for months but years after floodwaters recede and public attention moves on.




Uneven health burdens

Young and Hsiang's research is the first to suggest that hurricanes are an important driver for the distribution of overall mortality risk across the country. While the study finds that more than 3 in 100 deaths nationwide are related to tropical cyclones, the burden is far higher for certain groups, with Black individuals three times more likely to die after a hurricane than white individuals. This finding puts stark numbers to concerns that many Black communities have raised for years about unequal treatment and experiences they face after natural disasters.

The researchers estimate 25% of infant deaths and 15% of deaths among people aged 1 to 44 in the U.S. are related to tropical cyclones. For these groups, Young and Hsiang write, the added risk from tropical cyclones makes a big difference in overall mortality risk because the group starts from a low baseline mortality rate.

"These are infants born years after a tropical cyclone, so they couldn't have even experienced the event themselves in utero," Young said. "This points to a longer-term economic and maternal health story, where mothers might not have as many resources even years after a disaster than they would have in a world where they never experienced a tropical cyclone."

Adapting in future hazard zones

The long, slow surge of cyclone-related deaths tends to be much higher in places that historically have experienced fewer hurricanes. "Because this long-run effect on mortality has never been documented before, nobody on the ground knew that they should be adapting for this and nobody in the medical community has planned a response," Young said.




The study's results could inform governmental and financial decisions around plans for adapting to climate change, building coastal climate resilience, and improving disaster management, as tropical cyclones are predicted to become more intense with climate change. "With climate change, we expect that tropical cyclones are going to potentially become more hazardous, more damaging, and they're going to change who they hit," said Young.

Toward solutions

Building on the Nature study, Hsiang's Global Policy Laboratory at Stanford is now working to understand why tropical storms and hurricanes cause these deaths over 15 years. The research group integrates economics, data science, and social sciences to answer policy questions that are key to managing planetary resources, often related to impacts from climate change.

With mortality risk from hurricanes, the challenge is to disentangle the complex chains of events that follow a cyclone and can ultimately affect human health -- and then evaluate possible interventions.

These events can be so separated from the initial hazard that even affected individuals and their families may not see the connection. For example, Hsiang and Young write, individuals might use retirement savings to repair property damage, reducing their ability to pay for future health care. Family members might move away, weakening support networks that could be critical for good health down the line. Public spending may shift to focus on immediate recovery needs, at the expense of investments that could otherwise promote long-run health.

"Some solutions might be as simple as communicating to families and governments that, a few years after you allocate money for recovery, maybe you want to think about additional savings for health care-related expenses, particularly for the elderly, communities of color, and mothers or expectant mothers," Young said.
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How a bacterium becomes a permanent resident in a fungus | ScienceDaily
Endosymbiosis is a fascinating biological phenomenon in which an organism lives inside another. Such an unusual relationship is often beneficial for both parties. Even in our bodies, we find remnants of such cohabitation: mitochondria, the powerhouses of our cells, evolved from an ancient endosymbiosis. Long ago, bacteria entered other cells and stayed. This coexistence laid the foundation for mitochondria and thus the cells of plants, animals, and fungi.


						
What is still poorly understood, however, is how an endosymbiosis as a lifestyle actually arises. A bacterium that more or less accidentally ends up in a completely different host cell generally has a hard time. It needs to survive, multiply, and be passed on to the next generation. Otherwise, it dies out. And to not harm the host, it must not claim too many nutrients for itself and grow too quickly. In other words, if the host and its resident cannot get along, the relationship ends.

To study the beginnings of such a special relationship between two organisms, a team of researchers led by Julia Vorholt, Professor of Microbiology at ETH Zurich, initiated such partnerships in the laboratory. The scientists observed what exactly happens at the beginning of a possible endosymbiosis. They have just published their study in the scientific journal Nature.

Enforcing cohabitation

For this work, Gabriel Giger, a doctoral student in Vorholt's laboratory, first developed a method to inject bacteria into cells of the fungus Rhizopus microsporus without destroying them. He used E. coli bacteria on the one hand and bacteria of the genus Mycetohabitans on the other. The latter are natural endosymbionts of another Rhizopus fungus. For the experiment, however, the researchers used a strain that does not form an endosymbiosis in nature. Giger then observed what happened to the enforced cohabitation under the microscope.

After the injection of the E. coli bacteria, both the fungus and the bacteria continued to grow, the latter eventually so rapidly that the fungus mounted an immune response against the bacteria. The fungus protected itself from the bacteria by encapsulating them. This prevented the bacteria from being passed on to the next generation of fungi.

Bacteria enter the spores

This was not the case with the injected Mycetohabitans bacteria: While the fungus was forming spores, some of the bacteria managed to get into them and thus were passed on to the next generation. "The fact that the bacteria are actually transmitted to the next generation of fungi via the spores was a breakthrough in our research," says Giger.




When the doctoral student allowed the spores with the resident bacteria to germinate, he found that they germinated less frequently and that the young fungi grew more slowly than without them. "The endosymbiosis initially lowered the general fitness of the affected fungi," he explains. Giger continued the experiment over several generations of fungi, deliberately selecting those fungi whose spores contained bacteria. This enabled the fungus to recover and produce more inhabited but viable spores. As the researchers were able to show with genetic analyses, the fungus changed during this experiment and adapted to its resident.

The researchers also found that the resident, together with its host, produced biologically active molecules that could help the host obtain nutrients and defend itself against predators such as nematodes or amoebae. "The initial disadvantage can thus become an advantage," emphasizes Vorholt.

Fragile systems

In their study, the researchers show how fragile early endosymbiotic systems are. "The fact that the host's fitness initially declines could mean the early demise of such a system under natural conditions," says Giger. "For new endosymbioses to arise and stabilize, there needs to be an advantage to living together," says Vorholt. The prerequisite for this is that the prospective resident brings with it properties that favor endosymbiosis. For the host, it is an opportunity to acquire new characteristics in one swoop by incorporating another organism, even if it requires adaptations. "In evolution, endosymbioses have shown how successful they ultimately can become," emphasizes the ETH professor.
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Scientists use tiny 'backpacks' on turtle hatchlings to observe their movements | ScienceDaily
New research suggests that green turtle hatchlings 'swim' to the surface of the sand, rather than 'dig', in the period between hatching and emergence. The findings have important implications for conserving a declining turtle population globally.


						
Published today in Proceedings B, scientists from UNSW's School of Biological, Earth and Environmental Sciences, used a small device, known as an accelerometer, to uncover novel findings into the behaviours of hatchlings as they emerge from their nests.

Sea turtle eggs are buried in nests 30 -- 80cm deep. Once hatched, the newborn turtles make their way to the surface of the sand over three to seven days. But because this all happens underground, we have very little understanding of the first few days of a hatchling's life.

The results provided through this novel method revealed that buried hatchlings maintained a head-up orientation and unexpectedly, moved vertically through the sand by rocking forwards and backwards rather than tipping side-to-side as expected with digging.

"When I visualise a hatchling that has just come out of its egg, it is completely in the dark in its surroundings. There's no sign to point which way is up toward the surface -- yet, they will orientate themselves and move upwards regardless," says Mr Davey Dor, who led the study as part of his PhD. "Our initial findings and 'proof' of this new methodology opens the door for so many new questions in sea turtle ecology."

How can you study something underground?

The image of newly hatched baby turtles moving enthusiastically across the sand and into the ocean is somewhat familiar. But what happens before then?




Once they emerge from their eggs, hatchlings move through the sand column and eventually emerge on the surface.

"It was about 64 years ago that the period of turtles hatching from their eggs and coming up to the surface was first observed," says Mr Dor. "And since then, people have tried different techniques to observe this phase, such as using a glass viewing pane to watch the hatchlings, or using microphones to listen to their movement."

Each of these previous techniques has come with limitations which means it has remained difficult to study the first few days of life for turtle hatchlings. "You just don't think about how much work it takes for these tiny hatchlings to swim through the sand in the dark, with almost no oxygen," says Associate Professor Lisa Schwanz. "It happens right under everyone's feet, but we haven't had the technology to really understand what is happening during this time."

So Mr Dor, A/Prof. Lisa Schwanz and Dr. David Booth, from the University of Queensland, set out to explore new ways to observe and research this obscure, little-known process.

Miniature accelerometer backpacks

Accelerometers, which measure changes in speed or direction, have previously been used to study animal movement, behaviours and physiology.




"The simple principle of the type of accelerometer we used is that it measures acceleration from three different angles," says Mr Dor. "So it can measure a change in velocity in a forwards and backwards motion, an up and down motion and a side to side motion."

But until now, an accelerometer hadn't been used in this context.

This research took place on Heron Island, a long-term monitoring nesting site for green turtles in the southern Great Barrier Reef, where nesting season typically runs from December to March.

"After locating the nests, we waited for approximately 60 days for the eggs to develop," says Mr Dor. "Three days before they hatched, we put a device called a hatch detector next to 10 different nests. This unique instrument measures voltage at the nest site and lets us know when the hatchlings had hatched out of their eggs."

As soon as the team became aware that the eggs had hatched, they carefully dug down into the nest, selected the hatchling closest to the surface and attached a light-weight, miniature accelerometer onto the baby turtle, before placing it back. "We then gently layered the sand back in the way it was found," says Mr Dor.

It was then a waiting game to see when the hatchlings emerged. "We checked the nest site every three hours and when they did finally emerge, we retrieved the accelerometer from the hatchling carrying it."

The accelerometer provided new data on the direction, speed and time it took for the ten hatchlings to emerge. "We analysed the data and found that hatchlings show amazingly consistent head-up orientation -- despite being in the complete dark, surrounded by sand," says Mr Dor. "We found that their movement and resting periods are generally quite short, that they move as if they were swimming rather than digging, and that as they approach the surface of the sand, they restrict their movement to nighttime," says Mr Dor.

Conservation and nest intervention

Sea turtle populations are in decline in many parts of the world, with several species listed as endangered. The nesting phase is a major vulnerability for turtle populations and as a result, conservation management often focuses on nest intervention, including relocation, shading and watering.

Nest relocation has been used widely around the world for many years and the practice is expected to continue as the effects of climate change and rising sea levels are affecting turtle nesting. However, factors such as moisture and temperatures in the nest, which can vary when a nest is moved, can impact important performance traits of hatchlings, including their speed and movement.

"Altering nest characteristics, such as substrate moisture and depth, could have consequences for hatchlings that we currently don't understand," says Mr Dor. "This means knowledge of hatchling behaviour in the sand column -- and its links to offspring success -- is key to future conservation practices."

While we know that in the scramble across the sand to the water, hatchlings are at great risk from predators, "it's also true that some hatchlings don't even make it to that point," says A/Prof. Schwanz. "We have so little knowledge of what makes one hatchling successfully emerge while another doesn't, so it's really important that we figure out what might contribute to this."

Opening the door to further research

The latest publication confirms that using accelerometers to monitor hatchlings provides many benefits, including data of movement and behaviours, and crucially, the ability to study turtles when our visibility of them is limited.

These findings have also provided new insights and changed previous assumptions about hatchlings' earliest days in the sand.

"There are lots of factors that we don't really understand because we haven't been able to observe this stage of their lives, but we hope this will change as a result of this new method, particularly in answering questions about best conservation practices," says Mr Dor.

The following summer, Mr Dor returned to Heron Island to put accelerometers on multiple hatchlings in a single nest. "So using the next year's data, we'll get a sense of how coordinated the nests are, because there is a theory about whether the turtles coordinate their movements, or if they have a division of labour," says A/Prof. Schwanz.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241002104811.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Closer look at New Jersey earthquake rupture could explain shaking reports | ScienceDaily
The magnitude 4.8 Tewksbury earthquake surprised millions of people on the U.S. East Coast who felt the shaking from this largest instrumentally recorded earthquake in New Jersey since 1900.


						
But researchers noted something else unusual about the earthquake: why did so many people 40 miles away in New York City report strong shaking, while damage near the earthquake's epicenter appeared minimal?

In a paper published in The Seismic Record, YoungHee Kim of Seoul National University and colleagues show how the earthquake's rupture direction may have affected who felt the strongest shaking on 5 April.

Kim and her colleague and co-author Won-Young Kim of Lamont-Doherty Earth Observatory of Columbia University became curious about the strange pattern of shaking after visiting the epicenter area of the earthquake just eight hours after the mainshock.

"We expected some property damages -- chimneys knocked down, walls cracked or plasters fallen to the ground -- but there were no obvious signs of property damages," the researchers said in an email. "Police officers within a couple of kilometers from the reported epicenter calmly talked about the shaking from the mainshock. It was a surprising response by the people and houses for a magnitude 4.8 earthquake in the region."

"This contrasted with the wide and huge response from the residents in and around the New York City area, some 65 kilometers from the epicenter," they added.

The earthquake garnered more than 180,000 felt reports -- the largest number ever for a single earthquake received by the U.S. Geological Survey's "Did You Feel It?" app and website, according to a second paper published in The Seismic Record by USGS seismologist Oliver Boyd and colleagues.




Boyd and colleagues said the earthquake was felt by an estimated 42 million people between Virginia and Maine.

The reports from people southwest of the epicenter, toward Washington, D.C., indicated "weak" shaking on the scale that the USGS uses to measure an earthquake's intensity, while people reporting from northeast of the epicenter felt "light to moderate" shaking.

Based on previous models of magnitude and earthquake intensity developed for the eastern U.S., however, a magnitude 4.8 earthquake should produce very strong shaking within about 10 kilometers or about six miles from its epicenter.

With this pattern in mind, Kim and colleagues wanted to look closer at the directivity of the earthquake's rupture. To model the rupture, they turned to a kind of seismic wave called Lg waves, due to the lack of nearby seismic observation at the time of the mainshock. Lg waves are shear waves that bounce back and forth within the crust between the Earth's surface and the boundary between the crust and mantle.

The resulting model indicated the earthquake rupture had propagated toward the east-northeast and down on an east-dipping fault plane. The direction of the rupture might have funneled the earthquake's shaking away from its epicenter and toward the northeast, the researchers concluded.

In general, earthquakes in the northeastern U.S. take place as thrust faulting along north-south trending faults. The New Jersey earthquake is unusual, Kim and colleagues noted, because it appears to have been a combination of a thrust and strike-slip mechanism along a possible north-northeast trending fault plane.




"Earthquakes in the eastern North America usually occur along the pre-existing zone of weakness -- that is, existing faults," the researchers explained. "In the Tewksbury area, a hidden fault plane trending north-northeast and dipping moderately can be mapped from the numerous small aftershocks detected and located" after the Tewksbury mainshock.

Boyd and colleagues noted that some damage was documented by a reconnaissance team deployed by the Geotechnical Extreme Events Reconnaissance Association and the National Institute of Standards and Technology. Along with cracks in drywall and objects falling from shelves, the team documented the partial collapse of the stone facade of Taylor's Mill, a pre-Revolutionary War structure near the town of Lebanon, New Jersey.

The researchers have not yet attributed the earthquake to a particular fault but the locations of the mainshock and aftershocks suggest that the area's well-known Ramapo fault system was not active during the earthquake.

The findings could "help us identify new earthquake sources and rethink how stress and strain are being accommodated in the eastern United States," Boyd said.

He noted that some seismometers that were rapidly deployed to the region by the USGS will remain in place for at least five months.

"This can help us study, for example, mechanisms related to how the crust responds to the stress of a mainshock in the region, and how productive aftershock sequences can be in the eastern United States," Boyd explained.

"Good station coverage can also allow us to observe how earthquake ground motions vary across the region as a function of magnitude, epicentral distance, and Earth structure. And each of these examples can help us better appreciate potential seismic hazards."
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Snakes in the city: Ten years of wildlife rescues reveal insights into human-reptile interactions | ScienceDaily
A new analysis of a decade-long collection of wildlife rescue records in NSW has delivered new insights into how humans and reptiles interact in urban environments.


						
Researchers from Macquarie University worked with scientists from Charles Darwin University, and the NSW Department of Climate Change, Energy, the Environment and Water to analyse over 37,000 records of snake and lizard rescues in the Greater Sydney region between 2011 and 2021.

Their study, Interactions between reptiles and people: a perspective from wildlife rehabilitation records is published in the journal Royal Society Open Science on Wednesday 2 October.

Lead author Teagan Pyne, a Masters of Conservation Biology graduate at Macquarie University, says the data has enabled her team to collate a unique set of perspectives on human-wildlife interactions in urban areas.

"The paper highlights how wildlife rescue patterns reflect public perceptions of different animals," she says.

"The larger reptiles grab people's attention, because of fear or because they are considered a nuisance, unlike wild mammals or birds which are typically rescued when they are injured," says Pyne.

"In contrast, common small reptiles like garden skinks barely feature in our data, not because they're rare, but because people simply don't notice or report them."

Increased human interactions




Corresponding author, conservation biologist Dr Chris Jolly from the School of Natural Sciences at Macquarie University, says the research offers a timely insight into human interactions with urban wildlife through the lens of reptile rescues.

"As urbanisation expands globally, human-wildlife interactions will inevitably increase," Dr Jolly says. "This study helps us understand the patterns behind these interactions."

Australia's largest city -- Sydney -- is teeming with scaled life, and Dr Jolly says the surprising abundance of large reptiles can be partly attributed to the city's retention of extensive tracts of bushland, benefiting native wildlife.

"The natural landscape of Sydney, with its waterways and undulating hills, means that we have the joy of having reptiles, such as eastern blue tongue lizards, in our backyards in suburbia," he says.

Size matters 

The study found a clear bias towards larger reptiles in rescue records, with two species accounting for almost two-thirds of all reptile rescues.




These are the sleekly beautiful but highly venomous red-bellied black snake, and the eastern blue-tongue lizard, often considered a harmless garden companion.

"Wildlife rehabilitators get calls to rescue injured animals, and they often save injured blue-tongue lizards," Dr Jolly says.

"But our data shows the most common reason for reptile rescue is 'unsuitable environment' -- often code for removing snakes from backyards."

Another pattern apparent in reptile rescues was seasonal, with numbers tripling between August and September at the start of the Australian spring. Spatial patterns saw rescues concentrated in areas of denser human population and along major roads.

But while reptile activity varies with seasons, so does human activity; and Dr Jolly says that wildlife rescue data is driven by the combination of reptile activity and people's behaviour and their locations.

Still, despite the vast numbers of reptiles living throughout urbanised Sydney, including plenty of large, highly venomous snakes -- very few snake bites are recorded.

"People call up to get venomous snakes removed because they fear them, but public awareness also means people wear shoes when they go outside and they know which snakes are venomous and which are not," Dr Jolly says.

Senior author Professor Rick Shine says the team compared the data with a similar survey conducted 20 years earlier.

"Even though rescue numbers had increased tenfold, the same large-bodied species continue to dominate reptile rescue records," Professor Shine says.

He says wildlife rescue datasets are a remarkable resource that can give valuable insights into human-wildlife interactions and complement traditional survey techniques.

The researchers also highlight the potential for wildlife rescue data to inform targeted public education campaigns and management strategies, particularly around seasonal snake activity and roadkill prevention.
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Nanopillars create tiny openings in the nucleus without damaging cells | ScienceDaily
Imagine trying to poke a hole in the yolk of a raw egg without breaking the egg white. It sounds impossible, but researchers at the University of California San Diego have developed a technology that performs a similarly delicate task in living cells. They created an array of nanopillars that can breach the nucleus of a cell -- the compartment that houses our DNA -- without damaging the cell's outer membrane.


						
The research, published in Advanced Functional Materials, could open new possibilities in gene therapy, where genetic material needs to be delivered directly into the nucleus, as well as drug delivery and other forms of precision medicine.

"We've developed a tool that can easily create a gateway into the nucleus," said Zeinab Jahed, professor in the Aiiso Yufeng Li Family Department of Chemical and Nano Engineering at UC San Diego and senior author of the study.

The nucleus is impenetrable by design. Its membrane is a highly fortified barrier that shields our genetic code, letting in only specific molecules through tightly controlled channels. "It's not easy to get anything into the nucleus," said Jahed. "Drug and gene delivery through the nuclear membrane has long been an immense challenge."

Current methods to access the nucleus typically involve using a tiny needle to physically puncture both the nucleus and the cell. However, these methods are invasive and can only be used in small-scale applications.

Jahed and her team, co-led by UC San Diego nanoengineering Ph.D. student Ali Sarikhani, developed a non-disruptive solution. They engineered an array of nanopillars, consisting of nanoscale cylindrical structures. When a cell is placed on top of these nanopillars, the nucleus wraps itself around the nanopillars, causing its membrane to curve. This induced curvature in turn causes tiny, self-sealing openings to temporarily form in the nuclear membrane. The outer membrane of the cell, meanwhile, remains undamaged.

"This is exciting because we can selectively create these tiny breaches in the nuclear membrane to access the nucleus directly, while leaving the rest of the cell intact," said Jahed.

In experiments, cells containing a fluorescent dye within their nuclei were placed on the nanopillars. Researchers observed that the dye leaked from the nucleus into the cytoplasm but remained confined within the cell. This indicated that only the nuclear membrane, not the cell membrane, had been punctured. The researchers observed this effect in various cell types, including epithelial cells, heart muscle cells and fibroblasts.

The team is currently investigating the mechanisms behind this effect. "Understanding these details will be key to optimizing the platform for clinical use and ensuring that it is both safe and effective for delivering genetic material into the nucleus," said Jahed.

This work was supported in part by an Air Force Office of Scientific Research YIP award (311616-00001), a Cancer Research Coordinating Committee faculty seed grant, the National Institutes of Health (R00 GM12049403, R01GM149976 and R21NS125395) and UC San Diego Startup funds. This work was performed in part at the San Diego Nanotechnology Infrastructure (SDNI) at UC San Diego, a member of the National Nanotechnology Coordinated Infrastructure, which was supported by the National Science Foundation (grant ECCS-2025752).
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Do coyotes have puppy dog eyes? New study reveals wild canines share dog's famous expression | ScienceDaily
New research from Baylor University reveals that coyotes, like domestic dogs, have the ability to produce the famous "puppy dog eyes" expression. The study -- "Coyotes can do 'puppy dog eyes' too: Comparing interspecific variation in Canis facial expression muscles," published in the Royal Society Open Science -- challenges the hypothesis that this facial feature evolved exclusively in dogs as a result of domestication.


						
The research team, led by Patrick Cunningham, a Ph.D. research student in the Department of Biology at Baylor University, examined the levator anguli oculi medialis (LAOM), the muscle responsible for raising the inner eyebrow to create "puppy dog eyes," in coyotes.

Contrary to previous assumptions, Cunningham and colleagues discovered that coyotes also possess a well-developed LAOM, similar to dogs. This finding contradicts the idea that the muscle evolved specifically for communication between humans and dogs during domestication.

"Our findings suggest that the ability to produce 'puppy dog eyes' is not a unique product of dog domestication but rather an ancestral trait shared by multiple species in the Canis genus," Cunningham said. "This raises fascinating questions about the role of facial expressions in communication and survival among wild canids."

Coyotes, dogs and gray wolves comparisons

Cunningham and his team compared the facial muscles of coyotes, dogs and gray wolves. While both dogs and coyotes possess a well-developed LAOM, the muscle is either modified or absent in gray wolves. This challenges the hypothesis that human-driven selection was solely responsible for the development of the inner brow raiser in dogs. Instead, the study suggests that the LAOM was likely present in a common ancestor of dogs, coyotes and gray wolves but was later lost or reduced in wolves.

The research also documented significant intraspecific variation in the facial muscles of coyotes, particularly those related to brow and lip movements. Genetic analysis was used to rule out significant dog ancestry in the coyote specimens, reinforcing that these traits are not a result of crossbreeding.

"Our work reveals that coyotes and dogs share not just behavioral similarities, but also a fascinating evolutionary history that includes the ability to make expressions that we once thought were unique to domesticated animals," Cunningham said.

This discovery has broader implications for understanding the evolution of facial expressions in mammals. The LAOM may have originally evolved for functions related to vision and eye movements, rather than communication with humans, as previously thought. Future studies on other canid species, including red wolves and African wild dogs, may further illuminate the role of facial expressions in survival and species communication.

This work was supported through a grant from the National Institute of Food and Agriculture, U.S. Department of Agriculture McIntire-Stennis Program under award number 1027755 and Michigan Technological University REF R01787.
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The rate of climate change threatens to exceed the adaptive capacity of species | ScienceDaily
A recent study from the University of Helsinki focusing on the Arctic Siberian primrose underscores the critical need to curb climate change to allow species time to adapt through evolution.


						
A research group at the Finnish Museum of Natural History is investigating the adaptive potential of plant species amid a warming climate. Their recent study investigates the Siberian primrose, a plant species that occurs on the coasts of the Bothnian Bay and Arctic Ocean. Climate change is threatening the viability of the species.

"The Siberian primrose is a good example of a species threatened by rapidly advancing climate change. It cannot migrate to more favourable conditions due to geographic constraints, leaving adaptation in its current habitat as its only survival option," says Adjunct Professor Marko Hyvarinen from the Finnish Museum of Natural History.

The study revealed that the Siberian primrose may only be able to adapt to climate change if the warming can be limited in accordance with the goals of the Paris Agreement on climate change. This requires effective mitigation of climate change. Otherwise, the flowers and other important traits of the Siberian primrose are unlikely to have the time to evolve quickly enough to survive the changing conditions.

Many wild species have limited capacity to adapt to warming climate

"Our research suggests that the evolutionary potential of wild species is seriously limited in the face of rapidly advancing climate change. This means that the future of many species is at stake, unless climate change is effectively curbed," says Postdoctoral Researcher Anniina Mattila from the Finnish Museum of Natural History.

Particularly in the case of geographically restricted species, such as many specialised plant species surrounded by unsuitable habitats, conservation measures may be necessary to prevent extinction.




The study emphasizes the needs for proactive measures to protect species threatened by climate change. For example, translocations may help species to adapt to new conditions. Knowledge on the adaptive capacity of species from studies such as the one on the Siberian primrose can help in targeting conservation measures and motivates the development of methods to conserve species threated by climate change. However, according to the researchers, the most critical action is to strive to limit climate change, thus allowing species to adapt naturally.

Background:

Importance of the Paris Agreement on species adaptation

The Paris Agreement aims to keep the global average temperature increase well below two degrees Celsius. According to the latest report by the Intergovernmental Panel on Climate Change (IPCC), the global temperature has already risen by 1.1 degrees since the pre-industrial era, with the Arctic warming up to four times faster. Meeting these objectives is increasingly challenging, but essential for enabling species to adapt.
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Turning plants into workout supplement bio-factories | ScienceDaily
It's important to eat your veggies, but some essential vitamins and nutrients can only be found in animals, including certain amino acids and peptides. But, in a proof-of-concept study published in ACS' Journal of Agricultural and Food Chemistry, researchers developed a method to produce creatine, carnosine and taurine -- all animal-based nutrients and common workout supplements -- right inside a plant. The system allows for different synthetic modules to be easily stacked together to boost production.


						
Plants can be surprisingly receptive when asked to produce compounds they're not used to making. Using a specialized bacterium, scientists have transferred DNA instructions for all manner of amino acids, peptides, proteins or other molecules into different plants' cells. This technology helped create lettuce with peptide components that reduced bone loss, for example. But when it comes to more complex compounds, the transferred DNA instructions could alter the host's natural metabolism enough to eventually reduce the output of the desired product. Pengxiang Fan and colleagues wanted to address this issue by introducing instructions in the form of synthetic modules that not only encoded their intended product, but also the molecules used to build it. They hoped to increase the yield of three desired nutrients: creatine, carnosine and taurine.

The team put the swappable synthetic modules to the test in Nicotiana benthamiana, a tobacco-like plant used as a model organism in synthetic biology applications:
    	The creatine module containing the two genes for creatine synthesis resulted in 2.3 micrograms of the peptide per gram of plant material.
    	The carnosine peptide was produced using a module for carnosine and another module for one of the two amino acids used to build the peptide, b-alanine. Though b-alanine is naturally found in N. benthamiana, it's in small amounts, so stacking the modules together increased carnosine production by 3.8-fold.
    	Surprisingly, for taurine, a double-module approach was unsuccessful for creating the amino acid. Instead, a larger disruption to the metabolism occurred, and little taurine was produced as the plant tried to get things back on track.

Overall, this work demonstrates an effective framework for producing some of the complex nutrients typically found in animals in a living plant system. The researchers say that future work could apply this method to edible plants -- including fruits or vegetables, rather than just leaves -- or other plants that could act as bio-factories to sustainably produce these nutrients.

The authors acknowledge funding from the National Natural Science Foundation of Zhejiang Province and the Starry Night Science Fund of Zhejiang University Shanghai Institute for Advanced Study.
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Smoke from megafires puts orchard trees at risk | ScienceDaily
Long-term smoke exposure from massive wildfires lowers the energy reserves of orchard trees and can cut their nut production by half, researchers at the University of California, Davis, found. The smoke can affect trees for months after a megafire, depressing their bloom and the next season's harvest. This finding reveals a new danger from wildfires that could affect plant health in both agricultural and natural environments.


						
Nature Plants published the study today (Oct. 2).

"A lot of research focuses on the impact of smoke on humans but there is less study on the effects of smoke on plant health," said lead author Jessica Orozco, a postdoctoral researcher with the UC Davis Department of Plant Sciences. "Our study suggests that trees are just as vulnerable as humans."

Dark skies, less energy for trees

Scientists studied almond, pistachio and walnut trees at 467 orchard sites in California's Central Valley from 2018 to 2022. In 2020, megafires scorched more than 4.2 million acres in California, filling the skies with smoke and ash. At the time, researchers were studying how trees store energy, in the form of carbohydrates, to cope with heat and drought. But Orozco said the team saw an opportunity to study how smoke affects carbohydrate levels.

"Photosynthesis produces carbohydrates, which are critical elements for tree survival," said Orozco. "Trees need carbohydrates not just to grow but to store energy for when they're under stress or when photosynthesis isn't happening."

Photosynthesis changes under smoke-filled skies. Smoke particles block some sunlight but also reflect light, creating more diffused light. The diffused light can help trees make more carbohydrates. However, Orozco said the study found that while diffused light increased, the smoke was so thick that it likely didn't compensate for the loss of direct light.




Lingering effects, less yield

The team found that megafire smoke not only reduced the amount of carbohydrates in trees but also caused losses that continued even after the fires were out. This led to nut yield decreases of 15% to as much as 50% in some orchards. The most active time for wildfires also coincides with the time trees start storing carbohydrates to sustain them through winter dormancy and spring growth.

"We were expecting to see some impact especially in the months when the smoke was really dense, but we weren't expecting the smoke to have such a lingering effect and result in a significant drop in yield," Orozco said.

Orozco said researchers still don't know what components in megafire smoke caused the decrease in tree carbohydrates. During the 2020 megafires, the smoke reduced light and increased both ozone and particulate matter levels, all of which affect photosynthesis. One or a combination of these factors could have led to the drop in tree carbohydrates.

Additional authors on the study are Professor Maciej A. Zwieniecki and postdoctoral researcher Paula Guzman-Delgado of the UC Davis Department of Plant Sciences.

The Almond Board of California, the California Pistachio Research Board, the California Walnut Board and the California Department of Food and Agriculture supported the research.
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Airborne plastic chemical levels shock researchers | ScienceDaily
A new study documents how Southern Californians are chronically being exposed to toxic airborne chemicals called plasticizers, including one that's been banned from children's items and beauty products.


						
Plasticizers are chemical compounds that make materials more flexible. They are used in a wide variety of products ranging from lunchboxes and shower curtains to garden hoses and upholstery.

"It's not just for drinking straws and grocery bags," said David Volz, environmental sciences professor at UC Riverside, and corresponding author of a paper about the study published in the journal Environmental Research. 

Previous California monitoring programs focused on plasticizers called ortho-phthalates, some of which were phased out of manufacturing processes due to health and environmental concerns. Less research has focused on the health effects of their replacements, called non-ortho-phthalates.

This study revealed the presence of both types of plasticizers in the air throughout Southern California.

"The levels of these compounds are through the roof," Volz said. "We weren't expecting that. As a result, we felt it was important for people to learn about this study."

The National Institute of Environmental Health Sciences also wants to increase the visibility of this study, one of only a few to document the phthalates' presence in the air of urban environments. The institute's monthly newsletter, Environmental Factor, highlights the study in their October 2024 issue.




The researchers tracked two groups of UCR undergraduate students commuting from different parts of Southern California. Both groups wore silicone wristbands designed to collect data on chemical exposures in the air.

The first group wore their wristbands for five days in 2019, and the second group wore two different wristbands for five days each in 2020. Both groups wore the bands continuously, all day, as they went about their activities. At the end of the data collection period, the researchers chopped the wristbands into pieces, then analyzed the chemicals they contained.

In a previous paper, the team focused on TDCIPP, a flame-retardant and known carcinogen, picked up in the wristbands. They saw that the longer a student's commute, the higher their exposure to TDCIPP.

Unlike TDCIPP, which most likely migrates out of commuters' car seats into dust, the team cannot pinpoint the origin of the plasticizers. Because they are airborne, rather than bound to dust, the wristbands could have picked them up anywhere, even outside the students' cars.

For every gram of chopped-up wristband, the team found between 100,000 and 1 million nanograms of three phthalates, DiNP, DEHP, and DEHT. Ten total plasticizers were measured, but the levels of these three stood out.

Both DiNP and DEHP are included on California's Proposition 65 list, which contains chemicals known to cause cancer, birth defects, or other reproductive harm. DEHT was introduced as an alternative, but its effects on human health have not been well studied.




This study suggests that introducing DEHT also has not done much to reduce the public's level of exposure to DiNP or DEHP. Levels of all three chemicals found by Volz and his team were similar to those found by researchers in unrelated studies conducted on the East Coast.

Despite differences in climate, the air on both coasts is likely carrying similar levels of phthalates.

"No matter who you are, or where you are, your daily level of exposure to these plasticizer chemicals is high and persistent," Volz said. "They are ubiquitous."

To Volz, studies like this one amplify the need to find alternatives to plastic. As plastics degrade, these compounds and others like them are leaching out into the environment and into the body.

"The only way to decrease the concentration of plasticizers in the air is to decrease our production and consumption of materials containing plasticizers," he said.
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Research in 4 continents links outdoor air pollution to differences in children's brains | ScienceDaily
Outdoor air pollution from power plants, fires and cars continues to degrade human, animal and environmental health around the globe. New research shows that even pollution levels that are below government air-quality standards are associated with differences in children's brains.


						
A University of California, Davis, research team systematically analyzed 40 empirical studies, the majority of which had found that outdoor air pollution is associated with differences in children's brains. These differences include volumes of white matter, which is associated with cognitive function, connections throughout the brain and even early markers for Alzheimer's.

The study, "Clearing the Air: A systematic review of studies on air pollution and childhood brain outcomes to mobilize policy change," was published this month in Developmental Cognitive Neuroscience. 

"We're seeing differences in brain outcomes between children with higher levels of pollution exposure versus lower levels of pollution exposure," said Camelia Hostinar, an associate professor of psychology and the study's corresponding author.

Children and teens are especially vulnerable to air pollution because their brains and bodies are still developing. They tend to spend more time outdoors, and their bodies absorb more contaminants relative to their bodyweight than adults, researchers said.

Outdoor air pollution and brain development

This study surveyed 40 published, peer-reviewed studies that all included measures of outdoor air pollution and brain outcomes for children at various ages, from newborns up to 18-year-old adults. The majority of studies came from the United States, Mexico and Europe, with one each from Asia and Australia.




The studies ranged in how they measured brain differences. Some used advanced scanning methods like magnetic resonance imaging, or MRI. Others tested changes in chemical compounds that aid in brain function and health. Some studies looked for tumors in the brain or central nervous system.

Studies from Mexico City that compared children from high- and low-pollution areas found significant differences in brain structure.

Each study included measures of air pollution linked to the child's address or neighborhood, which showed that the children's brain differences were observed in places with high levels of air pollution as well as places that met local air pollution standards.

"A lot of these studies include children in places with air pollutant levels that are well below limits set by U.S. or European regulations," said Anna Parenteau, a Ph.D. student in psychology at UC Davis and the study's co-first author.

Outdoor air pollution 

Sources of outdoor air pollution include coal-fired plants, wildfires and many other sources near where people live. This systematic review is unique because most others have focused on how air pollution affects adults or animals, researchers said.




"We can't necessarily apply findings from adults and assume that it's going to be the same for children," said Johnna Swartz, an associate professor of human ecology and co-author on the study. "We also have to look more at different developmental windows because that might be really important in terms of how air pollution might impact these brain outcomes."

To establish a causal link between outdoor air pollution and differences in the brain, the research team looked to experimental research on animals. That research showed that pollution does lead to many of the same outcomes identified by the studies in this review, including markers for Alzheimer's disease.

"A lot of researchers working on brain development, whether it's autism, Alzheimer's or something else, really discounted for a long time the environmental factors," said Anthony Wexler, a professor at UC Davis and director of its Air Quality Research Center. "They argued that it's genetic or some other factor other than exposure to air pollution. That's changed a lot recently because of all this research literature."

Reducing harm 

This systematic review proposed steps for both parents and policymakers to protect their children from outdoor air pollution by, for example, adding air filters to homes and schools near freeways.

"We listed air purifiers as one of the policy recommendations, and that is something that could be subsidized or provided in schools and other places where children spend a lot of time," said Hostinar. "These can be quite effective."

Researchers can also incorporate measures of air pollution into studies related to brain health or other health outcomes.

"Anybody collecting data from human participants on brain outcomes or cardiovascular outcomes or anything else could easily add questions to assess air pollution exposure, such as obtaining their addresses," said Sally Hang, a Ph.D. student in psychology and the study's first co-author.
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Research provides new insights into role of mechanical forces in gene expression | ScienceDaily
The genome inside each of our cells is modelled by tension and torsion -- due in part to the activity of proteins that compact, loop, wrap and untwist DNA -- but scientists know little about how those forces affect the transcription of genes.


						
"There are a lot of mechanical forces at play all the time that we never consider, we have very little knowledge of, and they're not talked about in textbooks," said Laura Finzi, the Dr. Waenard L. Miller, Jr. '69 and Sheila M. Miller Endowed Chair in Medical Biophysics at Clemson University.

Transcription is the process by which a cell makes an RNA copy of a segment of DNA. One type of RNA, called messenger RNA (mRNA), encodes information to make proteins required for the structure and functions of cells or tissues.

RNA polymerase (RNAP) is a type of protein that produces mRNA. It tracks processively along double helical DNA, untwists it to read the base pair sequence of only one strand and synthesizes a matching mRNA. Such "transcription" of a gene begins when RNAP binds to a "promoter" DNA sequence and ends at a "terminator" sequence where the mRNA copy is released. The canonical view of termination holds that after releasing the mRNA, RNAP dissociates from the DNA.

A team of researchers led by Finzi and including David Dunlap, research professor in the Clemson Department of Physics and Astronomy, have, for the first time, demonstrated how force plays a role in an alternative to canonical termination.

Using magnetic tweezers to pull RNAP polymerase along a DNA template, the researchers were able to show that upon reaching a terminator, bacterial RNA polymerase may remain on the DNA template and be pulled to slide backward to the same or forward to an adjacent promoter to start a subsequent cycle of transcription. Thus, the direction of force determines whether a segment of DNA may be transcribed multiple times or only once. Finzi and Dunlap report that this force-directed recycling mechanism can change the relative abundance of adjacent genes.

Furthermore, they found that the ability of a sliding RNAP requires the C-terminal domain of the alpha subunit to recognize a promoter oriented opposite to the direction of sliding. These subunits "allow it to stay on track, flip around and grab the other strand of the DNA double helix where another promoter might be," she said. Indeed, with the alpha subunits deleted, flipping around to oppositely oriented promoters did not occur.

A thorough understanding of the molecular mechanisms that regulate transcriptional activity in the genome may identify therapeutic alternatives in which RNAP might be modified to suppress certain proteins and prevent disease.

Finzi said there might be locations in the genome where recycling is more frequent than others, but that is still unknown.

"My hope is that one day we will have a spatio-temporal map of forces acting on the genome at various times during the life cycle of various types of cells in our organism. Our research highlighting the effect of forces on the probability of repetitive transcription may then help predicting and plotting, in a heat map sort of way, the different levels of transcription of different genes," Finzi said.
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New mouse models offer valuable window into COVID-19 infection | ScienceDaily
Scientists at La Jolla Institute for Immunology (LJI) have developed six lines of humanized mice that can serve as valuable models for studying human cases of COVID-19.


						
According to their new study in eBioMedicine, these mouse models are important for COVID-19 research because their cells were engineered to include two important human molecules that are involved in SARS-CoV-2 infection of human cells -- and these humanized mice were generated on two different immunologic backgrounds. The new models can help shed light on how SARS-CoV-2 moves through the body and why different people experience wildly different COVID-19 symptoms.

"With these mouse models, we can model epidemiologically-relevant SARS-CoV-2 infection and vaccination settings, and we can study all relevant tissues (not just the blood) at different timepoints following infection and/or vaccination," says LJI Professor Sujan Shresta, Ph.D., who co-led the research with LJI Histopathology Core Director Kenneth Kim, Dipl. ACVP, and the late Kurt Jarnagin, Ph.D., of Synbal, Inc.

Already, these new mouse models have helped scientists capture a clearer picture of how SARS-CoV-2 affects humans. They are also available to the wider COVID-19 research community.

"This work is part of LJI's mission to contribute to pandemic preparedness around the world," says Shresta.

Mouse models are a critical tool for understanding infection

Shresta's lab is known for producing mouse models to study immune responses to infectious diseases such as dengue virus and Zika virus. In 2021, her laboratory partnered with Synbal, Inc., a preclinical biotechnology company based in San Diego, CA, to develop multi-gene, humanized mouse models for COVID-19 research. The project was also supported by Synbal CEO and LJI Board Member David R. Webb, Ph.D.




Shresta and Jarnagin collaborated to produce mice that express either human ACE2, human TMPRSS2, or both molecules in the C57BL/6 and BALB/c mouse genetic backgrounds. "Immunologists have found that these two genetic backgrounds in mice elicit different immune responses," says Shresta.

As Shresta explains, having the flexibility to include the genes for one or both of these molecules in two different mouse genetic backgrounds gives scientists an opportunity to investigate two key areas. First, they can examine how each of these molecules contribute to infection with different SARS-CoV-2 variants. Second, they can study how the host's genetic background might influence disease progression and immune response following infection with different variants.

Zooming into infected tissues

The researchers then took a closer look at how these models responded to actual SARS-CoV-2 infection. LJI Postdoctoral Fellow Shailendra Verma, Ph.D., worked in LJI's High Containment (BSL-3) Facility to take tissue samples from the various mouse strains exposed to SARS-CoV-2.

"This work wouldn't have been possible if we didn't have a BSL-3 facility at LJI," says Shresta, who has worked closely with LJI's Department of Environmental Health and Safety to conduct several cutting-edge studies in the facility.

Next, Kim, a board-certified pathologist, examined the tissue samples and compared them to pathologic findings from humans with COVID-19.




Kim's analysis showed signs of SARS-CoV-2 infection in the lungs, which are also the tissue most vulnerable to SARS-CoV-2 infection in humans. Kim could also see mouse immune cells responding to infection in a way that reflected the human immune response.

By characterizing these responses in the new mouse models, the researchers have established a foundation for understanding the immune heterogeneity -- or wide range of immune responses -- of SARS-CoV-2-induced disease.

"There's no such thing as a perfect animal model, but our goal is always to make an animal model that recapitulates the human disease and immune response as much as possible," says Shresta.

The new mouse models may prove valuable for studying responses to emerging SARS-CoV-2 variants and future coronaviruses with pandemic potential.

"Not only are these models useful for current COVID-19 studies, but if there should be another coronavirus pandemic -- with a virus that utilizes the same ACE2 receptor and/or TMPRSS2 molecule for viral entry into human cells -- then these mouse lines on two different genetic backgrounds will be ready," says Kim.

Additional authors of the study, "Influence of Th1 versus Th2 immune bias on viral, pathological, and immunological dynamics in SARS-CoV-2 variant-infected human ACE2 knock-in mice," include Erin Maule, Paolla B. A. Pinto, Chris Conner, Kristen Valentine, Dale O Cowley, Robyn Miller, Annie Elong Ngono, Linda Tran, Krithik Varghese, Rubens Prince dos Santos Alves, Kathryn M. Hastie and Erica Ollmann Saphire.

This study was supported by the National Institutes of Health (grant U19 AI142790-02S1 and R44 AI157900), the GHR Foundation, the Arvin Gottlieb Charitable Foundation, the Overton family, and by a American Association of Immunologists Career Reentry Fellowship (FASB).
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Antibodies in breast milk provide protection against common GI virus | ScienceDaily
A study led by researchers at the University of Rochester Medical Center found that breast milk provides protection against rotavirus, a common gastrointestinal disease that causes diarrhea, vomiting and fever in infants. Babies whose mothers had high levels of specific antibodies in their breast milk were able to fend off the infection for a longer period than infants whose mothers had lower levels. The findings are expected to drive future research to improve infant health through optimized breastfeeding practices.


						
Published in the Journal of Clinical Investigation and funded by the Bill and Melinda Gates Foundation, the study also found significant differences in antibody profiles in breast milk between mothers in high-income countries (HICs) and low- and middle-income countries (LMICs). Researchers analyzed human milk samples from 695 women in Finland, the U.S., Pakistan, Peru, and Bangladesh, and measured specific IgA and IgG antibodies, which are common antibodies produced in breast milk, against 1,607 proteins from 30 pathogens.

The research, led by Dr. Kirsi Jarvinen-Seppo, MD, PhD, professor in the Division of Allergy and Immunology at UR Medicine Golisano Children's Hospital (GCH), tracked antibody levels and kinetics over time to analyze antibody responses to a wide range of respiratory, diarrheal and sepsis pathogens in human milk. The study's primary aim was to understand the protective properties of these antibodies and how they vary across different geographic and economic regions.

"We would expect to find differences in antibody levels in different countries, due to different diseases circulating among areas of the world, but this is one of the first times that there's been a head-to-head comparison for dozens of pathogens across several continents," said Jarvinen-Seppo. "It was encouraging to see such a clear link between higher antibody levels and a delay to rotavirus infection, and this was consistently observed among an independent validation cohort."

Other notable findings from the study:
    	Milk from women in LMICs had higher levels of IgA and IgG antibodies against various intestinal and respiratory pathogens compared to milk from HICs. This difference was particularly notable for pathogens such as Shigella and pneumococcus, which are major contributors to morbidity and mortality in young children.
    	Higher body mass index (BMI) was associated with lower antibody levels, which went against expectations.

"The variation in antibody profiles between regions highlights the impact of economic and environmental factors on maternal immunity," said Jarvinen-Seppo.

In addition to Rotavirus findings, the discovery that a higher BMI was associated with lower antibody counts in breast milk was also unexpected.

"We had anticipated that underweight mothers might have lower antibody levels due to poorer nutritional status," said Jarvinen-Seppo. "Due to rising obesity rates worldwide, this could be a significant finding, but this is preliminary and additional research is needed since this is the first time this has been measured."

"While the data on rotavirus protection is compelling, the geographical and BMI-related variations highlight areas where further research is essential. The study sets the stage for additional investigations that could lead to better understanding and interventions for improving infant health globally," said Jarvinen-Seppo.
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New images of RSV may expose stubborn virus's weak points | ScienceDaily
The complex shape of respiratory syncytial virus is one hurdle limiting the development of treatments for an infection that leads to hospitalization or worse for hundreds of thousands of people in the United States each year, according to the Centers for Disease Control and Prevention. New images of the virus from researchers at the University of Wisconsin-Madison may hold the key to preventing or slowing RSV infections.


						
RSV is of greatest concern in young children, the elderly and adults at high risk for respiratory complications. Yet unlike the flu and other common, communicable respiratory illnesses that annually sweep through schools, there are few options for fighting RSV. In the U.S., prophylactic treatments are available for young children, and existing vaccines are approved only for pregnant women and the elderly.

The virus's structure -- which consists of tiny, bending filaments -- have eluded researchers. This has made it difficult to identify key drug targets, including viral components that are conserved across related viruses.

"There are a number of viruses related to RSV that are also significant human pathogens, including measles," says Elizabeth Wright, a UW-Madison biochemistry professor. "What we know about related viruses gives us clues about RSV protein structures, but to identify drug targets we need a closer look at RSV proteins that are intimately associated with the membranes of host cells."

Using an imaging technique called cryo-electron tomography, Wright and her team have now revealed details of molecules and structures essential to RSV's form and function. They published their findings recently in Nature.

Cryo-ET freezes viral particles or other molecules at ultracold temperatures, stopping biological processes in action. This allows researchers to examine the structures of organisms, cells and organelles, and viruses and capture small-scale images of structures frozen in time. Flash-freeze many RSV particles, and cryo-ET imaging will capture (nearly) all the virus's possible configurations from many different angles. These 2D images are combined to produce a representation of the virus's 3D structures at high resolutions -- even at the level of individual atoms.

Wright's recent study produced high-resolution images detailing the structure of two RSV proteins, RSV M protein and RSV F protein, that are crucial to the interaction between the virus and the host cell membrane. Both proteins are also present in related viruses.

RSV M protein interacts with host cell membranes, holding together the virus's filamentous structure and coordinating viral components and other proteins -- including RSV F proteins. RSV F proteins sit on the viral surface, ready to engage with host cell receptors and regulate the virus's fusion and entry into the host cell. The scientists' images reveal that in RSV, two F proteins come together to form a more stable unit. Wright says that this association may prevent the F proteins from prematurely infecting the host cell.

"Our primary findings reveal structural details that allow us to better understand not only how the protein regulates assembly of viral particles, but also the coordination of proteins that enable the virus to be infectious," says Wright.

The scientists believe that F protein pairs may be a key to destabilizing the virus before it is ready to infect its next host, making pairs of F proteins a possible target for future drug development. They will continue to explore how RSV proteins interact with each other to cause infection.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241001142644.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Who's a good boy?' Humans use dog-specific voices for better canine comprehension | ScienceDaily
The voice people use to address their dogs isn't just because of their big puppy eyes. Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a study published October 1st in the open-access journal PLOS Biology by Eloise Deaux of the University of Geneva in Switzerland and colleagues.


						
Dogs respond to human speech, even though they themselves cannot produce human sounds. To better understand how people and pups communicate, the scientists analyzed the vocal sounds of 30 dogs. They also analyzed the sounds of 27 humans across five languages speaking to other people, and 22 humans across those languages speaking to dogs. The scientists also used electroencephalography (EEG) to examine the brain responses to speech in humans and dogs.

Humans are much faster 'talkers' than dogs, the study showed, with a speech rate of about four syllables per second, while dogs bark, growl, woof, and whine at a rate of about two vocalizations per second. When talking to dogs, the humans slowed their speech to around three syllables per second. EEG signals of humans and canines showed that dogs' neural responses to speech are focused on delta rhythms, while human responses to speech are focused on faster theta rhythms. The authors suggest that humans and dogs have different vocal processing systems, and that slowing down our speech when speaking to pets may have ultimately helped us better connect with them.

The authors add, "What's further interesting, is that while dogs use slow rhythm to process speech and contrary to popular beliefs, they need both content and prosody to successfully comprehend it."
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A tool to enhance the taste and texture of sourdough and study the complexity of microbiomes | ScienceDaily
When millions of people went into lockdown during the pandemic, they went in search of new at-home hobbies to help cure their boredom. Among them was making sourdough bread. In addition to being sustainable for its use of natural ingredients and traditional methods which date back thousands of years to ancient Egypt, it also is valued for its nutritional benefits. For example, studies have shown that sourdough contains more vitamins, minerals and antioxidants compared to many other types of bread. For people with mild sensitivities to gluten, sourdough bread can be easier to digest since much of the gluten is broken down during the fermentation process. What's more, many lactic acid bacteria species, which are foundational to sourdough, are considered probiotics, associated with improved gastrointestinal health.


						
A Flavor Profile Years in the Making

The process of making sourdough bread begins with a sourdough starter. These starters are created when microbes -- communities of bacteria and yeast -- stabilize in a flour and water mixture. Known as a microbiome, this community of wild yeast and bacteria is what makes sourdough bread rise and contributes to its taste and texture. Sourdough notably differs from most bread because it relies on this starter of wild microbes to help it rise instead of baker's yeast packets.

Many sourdough starters are preserved over generations, with some samples dating back thousands of years. To maintain a sourdough starter, you extract a sample from a previous dough and mix it into new flour and water. With enough transfers of the sourdough starter, the microbial community will be composed of the yeast, lactic acid bacteria (LAB), and acetic acid bacteria (AAB) that are best adapted to the sourdough environment. What makes different sourdough starters unique are the varying strains of yeast and bacteria that produce the distinctive sour flavor.

Testing Genetic Diversity

Advances in sequencing technology have enabled researchers to rapidly profile microbial communities, such as the sourdough microbiome. At Syracuse University, members of biology professor Angela Oliverio's lab have been studying acetic acid bacteria to determine how genetic diversity of AAB impacts sourdough communities.

While previous research has focused more on lactic acid bacteria and yeast, the ecology, genomic diversity, and functional contributions of AAB in sourdough remain largely unknown. Beryl Rappaport, a Ph.D. student in Oliverio's group, recently led a paper published in mSystems, a journal of the American Society for Microbiology, where she and other sourdough scientists, including Oliverio, Nimshika Senewiratne from the Oliverio lab, SU biology professor Sarah Lucas, and professor Ben Wolfe from Tufts University, sequenced 29 AAB genomes from a collection of over 500 sourdough starters and constructed synthetic starter communities in the lab to define the ways in which AAB shape emergent properties of sourdough. The team's work was supported by a National Science Foundation grant awarded to Oliverio earlier this year.




"While not as common in sourdough as lactic acid bacteria, acetic acid bacteria are better known for their dominant roles in other fermented foods like vinegar and kombucha," says Rappaport. "For this study, we were interested in following up on previous findings which stated that when present in sourdough, AAB seems to have a strong impact on key properties including scent profile and metabolite production, which shape overall flavor formation."

To assess the consequences of AAB on the emergent function of sourdough starter microbiomes, their team tested 10 strains of AAB, some distantly related and some very closely related. They set up manipulative experiments with these 10 strains, adding each one to a community of yeast and LAB. They kept a separate community of just yeast and LAB to serve as the control.

"Since we can manipulate what microbes and what concentrations of microbes go into these synthetic sourdough communities, we could see the direct effects of adding each strain of AAB to sourdough," says Rappaport. "As we expected, every strain of AAB lowered the pH of the synthetic sourdough (associated with increasing sourness) since they release acetic acid and other acids as byproducts of their metabolic processes. Unexpectedly, however, AAB that were more closely related did not release more similar compounds. In fact, there was high variation in metabolites, many related to flavor formation, even between strains of the same species."

According to Rappaport, strain diversity is often overlooked in microbial communities, in part because it is difficult to identify and manipulate levels of diversity due to the vastness of microorganisms within a given community. The human gut biome alone can have roughly 100 trillion bacteria living in it! By zooming into the diversity among closer relatives in the lab, researchers can start to understand key interactions in microbiomes.

A New Starter Source

When it comes to baking, she says their findings offer bread makers a new direction to shape sourdough flavor and texture.




"Since AAB reliably acidified the starters we worked with and released a large variety of flavor compounds, bakers who want their sourdough to be more sour or to create new flavors may try sourcing a starter with AAB or attempt to capture AAB themselves," says Rappaport. "We hope that this study helps to shine a light on the diversity of microbes found in sourdough and their important functional roles."

Their research could also have implications on the health benefits of sourdough bread.

During the fermentation process, AAB generates acetic acid, which significantly aids in breaking down gluten and complex carbohydrates, enhancing the digestibility of sourdough. By examining the genetic diversity of AAB and its influence on acetic acid production, researchers can develop strains that optimize this process.

The Broader Impact

The team uses sourdough primarily for its use as a model system because the sourdough microbiome is relatively simple to culture and use for repeated experiments in the lab. But their results stretch far beyond baking.

"Our findings will be relevant to people interested in more complex microbial communities, like the human gut or soil," says Rappaport. This is because the sourdough system can be used to ask questions about ecology and evolution which would be more difficult to ask with more complex systems.

When it comes to the human gut, microbial communities can help build resilience to infections and improve efficiency in breaking down complex carbohydrates, fiber, proteins and fats. In the case of soil, microbes help to break down organic matter and maintain overall soil ecosystem stability. There are many unknowns, however, about how multiple levels of genetic diversity impact these processes.

By recognizing how strain diversity can have community-wide consequences on a microbiome, the team's insights could have wide-ranging benefits for human health, wellness and environmental sustainability.
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Structure of a eukaryotic CRISPR-Cas homolog, Fanzor2, shows its promise for gene editing | ScienceDaily
A revolution in biomedicine is currently underway, driven by the application of genome engineering tools such as the prokaryotic CRISPR-Cas9. New genome editing systems continue to be identified in different organisms, adding to the potential toolbox for various therapeutic applications. Scientists at St. Jude Children's Research Hospital studied the evolutionary journey of Fanzors, eukaryotic genome-editing proteins. Using cryo-electron microscopy (cryo-EM), the researchers provided insights into the structural divergence of Fanzor2 from other RNA-guided nucleases, proposing a framework for future protein engineering endeavors. The findings were published today in Nature Structural & Molecular Biology.


						
CRISPR-Cas9, the genome-editing approach that won the Nobel Prize in Chemistry in 2020, was adapted from a naturally occurring genome editing system bacteria use as a defense mechanism. CRISPR-Cas systems may have originated from transposons, DNA elements that move from one genomic location to another. Recently, a large and ancient transposon-associated protein family found in bacteria, called TnpB, was discovered to be a functional predecessor to multiple CRISPR-Cas9 and -Cas12 subtypes, providing an evolutionary bridge between the two processes. The Fanzor protein family, comprised of Fanzor1 and Fanzor2, are homologs of TnpB found in eukaryotes and eukaryotic viruses.

Elizabeth Kellogg, PhD, St. Jude Department of Structural Biology, studied the structure of Fanzor2 to chart how these systems have evolved, offering key insights to inform future approaches to genome engineering technology.

Fanzor potential lies in its structure-function relationship

"Since it was discovered that TnpBs are also RNA-guided nucleases, much like CRISPR-Cas9, we've become very interested in their diversity," explained Kellogg. "They have a huge variety in terms of their architecture, shapes and the RNAs that are associated with them. We are just now uncovering all sorts of biological roles for TnpBs."

One key factor that makes TnpBs and Fanzors so exciting is their relative size -- they are significantly smaller than their Cas9 and Cas12 relations. In terms of genome engineering, minimizing the size of the protein offers more functionality. Through cryo-EM structures of Fanzor2 associating with its native RNA guide and DNA target, Kellogg pieced together the relationship between structure and function in RNA-guided nucleases. The work also revealed that RNA's role in helping to structure the active site of Fanzor2 differs from other classes, suggesting the RNA and protein co-evolved on a separate evolutionary branch from the Cas12 family of CRISPR nucleases.

"The protein was pretty minimal, but the structure suggests there's way more malleability in terms of how they function with their RNAs," Kellogg said. "It hints that we could reduce its size further, but there's a lot more to be done to understand that."

Kellogg hopes this structure will be the launchpad for novel approaches to engineering the next generation of RNA-guided nucleases. Moreover, considering the diversity of the family, it is clear that with knowledge comes power. "The structural diversity of these complexes is just something that we have no understanding of at all," she emphasized. "That's where I think it's important, not only for understanding the functional constraints that make something an RNA-guided nuclease, but also how you understand those principles and harness them in engineering. That's what I'm interested in."




Authors and funding

The study's first authors are Richard Schargel, Cornell University; and Zuhaib Qayyum and Ajay Singh Tanwar, St. Jude. The study's other author is Ravi Kalathur, St. Jude.

The study was supported by grants from the National Institutes of Health (R01GM144566), Pew Biomedical Foundation, the National Science Foundation Graduate Research Fellowship Program and ALSAC, the fundraising and awareness organization of St. Jude.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241001132939.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



It all adds up: Study finds forever chemicals are more toxic as mixtures | ScienceDaily
A first-of-its-kind study has measured the toxicity of several types of per- and polyfluoroalkyl substances (PFAS), better known as "forever chemicals," when mixed together in the environment and in the human body.


						
The good news: Most of the tested chemicals' individual cytotoxicity and neurotoxicity levels were relatively low.

The bad news: the chemicals acted together to make the entire mixture toxic.

"Though they are structurally similar, not all forever chemicals are made equal -- some are more potent, others less. When mixed, all components contributed to the mixture's cytotoxicity and neurotoxicity," says the study's first-author, Karla Rios-Bonilla, a chemistry PhD student at the University at Buffalo.

"In the laboratory assays we used in this study, most of the types of PFAS that we tested did not appear to be very toxic when measured individually. However, when you measure an entire sample with multiple PFAS, you see the toxicity," adds study co-author Diana Aga, PhD, director of the RENEW Institute, SUNY Distinguished Professor and Henry M. Woodburn Chair in the UB Department of Chemistry.

This research was conducted in collaboration with Beate Escher of the Helmholtz Centre for Environmental Research (UFZ), Leipzig, Germany, where Rios-Bonilla did the in vitro toxicity experiments in the high-throughput screening facility CITEPro. It was published Sept. 11 in Environmental Science and Technology, a journal of the American Chemical Society.

The study is novel in that it assesses mixture toxicity of PFAS. These synthetic compounds have been widely used in consumer products -- from nonstick pans to makeup -- for decades, and they can take hundreds to thousands of years to break down, if ever. They are estimated to be in at least 45% of the nation's drinking water and in the blood of practically every American, and they have been linked to cancer and neurodevelopmental disorders.




Earlier this year, U.S. Environmental Protection Agency (EPA) issued the first-ever drinking water standards for six kinds of PFAS. However, it is estimated that there are over 15,000 varieties present in the environment. Only a handful of these chemicals have standards and are regulated.

"There are six PFAS that can be regulated because we know a lot about them and their toxicity. Unfortunately, we cannot regulate other forms of PFAS until their toxicities are known," says Aga, who is principal investigator of the EPA STAR grant that funded the research. "We need to set maximum contamination levels for each PFAS that is proportional to their toxicity. To regulate contaminants, it is crucial to know their relative potencies when they occur as mixtures in the environment along with their predicted environmental concentrations."

Other co-authors from UB are G. Ekin Atilla-Gokcumen, PhD, Dr. Marjorie E. Winkler Distinguished Professor and associate chair in the Department of Chemistry, and Judith Cristobal, PhD, senior research scientist.

Rios-Bonilla is also supported by a graduate fellowship from the National Institute of Environmental Health Sciences (NIEHS) of the National Institutes of Health (NIH).

PFOA and PFOS are major contributors to mixture toxicity 

To conduct the study, researchers created their own PFAS mixtures, one that is representative of an average American's blood serum, and the other of surface water samples found in the U.S. Rios-Bonilla used data from the U.S. Centers for Disease Control and Prevention and from the U.S. Geological Survey to determine the average concentration ratios of PFAS in human blood and in surface water, respectively.




They then tested these mixtures' effects on two cell lines; one that tests for mitochondrial toxicity and oxidative stress and the other for neurotoxicity.

Of the 12 PFAS spiked in the water mixture, perfluorooctanoic acid (PFOA) -- commonly used in nonstick pans and firefighting foam -- was the most cytotoxic, making up to 42% of the mixture's cytotoxicity.

On the other hand, both PFOA and perfluorooctane sulfonic acid (PFOS) contributed roughly the same cytotoxicity (25%) to the neurotoxicity assay, despite both contributing only 10 and 15% to the mixture in terms of concentration, respectively.

The blood mixture had four PFAS present, but PFOA again was the most cytotoxic to both cell lines. Despite its molar contribution being only 29%, PFOA triggered 68% of the cytotoxicity in the cytotoxicity assay, and 38% in neurotoxicity assay.

Interestingly, when researchers analyzed the toxicity of the extracts from real biosolid samples collected from a municipal wastewater treatment plant, very high toxicities were observed despite the measured low concentrations of PFOA and other PFAS in the sample.

"This means that there are many more PFAS and other chemicals in the biosolids, which have not been identified, that contribute to the toxicity of the extracts observed," Aga says.

Synergistically versus additive

One of researchers' goals was to determine if PFAS acts synergistically. This is when two or more chemicals' combined effect is greater than the sum effect of the individual chemicals. However, their findings indicate that the effect of PFAS is concentration-additive: this means that an established mixture toxicity prediction model can be used to predict the combined effect of mixtures.

"As up to 12 PFAS in the mixtures acted concentration-additive for cytotoxicity and specific neurotoxicity, it is likely that the thousands of other PFAS that are in commerce and use are also acting in the same manner," Escher says. "Mixtures pose more of a risk than individual PFAS. As they act and occur in mixtures, they ought to be regulated as mixtures."

Researchers say the results of this study will also be very useful in assessing effectiveness of remediation efforts. Breaking down PFAS can sometimes create harmful byproducts that cannot be detected by chemical analysis, so measuring the toxicity of a sample after treatment may be the only way to judge whether a remediation technology is effective.

"Toxicity assays can be a complementary tool when analytical chemistry doesn't give you all the answers, especially when the identities of contaminants in the mixture are unknown, which is the case in many polluted sites," Aga says.
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Climate scientists express their views on possible future climate scenarios in a new study | ScienceDaily
A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2degC.


						
The study was published in the Nature journal Communications Earth & Environment. It also shows that two-thirds of respondents -- all of them authors on the Intergovernmental Panel on Climate Change (IPCC) -- believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris temperature goal.

A majority also acknowledged the potential for atmospheric CO2 removal, with a median response indicating a belief that the technology could remove up to five gigatons of carbon dioxide (GtCO2) a year by 2050. That is at the lower end of the range believed to be necessary to meet the Paris targets.

"We wanted to survey some of the top climate experts in the world to get some insight into their perceptions of different future climate outcomes," says the paper's lead author, Seth Wynes, a former postdoctoral fellow at Concordia, now an assistant professor at the University of Waterloo.

"These scientists also engage in important climate change communication, so their optimism or pessimism can affect how decision-makers are receiving messages about climate change."

More is needed to avert catastrophe

The 211 respondents to the survey were generally pessimistic about reaching the Paris targets given current policies, with 86 per cent estimating warming above 2degC by 2100. The median estimate was 2.7degC, which is expected to have catastrophic consequences for the planet.




Co-author Damon Matthews, a professor in the Department of Geography, Planning and Environment, notes that this does not mean that level of warming is inevitable.

"These responses are not a prediction of future warming, but rather a gauge of what the scientific community believes. The answers are surprisingly consistent with previous estimates of what would happen if our current climate policies continued without any increase in ambition, which range from about 2.5 to 3degC."

Along with questions about the likelihood of future climate outcomes, the respondents were also asked to estimate their peers' responses to the same questions.

"There was a strong correlation between what people believe and what they sense their peers believe," Wynes says. "They had a bias to see their beliefs as representative of the larger group. This can indicate an overconfidence in their own beliefs, so we think this is a good opportunity for them to reevaluate what their peers actually believe."

Working with data, not policy

An IPCC author himself, Matthews admits that scientists' views on possible climate scenarios are valuable, but other perspectives on the issues around climate change are necessary if we hope to slow it.

"Climate scientists certainly have expertise in climate systems and energy transitions, but it will be policy implementation and societal change that actually determine how quickly emissions drop," he says.

"Ultimately, the decision as to what we do and how we respond to the climate challenge is up to policymakers and the public that they represent, and I think the full range of outcomes is still very much on the table."
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Using antimatter to detect nuclear radiation | ScienceDaily
Nuclear fission reactors act as a key power source for many parts of the world and worldwide power capacity is expected to nearly double by 2050. One issue, however, is the difficulty of discerning whether a nuclear reactor is being used to also create material for nuclear weapons. Capturing and analyzing antimatter particles has shown promise for monitoring what specific reactor operations are occurring, even from hundreds of miles away.


						
In AIP Advances, byAIP Publishing, researchers from the University of Sheffield and the University of Hawaii developed a detector that senses and analyzes antineutrinos emitted by nuclear reactors. The detector designed by Wilson et al. senses antineutrinos and can characterize their energy profiles from miles away as a way of monitoring activity at nuclear reactors.

"In this paper, we test a detector design that could be used to measure the energy of particle emission of nuclear fission reactors at large distances," said author Stephen Wilson. "This information could tell us not only whether a reactor exists and about its operational cycle, but also how far away the reactor is."

Neutrinos are chargeless elementary particles that have a mass of nearly zero, and antineutrinos are their antimatter counterpart, most often created during nuclear reactions. Capturing these antiparticles and analyzing their energy levels provides information on anything from operational cycle to specific isotopes in spent fuel.

The group's detector design exploits Cherenkov radiation, a phenomenon in which radiation is emitted when charged particles moving faster than light pass through a particular medium, akin to sonic booms when crossing the sound barrier. This is also responsible for nuclear reactors' eerie blue glow and has been used to detect neutrinos in astrophysics laboratories.

The researchers proposed to assemble their device in northeast England and detect antineutrinos from reactors from all over the U.K. as well as in northern France.

One issue, however, is that antineutrinos from the upper atmosphere and space can muddle the signal, especially as very distant reactors yield exceeding small signals -- sometimes on the order of a single antineutrino per day.

To account for this, the group proposed to place their detector in a mine more than 1 kilometer underground.

"Discriminating between these particles is also a significant analysis challenge, and being able to measure an energy spectrum can take an impractically long time," Wilson said. "In many ways, what surprised me most is that this is not actually impossible."

Wilson hopes the detector stimulates more discussion in how to use antineutrinos to monitor reactors, including measuring the antineutrino spectrum of spent nuclear fuel or developing smaller detectors for use closer to reactors.
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Sustainably produced covalent organic frameworks for efficient carbon dioxide capture | ScienceDaily
An international research team headed by Heinrich Heine University Dusseldorf (HHU) and the University of Siegen has synthesised a new compound, which forms a so-called covalent organic framework. The compound, which is based on condensed phosphonic acids, is stable and can for example be used to capture carbon dioxide (CO2), as the researchers describe in the scientific journal Nature Communications.


						
Covalent organic frameworks (for short: COFs) are a class of porous crystalline materials, which form scaffold-like structures. The term "covalent" denotes that chemical bonds between the individual building blocks of the framework are formed via shared electron pairs.

A research team headed by Dr Gundog Yucesan, Heisenberg Junior Research Group Leader at the Section for Nanoporous and Nanoscale Materials at HHU and Professor Dr Jorn Schmedt auf der Gunne, leader of the Inorganic Materials Chemistry group at the University of Siegen, now presents a simple approach to this family of frameworks, the members of which are particularly stable and promise great application potential. Researchers from Berlin, Bremen, Saarbrucken, Turkey and the United Kingdom were also involved in the study, which has now been published in Nature Communications.

The class of polyphosphonate covalent organic frameworks is characterised by phosphorus-oxygen-phosphorus bonds, which comprise simple organic phosphonic acid building blocks and -- almost like Lego bricks -- can be joined together by heating them to temperatures of just approx. 200 degrees Celsius.

Dr Yucesan: "The special property of these COFs is that, despite the mild synthesis conditions, they exhibit good water and water vapour stability, meaning that -- by contrast with compounds developed to date -- they can be used in water and electrolytes."

A further milestone was the development of a sustainable synthesis route. Yucesan: "For the first time, a solid-state synthesis process has been developed for COFs, which can be realised completely without solvents. This method enables low-cost, scalable production from kilogrammes to tonnes, making it more cost-effective compared with other microporous materials.

One challenge for the researchers was that the compounds did not crystallise well and are amorphous. They succeeded in finding evidence for the bonds by means of nuclear magnetic resonance. Professor Schmedt auf der Gunne: "If we had not been able to use the common states of neighbouring phosphorus atom nuclei, the bonding structure of the substance would have remained in the dark and the properties would not have been understood."

Polyphosphonates of this type have great application potential. The framework structures can capture the harmful greenhouse gas CO2. A slight change in pressure can release it again. "Such substances are needed for waste gas cleaning and to prevent greenhouse gas emissions," the authors of the study note.
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Inadequate compensation for lost or downgraded protected areas threatens global biodiversity | ScienceDaily
Conservation scientists at the National University of Singapore (NUS) have highlighted substantial gaps in the compensation for lost or downgraded protected areas. These gaps risk undermining global efforts for the protection of biodiversity and threaten the Kunming-Montreal Global Biodiversity Framework targets, which aim to conserve 30% of the planet by 2030.


						
The importance of protected areas

Protected areas play a crucial role in conserving biodiversity, mitigating climate change, and providing essential ecosystem services. These areas are intended for permanent protection, but since the 1900s, many protected areas have suffered downgrading, downsizing, and degazettement (PADDD) events, which expose previously protected species and ecosystems to extinction risks. Despite efforts to implement PADDD offsets and establish new protected areas, these measures often fail to fully restore lost biodiversity protection that PADDD events caused.

Research findings on PADDD compensation

The study, led by Associate Professor Roman CARRASCO from the NUS Department of Biological Sciences (NUS DBS) and Ms YAN Yanyun, who conducted the research as a Research Assistant at NUS DBS, reveals a critical shortfall in efforts to compensate for lost or downgraded protected areas via PADDD. The research team used global biodiversity data and spatial modelling to evaluate whether offsets for PADDD events, and newly established, unrelated protected areas effectively restored the integrity of the reserve networks.

The findings have been published in the journal Conservation Biology on 25 September 2024.

Assoc Prof Carrasco said, "Our results demonstrate that the loss of protected areas is not sufficiently compensated by either dedicated offsets or the creation of new protected areas. While there appears to be partial recovery in terms of area, the quality of restoration across biodiversity metrics such as for birds, mammals, amphibians and reptiles remains insufficient."

Methodology and key insights




The study examined 16 territories (including Alaska, Australia, Bhutan, Brazil, Cambodia, Canada, Colombia, Ecuador, French Guiana, Hawaii, Mexico, Peru, South Africa, Uganda, the United Kingdom, and the United States) that experienced terrestrial PADDD events and four marine territories (including Australia, Palau, South Africa, and the United States) affected by PADDD events from 2011 to 2020. The evaluation encompassed compensation metrics such as the size of PADDD offsets, the establishment of new protected areas, and the extent of protection restored in Key Biodiversity Areas, ecoregions, and the ranges of threatened species.

Findings indicated that PADDD offsets were implemented in only 19 per cent of affected terrestrial territories and 25% of marine territories. Considering both PADDD offsets and new protected areas, the restoration of the protection was partial: 63 per cent of PADDD affected terrestrial territories have their lost area compensated, and 57% of these territories have had their Key Biodiversity Areas coverage restored. Restoration based on territories was even lower for ecoregions representation and threatened species, with only 38 per cent in ecoregions, 20 per cent in amphibians, 33 per cent in mammals, 31 per cent in birds, and 21 per cent in reptiles regaining adequate protection.

Urgent need for strategic conservation

Ms Yan said, "There is an urgent need to expand PADDD offsets and new protected areas to ensure biodiversity losses are recovered. This will allow us to meet the 30x30 target set by the Kunming-Montreal Global Biodiversity Framework with a focus on quality, not just quantity of area covered."

"The results indicate that we are losing high quality protected areas that were critical to conserve numerous species, and we are not providing alternative protections. This leads to a degradation of protection, leaving vulnerable species increasingly exposed," added Assoc Prof Carrasco.

The findings underscore the largely detrimental role of PADDD events and highlight the need for a more strategic approach in maintaining and designing protected area networks. To safeguard global biodiversity, it is important to focus on restoring the quality of protection alongside expanding the quantity of protected areas.
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Cool roofs could have saved lives during London's hottest summer, say researchers | ScienceDaily
As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study by researchers at UCL and the University of Exeter.


						
The paper, published in Nature Cities, analysed the cooling effect that roofs painted white or other reflective colours would have on London's ambient temperature between June and August 2018, the city's hottest summer. From June through August, the average temperature around London was 19.2 degrees C, about 1.6 degrees warmer than average for that time of year.

Urban environments tend to absorb a lot of heat and are usually a few degrees warmer than the surrounding region, an effect known as the 'urban heat island'. Painting roofs white or reflective colours would absorb less radiant energy from the Sun than traditional dark roofs, effectively cooling the city.

The researchers found that had cool, light-coloured roofs been widely installed throughout London, it could have cooled the city by about 0.8 degrees C on average, preventing the heat-related deaths of an estimated 249 people -- equating to around 32% of the 786 heat-related deaths during that period.

In the same paper, the researchers also found that had rooftop photovoltaic solar panels been similarly widely adopted, they would also have cooled the city by about 0.3 degrees C. This would have prevented the deaths of an estimated 96 people across the city, or 12% of the heat-related deaths during that summer.

The researchers used a complex 3D computer model to simulate the outcomes of different urban environments. They calculated what the average urban temperatures were during the hot 2018 summer (cross-checking it against actual measurements from the time) and then compared the temperature differences if all roofs in London were given a reflective coating, if all roofs were covered in rooftop solar panels and what the temperature of a hypothetical non-urbanised London would be.

The team also estimated the economic impact of the increased mortality rates of the two scenarios. The 96 lives saved by the adoption of rooftop solar panels would have reduced the economic burden on the city by about PS237 million, while the 249 lives saved by adopting cool roofs would have reduced the city's economic burden by about PS615 million.




In addition, had rooftop solar panels been widely installed, the researchers estimate that the total electricity that could have been produced during that three-month timeframe would have been as much as 20 terawatt-hour (TWh), more than half the energy usage of London during the entire year of 2018.

Lead author, Dr Charles Simpson (UCL Bartlett School Environment, Energy & Resources) said: "If widely adopted, cool roofs can significantly reduce the ground-level air temperature of a city. The resulting cooling effect across the city would save lives and improve the quality of life for residents throughout the urban area. Solar panels have great benefits as a source of renewable power, so it's good to see they won't make the city hotter."

Combating urban heat is growing in importance as the world continues to warm because of climate change. Though unusual at the time, hot summers like the one in 2018 are projected to occur more frequently because of the warming climate. In addition, the UK is particularly vulnerable to the effect as an estimated 83% of the country's population lives in urban areas.

Dr Simpson added: "As the effects of climate change manifest more and more, people living in cities will need to find new ways to adapt. Our research shows that cool roofs could be an effective way to mitigate the heat-trapping effects of urban environments."

Co-author Professor Tim Taylor of the University of Exeter said: "The need for our cities to adapt to climate change is clear. Changing our roof spaces offers one potential solution. We need to encourage action like this, to reduce the burden of excess heat on people living in urban areas and capture potential co-benefits, including energy generation."

Recent preliminary research by members of the team found that during the three hottest days of 2018, wide adoption of cool roofs would have lowered the city's average temperature by about 1.2 degrees C, while rooftop solar panels would have lowered the average temperature by about 0.3 degrees C. This new research extends those modelling efforts throughout the whole summer of 2018, the hottest on record for London.

The research developed as part of the HEROIC: Health and Economic impacts of Reducing Overheating in Cities project based at UCL and Exeter, and supported by Wellcome Trust and NERC.
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Siloxane nanoparticles unlock precise organ targeting for mRNA therapy | ScienceDaily
Penn Engineers have discovered a novel means of directing lipid nanoparticles (LNPs), the revolutionary molecules that delivered the COVID-19 vaccines, to target specific tissues, presaging a new era in personalized medicine and gene therapy.


						
While past research -- including at Penn Engineering -- has screened "libraries" of LNPs to find specific variants that target organs like the lungs, this approach is akin to trial and error. "We've never understood how the structure of one key component of the LNP, the ionizable lipid, determines the ultimate destination of LNPs to organs beyond the liver," says Michael J. Mitchell, Associate Professor in Bioengineering.

In a new paper published in Nature Nanotechnology, Mitchell's group describes how subtle adjustments to the chemical structure of the ionizable lipid, a key component of the LNP, allows for tissue-specific delivery, in particular to the liver, lungs and spleen.

The researchers' key insight was to incorporate siloxane composites, a class of silicon- and oxygen-based compounds already used in medical devices, cosmetics and drug delivery, into the ionizable lipids that give LNPs their name.

Much like silicon housewares, which are known for being durable and easy to sanitize, siloxane composites have been shown in prior research to have high stability and low toxicity. "We sought to explore if these attributes could be exploited to engineer highly stable and minimally toxic LNPs for mRNA delivery," the researchers report in the paper.

By carefully testing hundreds of variants of the newly christened siloxane-incorporating lipid nanoparticles (SiLNPs), the researchers determined which chemical features had an effect on mRNA delivery. "Identifying their in vivo delivery was a huge challenge," says Lulu Xue, a postdoctoral fellow in the Mitchell Lab and one of the paper's co-first authors.

At first, the researchers used the SiLNP variants to deliver mRNA encoding for firefly luciferase, the gene that causes fireflies to glow, to cancerous liver cells in an animal model, as a proxy for using SiLNPs to treat liver cancer. Wherever cells started to glow, the researchers could be confident that SiLNPs had transferred their mRNA payload to cells.




When glowing cells also appeared in the animal models' lungs, the researchers realized that certain SiLNPs variants were guiding the molecules outside the liver -- the holy grail of LNP research, since LNPs tend to congregate in the liver, due to that organ's convoluted network of blood vessels.

Among the changes the group identified that adjusted the trajectory of the SiLNPs were adjustments as small as substituting one chemical group for another -- an amide for an ester, in this case -- which led to a 90% success rate in delivering mRNA to lung tissue in the animal model.

"We just changed the structure of the lipids," says Xue, "but this small change in the lipid chemistry substantially increased extrahepatic delivery."

The group also determined that a wide variety of chemical factors affected the SiLNPs' overall efficacy, including the number of silicon groups in the lipids, the length of the lipids' tails and the structure of the lipids themselves.

In addition, the SiLNPs had a marked affinity for endothelial cells; since blood vessels are made of endothelial cells, SiLNPs may have clinical applications in regenerative medicine that targets damaged blood vessels, in particular in the lungs. Indeed, the researchers found that SiLNPs delivering substances that promote new blood vessel growth dramatically improved blood oxygen levels and lung function in animal models suffering from a viral infection that damaged their lungs' blood vessels.

The researchers theorized that one reason for SiLNPs' effectiveness could be that silicon atoms are larger than carbon atoms. Because the atoms are less tightly packed, when SiLNPs fuse with target cell membranes, the former likely increases the fluidity of the latter. That extra flexibility in turn helps the mRNA carried by SiLNPs enter the target cell, so the mRNA can be used to produce proteins more readily. As the SiLNPs travel through the bloodstream, proteins that attach to their surface also help guide them to the right tissue.




Ultimately, the SiLNPs showed up to a sixfold improvement in delivering mRNA compared to the current gold-standard LNP varieties, suggesting that the unique properties of the siloxane composites have a pronounced effect on the molecules' clinical potential. "These SiLNPs show promise for protein replacement therapies, regenerative medicine and CRISPR-Cas-based gene editing," says Xue.

"We hope that this paper can lead to new clinical applications for lipid nanoparticles by showing how simple alterations to their chemical structure can enable highly specific mRNA delivery to the organ of interest," adds Mitchell.

This study was conducted at the University of Pennsylvania's School of Engineering and Applied Science (Penn Engineering), School of Veterinary Medicine (PennVet), Perelman School of Medicine (Penn Medicine); the University of Electronic Science and Technology of China; the University of Delaware; and Temple University and was supported by a U.S. National Institutes of Health (NIH) Director's New Innovator Award (DP2 TR002776), a Burroughs Wellcome Fund Career Award at the Scientific Interface (CASI), a U.S. National Science Foundation CAREER Award (CBET-2145491), an American Cancer Society Research Scholar Grant (RSG-22-122-01-ET), and the National Institutes of Health (NICHD R01 HD115877).

Additional co-authors include Ningqiang Gong (co-first author), Xuexiang Han, Sarah J. Shepherd, Rohan Palanki, Junchao Xu, Kelsey L. Swingle, Rakan El-Mayta, Il-Chul Yoon and Jingchen Xu of Penn Engineering; Gan Zhao (co-first author), Zebin Xiao and Andrew E. Vaughan, of PennVet; Vivek Chowdhary, Mohamad-Gabriel Alameh, Claude Warzecha, Lili Wang, James M. Wilson and Drew Weissman of Penn Medicine; Xinhong Xong and Jiaxi Cui of the University of Electronic Science and Technology of China; Darrin J. Pochan of the University of Delaware; and Karin Wang of Temple University.
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Scientists take a major step in understanding how to stop the transmission of malaria | ScienceDaily
A team of scientists at the University of Nottingham, have uncovered how the parasite that causes malaria orchestrates their cell division -- which is key in enabling the parasite to transmit this deadly disease.


						
In a new paper, published in PLOS Biology, a team of scientists at the university, along with collaborators across the globe, show how they have uncovered key regulators of how malaria parasites manage their cell division.

Malaria is a major public health issue in many developing parts of the world. It is transmitted by female mosquitoes which ingest the parasites when they bite. Malaria was responsible for approximately 608,000 deaths in 2022 (WHO) and is caused by a single-celled parasite termed Plasmodium, that invades the liver and red blood cells.

This new research is led by Professor Rita Tewari from the School of Life Sciences at the university and Professor Mathieu Brochet at the University of Geneva. It aims to unravel the atypical mode of multiplication of the malaria parasite with particular focus on the developmental stages of the parasite within the mosquito in the hope of finding new therapeutic targets.

Professor Tewari said: "It is clear by looking at COVID-19, that controlling the transmission of parasites is equally crucial in addition to controlling the disease. Hence, to have fundamental knowledge of how the parasite succeeds to divide within the mosquito and what switches it uses will help to design intervention targets.

"One of the unusual cell divisions is seen in male sex cell formation. Recently, Professor Tewari's team of researchers have focused on some proteins called kinases. Kinases are a family of proteins which contribute to the control of nearly all cellular processes and have already become major drug targets in the fight against cancer and other diseases. However, studies on these kinases and how they are involved in cell division in Plasmodium species are scarce."

The group have recently characterised two kinases: ARK2 and NEK1, which they have published details of how they contribute to parasite multiplication especially during transmission stages within mosquitoes.

Professor Tewari adds: "Kinases are the best drug targets and their role in parasite transmission is important to unravel. The two studies here are a step in that direction."

The previous study detailing more on this discovery can be found in Nature Communications.

The scientists involved in this study were Mohammad Zeeshan and Sarah Pashley from Professor's Tewari's lab at Nottingham. The First author on the paper Zeeshan said: "NEK1 is a functional protein that plays a crucial role in different stages of Plasmodium development. Our study reveals that the depletion of NEK1 protein from Plasmodium arrests its cell division and sexual development. This indicates that NEK1 could be a potential drug target, not only to stop the malaria disease but also its transmission."
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High costs slow widespread use of heat pumps, study shows | ScienceDaily
There has been a little to no reduction in the average installation cost of the green heating systems over the past decade in the UK, a study shows.


						
Although projections suggest a reduction of 20 to 25 per cent in installation costs by 2030, this falls significantly short of the targets set by UK policymakers, researchers say.

Domestic heat pumps currently play a marginal role in heating UK homes, experts say. The number of installations is growing, but remains low compared with traditional, fossil fuel-based heating systems.

Researchers say the findings highlight the need for policy aspirations to be based on realistic assessments of likely cost reductions, and to develop incentives that can address the relatively high upfront costs of some low carbon technologies.

As well as decarbonising home heating, advocates for heat pumps say they offer energy security and efficiency benefits, and can offer lower and more stable energy bills.

Researchers at the University of Edinburgh and Imperial College London used systematic evidence review techniques to analyse historic and forecast data for the installation costs of domestic heat pumps.

They included the different factors that can affect heat pump cost data such as the type of home, technology design and the wider heating system.




They also assessed equipment and non-equipment costs, and the factors affecting them such as international manufacturing supply chains and local labour markets.

They found there has been no significant reduction in the average installed cost of heat pumps over the past decade in the UK, while modest cost reductions were seen internationally.

However, there are prospects for reduced installed costs in the UK, they said. UK forecasts suggest a reduction in total installed costs by 2030 of around 20-25 per cent, with the anticipated savings higher for non-equipment costs -- through more efficient installations, for example -- than for equipment costs.

However, while there are prospects for reductions in installation costs, these reductions are unlikely to be on a scale and pace to match UK policy targets, the researchers say.

Dr Mark Winskel, of the University of Edinburgh's School of Social and Political Science, said: "While there is a growing policy consensus that heat pumps will pay a key role in decarbonising home heating, there are some stubborn economic challenges. Our research suggests the need for realistic expectations about heat pump installed cost reductions, and also, introducing targeted support measures to reflect their competitive running costs and wider benefits."

The study is published in the Journal Applied Energy. The research was undertaken as part of the UK Energy Research Centre research programme, funded by the UK Research and Innovation's Energy and Decarbonisation theme.
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Different adaptation strategies to saline soils identified in neighboring populations of the same plant species | ScienceDaily
Researchers from the Universitat Autonoma de Barcelona (UAB) have identified two divergent adaptive responses to soil salinity in populations of the same wild species found in the Catalonia's coastal area, the Brassica fruticulosa, and have pinpointed the genes involved. The study will help to investigate the ways to improve resilience in agricultural species of the same plant family, such as rapeseed and mustard, in the face of a globally relevant stressor as is soil salinization.


						
The study was recently published in Proceedings of the National Academy of Sciences (PNAS) and is signed by researchers Silvia Busoms, Gloria Escola and Charlotte Poschenrieder from the UAB Plant Physiology Lab, in collaboration with researchers from the University of Nottingham (UK), the Max Planck Institute for Biology (Germany), and Charles University in Prague (Czech Republic).

Over the past few years, UAB researchers have worked in close collaboration with members of the University of Nottingham to develop a study model along the Catalan coast to understand the interaction between environmental factors such as salinity and the adaptation of wild populations of the Brassicaceae family. They developed several studies focused on populations of Arabidopsis thaliana, a model organism for biological research, but in this case, they focused on Brassica fruticulosa, a species genetically and morphologically closer to cultivated brassicas such as rapeseed (Brassica napus) and mustard (Sinapis alba).

This research has allowed them to demonstrate that in Catalonia coastal populations of B. fruticulosa use two different strategies to tolerate soil salinity: those from the north (Cap de Creus region) are able to restrict root-to-shoot sodium transport, preventing the damage of the aerial parts. In contrast, those from the centre accumulate sodium in the leaves, but they use efficient mechanisms of osmotic adjustment and compartmentalisation that allow them to tolerate high concentrations of this compound.

The fact that two populations of the same plant species located so close geographically have evolved differently under the same environmental conditions surprised the researchers. "In general, in all organisms it is expected that species adapting to similar stressors also evolve in a similar way. In our case, however, although in the coastal habitats of the Catalan coast soil salinity can be considered the main selective agent, there must be other factors that have altered the recent evolutionary process of this Brassicaceae species," Silvia Busoms points out. This divergence in plant populations so close to each other has rarely been described, not so much because it is an exception, but because in many cases the studies are carried out at the macro-scale.

The Tramontane wind may explain this divergence

In their study, researchers examined in detail the characteristics of the soils and the climatology of all the populations location. The only parameter that showed significant differences was evapotranspiration, which was higher in the north due to the Tramontane wind that regularly blows there. "When there is high evapotranspiration, plants absorb more water and at the same time more sodium if they do not have mechanisms to exclude it. Therefore, the strategies used by the plants of the central coastal areas may be insufficient in the conditions of the northern coast. In the study we hypothesise that although they are neighbouring populations, the northern B. fruticulosa evolved differently in order to tolerate both high salinity levels and high evapotranspiration," explains Charlotte Poschenrieder.

To characterise the genetic basis of the two adaptive strategies identified, researchers first created the reference genome of B. fruticulosa, which will contribute to the expansion of the catalogue of reference genomes of eukaryotic species from the Catalan-speaking territories (within the Earth Biogenome Project) and will allow further research with this species. Subsequently, the sequencing of 18 populations and the subsequent genetic and transcriptomic analyses validated the two strategies observed and allowed researchers to propose candidate genes involved in the mechanisms of salinity tolerance.

Salinity is a threat to the planet's agricultural soils and its consequences are greater when it affects impoverished soils such as those found in the Mediterranean basin. A better understanding of the mechanisms of salt tolerance used by plants living there and which have adapted to these conditions is essential to improve the resilience of cultivars that must adapt to the new environmental conditions. "This study, therefore, establishes B. fruticulosa as a promising source of desirable alleles, and the population diversity present in Catalonia as a powerful model for the study of adaptations to saline soils," researchers conclude.
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Culprit that turns classical Klebsiella pneumoniae into a devastating, drug-resistant killer | ScienceDaily
More than a decade ago, physicians around the world began reporting cases due to a new hypervirulent strain of Klebsiella pneumoniae, which could infect and severely sicken otherwise healthy people.


						
Thomas A. Russo, MD, at the University at Buffalo and the VA Western New York Healthcare System (VAWNYHS), was one of them. In 2011, he treated his first case in Buffalo, a young person with no other comorbidities who was hospitalized for months with this hypervirulent bacterium. The patient fully recovered, but Russo became curious about this hypervirulent bacterium -- and alarmed, given the fact that it was able to infect otherwise healthy individuals from the community and, over time, could become drug-resistant.

 More cases and they're drug-resistant

That alarm was well-founded. The hypervirulent bacteria has spread throughout the world. It can cause tissue-invasive infections that are organ- and life-threatening in healthy people. Some strains have acquired resistance to antimicrobial agents; these strains have been dubbed "true and dreaded superbugs."

Earlier this year, the European Centre for Disease Control and Prevention of the European Union reported a significant increase in the number of cases of hypervirulent Klebsiella pneumoniae and that these cases were resistant to the class of antibiotics called carbapenems, which are often a "last resort" treatment for bacterial infections.

Now, with numerous publications on the bacterium, Russo has identified the genetic elements responsible for turning classical Klebsiella pneumoniae, which generally infects only sick and/or immunocompromised people in the health care setting, into hypervirulent Klebsiella pneumoniae, which can also infect otherwise healthy people in the community.

Published last month in eBioMedicine, the research is the first to determine the relative contribution of several key genetic elements to the hypervirulence of this bacterium.




Deciphering hypervirulence 

"Our goal with this study was to decipher how several genetic factors contribute to this hypervirulence in order to guide the development of preventive therapies, treatments and control strategies for hypervirulent Klebsiella pneumoniae," says Russo, senior author and SUNY Distinguished Professor and chief of the Division of Infectious Diseases in the Jacobs School of Medicine and Biomedical Sciences. He sees patients at UBMD Internal Medicine and the VAWNYHS.

To accomplish this, the researchers conducted a systematic investigation of four representative clinical strains of hypervirulent Klebsiella pneumoniae. They did this by constructing and testing mutants in which pVir, the large plasmid possessed by hypervirulent Klebsiella pneumoniae strains, and other virulence factors alone or in combination were removed.

Russo explains that plasmids are genetic elements separate from the chromosome. They contain multiple genes, some of which may enhance virulence and/or confer resistance to selected antimicrobial agents.

"While the plasmid was known to contribute to hypervirulence in Klebsiella pneumoniae, its relative role and the relative role of selected virulence factors encoded on the plasmid or the chromosome were not well-defined," says Russo.

The findings strongly supported that pVir is the primary genetic determinant that transforms the baseline virulence potential of classical K. pneumoniae strains to that observed for hypervirulent Klebsiella pneumoniae strains. Data also supports the existence of additional virulence factors encoded by pVir that have yet to be identified.

"The genetic factors defined as being the most quantitively important could be potential therapeutic targets for the development of counter measures," says Russo.

Previous work published by his group in mBio found that a strain is likely to be hypervirulent if it contains five specific genes located on the plasmid. That work may be critical to developing a diagnostic test for hypervirulent Klebsiella pneumoniae. Presently, clinical microbiology laboratories are unable to differentiate classical from hypervirulent Klebsiella pneumoniae.

Co-authors with Russo are Ulrike Carlino-MacDonald, Connor J. Davies and Cassandra L. Alvarado, all of whom are with the VA and the Department of Medicine in the Jacobs School; Zachary J. Drayer of the Department of Medicine; Alan Hutsonof Roswell Park Comprehensive Cancer Center; and Ting L. Luo, Melissa J. Martin, Patrick T. McGann and Francois Lebreton, all of the Multidrug-Resistant Organism Repository and Surveillance Network, Walter Reed Army Institute of Research. Russo is also with the Witebsky Center for Microbial Pathogenesis in the Jacobs School.
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Pervasiveness of inflammation-inducing foods in American diet | ScienceDaily
Almost six in 10 Americans have pro-inflammatory diets, increasing the risk of health problems including heart disease and cancer, according to a new study that used a tool designed to examine inflammation in the diet.


						
The study also found that certain populations -- including Black Americans, men and people with lower incomes -- were more likely to eat a diet high in pro-inflammatory foods.

"Overall, 57% of U.S. adults have a pro-inflammatory diet and that number was higher for Black Americans, men, younger adults and people with lower education and income," said lead author Rachel Meadows, visiting faculty in The Ohio State University's College of Public Health.

The research team used the dietary inflammatory index, a tool developed a decade ago that includes 45 dietary components to examine the diets of more than 34,500 adults included in the 2005-2018 National Health and Nutrition Examination Survey.

Based on self-reported diets, they used the tool to assign inflammation values ranging from [?]9 to 8, where 0 represents a neutral diet. About 34% of those in the study had anti-inflammatory diets, and the remaining 9% had neutral dietary inflammatory levels. The study was recently published in the journal Public Health Nutrition.

Older dietary measures look at the intake of certain food groups (such as fruits, vegetables and dairy) or macronutrients (such as carbohydrates, proteins and fats) that align with national diet recommendations or certain diets like keto or paleo.

"But inflammation is an important element to consider and the overall balance of diet is most important," Meadows said.




"Even if you're eating enough fruits or vegetables, if you're having too much alcohol or red meat, then your overall diet can still be pro-inflammatory."

Meadows said she's less interested in labeling foods as "bad" and more interested in thinking about anti-inflammatory foods as tools people can employ to boost health.

"There's a potential here to think about positive interventions, such as adding more garlic, ginger, turmeric and green and black tea -- which are all anti-inflammatory -- to your diet," she said.

"Moving toward a diet with less inflammation could have a positive impact on a number of chronic conditions, including diabetes, cardiovascular disease and even depression and other mental health conditions."

Other examples of anti-inflammatory foods are mostly unprocessed including whole grains, green leafy vegetables (such as spinach), legumes (such as beans and lentils), fatty fish (such as salmon) and berries.

Challenges to eating a less inflammatory diet include poor access to fruits, vegetables and other foods that can contribute to better health -- and even when those foods are available, they can sometimes be more costly, creating a barrier for those with low incomes, Meadows said.

Many people also have elevated chronic inflammation due to non-dietary factors including stress and adverse childhood experiences, she said.

"There are a lot of factors that contribute to chronic inflammation, and they all interact -- even sleep is a key component. Diet can be used as a tool to combat that," Meadows said.

Other Ohio State researchers who worked on the study are Electra Paskett, Julie Bower, Gail Kaye, Stanley Lemeshow and Randall Harris..
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Adapted -- study shows that wild animals also get accustomed to humans | ScienceDaily
Wild animals are less susceptible to human disturbance if they live in areas with a high human footprint. Potsdam researchers have highlighted this in their analysis of large-scale tracking data of more than 1,500 wild animals for an international research project. Individuals that are fitted with measuring devices such as GPS collars recover more quickly from the tagging event if they encounter humans or human tracks more frequently in their habitat. They seem to already be adapted to such disturbances.


						
The researchers noticed that the animals reacted differently in the first few days after being tagged, depending on whether they were herbivores, omnivores, or carnivores. Herbivores moved further and reacted with varying degrees of activity, while omnivores and carnivores were initially less active and mobile. The results of the analysis have now been published in the journal Nature Communications.

The tagging of wildlife provides important insights into their movements, physiology, and behavior amid globally changing ecosystems. However, the stress caused by capture, handling, and tagging can have an effect on the locomotion and activity of the animals and thus also affect the validity of the collected data. Therefore, Potsdam researchers led by Jonas Stiegler and Niels Blaum, in collaboration with over 100 other scientists worldwide, analyzed the data of 1585 individuals from 42 species that had been fitted with GPS collars. "Over a period of 20 days after release, we analyzed how active the animals were and what distances they covered in order to see how much the animals deviated from their normal behavior and how long it took them to recover from the disturbance," explains Jonas Stiegler, the lead author of the study.

30 of the 42 species studied changed their behavior significantly in the first few days after release, although there were noticeable differences between the species. For example, predators covered shorter distances on average after release, while most herbivores covered longer distances than normal. Moose (63 % further than the long-term average) and eland (+ 52 %) had the largest increase in displacement distance, while leopards (- 65 %) and wolves (- 44 %) exhibited the largest decrease. In general, omnivores and carnivores were less active in the first few days, while herbivores showed both increased and decreased activity rates. However, the data also revealed that the animals "recovered" at different rates: All species basically returned to their normal behavior within four to seven days. Omnivores and carnivores went back to a normal degree of activity and movement within five to six days, herbivores exhibited a normal range of movement more quickly (four to five days), but only returned to their usual degree of activity at a later stage (six to eight days). In addition, larger animals recovered more quickly than smaller ones. 

"However, it was particularly noteworthy that animals whose habitat is more strongly influenced by humans were the first to return to normal behavior," Jonas Stiegler said. "Our evaluation clearly shows that the periods over which wild animals are tracked should be longer than one week in order to obtain meaningful results and to actually be able to study their natural behavior."
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Squid-inspired fabric for temperature-controlled clothing | ScienceDaily
Too warm with a jacket on but too cold without it? Athletic apparel brands boast temperature-controlling fabrics that adapt to every climate with lightweight but warm products. Yet, consider a fabric that you can adjust to fit your specific temperature needs.


						
Inspired by the dynamic color-changing properties of squid skin, researchers from the University of California, Irvine developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. They published their proof-of-concept for the advanced bioinspired composites in APL Bioengineering, by AIP Publishing.

"Squid skin is complex, consisting of multiple layers that work together to manipulate light and change the animal's overall coloration and patterning," said author Alon Gorodetsky. "Some of the layers contain organs called chromatophores, which transition between expanded and contracted states (upon muscle action) to change how the skin transmits and reflects visible light."

Instead of manipulating visible light, the team engineered a composite material that operates in the infrared spectrum. As people heat up, they emit some of their heat as invisible, infrared radiation (this is how thermal cameras work). Clothing that manipulates and adapts to this emission and is fitted with thermoregulatory features can finely adjust to the desired temperature of the wearer. The material consists of a polymer covered with copper islands, and stretching it separates the islands and changes how it transmits and reflects infrared light. This innovation creates the possibility of controlling the temperature of a garment.

In a prior publication in APL Bioengineering, the team modeled their composite material's adaptive infrared properties. Here, they built upon the material to increase its functionality by making it washable, breathable, and integrated into fabric.

The team layered a thin film onto the composite to enable easy washing without degradation -- a practical consideration for any fabric. To make the composite material breathable, the team perforated it, producing an array of holes. The resulting product exhibited air and water vapor permeability similar to cotton fabrics. The team then adhered the material to a mesh to demonstrate straightforward fabric integration.

Using Fourier transform infrared spectroscopy, the team tested the material's adaptive infrared properties and used a sweating guarded hot plate to test the dynamic thermoregulatory properties. Even with simultaneous thin-film layering, perforations, and fabric integration, the materials' heat-managing performance did not suffer.

"Our advanced composite material now opens opportunities for most wearable applications but may be particularly suited for cold weather clothing like ski jackets, thermal socks, insulated gloves, and winter hats," said Gorodetsky.

In addition to the possible applications for the fabric, the manufacturing process the team used to develop the fabric is also full of potential.

"The strategies used for endowing our materials with breathability, washability, and fabric compatibility could be translated to several other types of wearable systems, such as washable organic electronics, stretchable e-textiles, and energy-harvesting triboelectric materials," said Gorodetsky.
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Traveling population wave in Canada lynx | ScienceDaily
A new study by researchers at the University of Alaska Fairbanks' Institute of Arctic Biology provides compelling evidence that Canada lynx populations in Interior Alaska experience a "traveling population wave" affecting their reproduction, movement and survival.


						
This discovery could help wildlife managers make better-informed decisions when managing one of the boreal forest's keystone predators.

A traveling population wave is a common dynamic in biology, in which the number of animals in a habitat grows and shrinks, moving across a region like a ripple.

Alaska's Canada lynx populations rise and fall in response to the 10- to 12-year boom-and-bust cycle of their primary prey: the snowshoe hare. During these cycles, hares reproduce rapidly, and then their population crashes when food resources become scarce. The lynx population follows this cycle, typically lagging one to two years behind.

The study, which ran from 2018 to 2022, began at the peak of this cycle, according to Derek Arnold, lead investigator. Researchers tracked the reproduction, movement and survival of lynx as the population collapsed.

Between 2018 and 2022, biologists live-trapped 143 lynx across five national wildlife refuges in Interior Alaska -- Tetlin, Yukon Flats, Kanuti and Koyukuk -- as well as Gates of the Arctic National Park. The lynx were outfitted with GPS collars, allowing satellites to track their movements across the landscape and yielding an unprecedented body of data.

Arnold explained that lynx responded to the collapse of the snowshoe hare population in three distinct stages, with changes originating in the east and moving westward -- clear evidence of a traveling population wave.
    	Reproduction decline: The first response was a sharp decline in reproduction. At the height of the cycle, when the study began, Arnold said researchers sometimes found as many as eight kittens in a single den. However, reproduction in the easternmost study site ceased first, and by the end of the study, it had dropped to zero across all study areas.
    	Increased dispersal: After reproduction fell, lynx began to disperse, moving out of their original territories in search of better conditions. They traveled in all directions. "We thought there would be natural barriers to their movement, like the Brooks Range or Denali. But they chugged right across mountain ranges and swam across rivers," Arnold said. "That was shocking to us." One lynx traveled nearly 1,000 miles to the Alberta border.
    	Survival decline: In the final stage, survival rates dropped. While lynx dispersed in all directions, those that traveled eastward -- against the wave -- had significantly higher mortality rates than those that moved westward or stayed within their original territories.




Arnold said the study's findings won't sound surprising to anyone with real-life experience observing lynx and hares. "People like trappers have observed this pattern anecdotally for a long, long time. The data just provides evidence to support it and helps us see the big picture," he said.

"We've long known that hares and lynx operate on a 10- to 12-year cycle, but we didn't fully understand how it played out across the landscape," Arnold said. "It wasn't clear if the cycle occurred simultaneously across the state or if it happened in isolated areas at different times.

"Knowing that the wave usually sweeps from east to west makes lynx population trends more predictable," he said. "It will be easier for wildlife managers to make informed decisions now that we can predict how a population is going to behave on a more local scale, instead of just looking at the state as a whole."

Another key takeaway is the importance of maintaining refuge populations. "The lynx that disperse during population declines don't usually survive. Most of them don't make it when they leave their home areas," Arnold said.

The study, developed in part from Arnold's doctoral thesis, was published in the Proceedings of the National Academy of Sciences. Other UAF authors include Greg Breed, Shawn Crimmins and Knut Kielland.

Dozens of biologists, technicians, refuge staff and volunteers supported the collaring efforts. The research was part of the Northwest Boreal Forest Lynx Project, a collaboration between UAF, the U.S. Fish and Wildlife Service and the National Park Service.
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Study coordinates satellite swarm for 3D imaging inside clouds | ScienceDaily
David Stanley's interest in climate change led him to develop a program to improve how we gather data to study the inside of a cloud. The program simulated multiple satellites, collecting images of a cloud from many angles at the same time, which could help us to better understand what's happening inside the cloud.


						
"Normally, we can only see the outside features of a cloud," Stanley said. "Computed cloud tomography gets its name from computed tomography which is like a CT scan. Instead of X-rays, satellites take images of the cloud from as many angles and in as short a period of time as possible."

Stanley said one of the unknowns in climate modeling is how much convective transport affects regrowth of new clouds. Convection is about the movement of heat and moisture in the atmosphere, especially up- and down-drafts in unstable conditions.

"By generating multiple time passes on the center of the same cloud, you can see how the convection changes over time, how that is affecting the growth of other clouds in the future. And cloud growth can increase greenhouse effect."

Stanley said after completing his master's degree in aerospace engineering at the University of Illinois Urbana-Champaign, he reapplied to continue for a Ph.D. at Illinois.

"I talked about my general interest in engineering and space engineering, but also how important it is for us to better understand climate change and work toward finding solutions," he said. "Robyn Woollands saw that interest in me and asked me to join her research group. She connected me with Federico Rossi and Amir Rahmani in the Multi-Agent Autonomy Group at NASA's Jet Propulsion Laboratory and they introduced me to JPL scientists Changrak Choi and Anthony Davis who are knowledgeable about cloud tomography, atmospheric clouds and aerosols. It aligned with some of my interests, and it was something Robyn was looking at as an interesting mission proposal -- using multi-agent systems to support Earth science missions."

For the simulation, Stanley used a mixed integer linear program solver that is used for lots of different kinds of applications. Stanley wrote the code to develop a scheduler that would optimize the timing and camera pointing angles for the swarm of satellites to get as many images of the cloud as possible.




"What was interesting about this is how we used the mixed integer linear programmer to automatically determine the most efficient pointing pattern for the formation of the satellites. All the satellites had to point at the same target at the same time. But there could be dozens of different targets below each satellite, and there might be some targets that get missed if they're not pointed at the right time."

The goal was to maximize how many times the satellites saw different targets throughout the orbit.

"We ran two different simulations. We have one simulation of clouds generated on the surface of the Earth with a specific lifespan. In the computer, they're just a coordinate on a sphere. The second simulation propagates the satellite swarm. This can be done simply or using more complex, more accurate models.

"When we combine the data from those two simulations, the program calculates information about where the satellites are at different points in the orbit, and where the clouds are at the point in the orbit, then decides what the optimum looking pattern is between those satellites, and the clouds on the ground."

He said there were quite a few times in the midst of the study where he had different ideas about the best way to simulate the data and to pass on the data to the solver.

"Maybe you need just an array for every time step, and every satellite, or you could have an array for different sections of the Earth. I tried using different sections of the Earth as pointing coordinates at first by subdividing everything by brute force. But there's a lot of area on the Earth. And you end up with millions and millions and millions of indexes which on a desktop computer is not solvable."

In the end, Stanley said he drew on inspiration from Woollands' previous work. She had developed a method for a constellation of satellites orbiting Mars to collect as many observations of dust devils on Mars as possible, where, instead of subdividing the whole earth, they subdivided sections below the satellites which allowed them to only need a few indexes at a time.




"So, in addition to that, I was able to realize that I could actually use just the clouds themselves as the index," Stanley added. "It worked well and went down from millions of indexes to about a few 100 at a time, which is much more solvable."

Stanley stressed that this is simulated data.

"We have made some assumptions about where the clouds are being created and where they're going so there is a lot of room for this study to be improved and to look at more real-world data instead of generating our own. The important thing is that we have developed a new method that has the potential to significantly improve how 3D cloud data is collected which could lead an improvement in our understanding of the dynamics inside a cloud and hence long-term climate effects.
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Where flood policy helps most -- and where it could do more | ScienceDaily
Flooding, including the devastation caused recently by Hurricane Helene, is responsible for $5 billion in annual damages in the U.S. That's more than any other type of weather-related extreme event.


						
To address the problem, the federal government instituted a program in 1990 that helps reduce flood insurance costs in communities enacting measures to better handle flooding. If, say, a town preserves open space as a buffer against coastal flooding, or develops better stormwater management, area policy owners get discounts on their premiums. Studies show the program works well: It has reduced overall flood damage in participating communities.

However, a new study led by an MIT researcher shows that the effects of the program differ greatly from place to place. For instance, higher-population communities, which likely have more means to introduce flood defenses, benefit more than smaller communities, to the tune of about $4,000 per insured household.

"When we evaluate it, the effects of the same policy vary widely among different types of communities," says study co-author Lidia Cano Pecharroman, a PhD candidate in MIT's Department of Urban Studies and Planning.

Referring to climate and environmental justice concerns, she adds: "It's important to understand not just if a policy is effective, but who is benefitting, so that we can make necessary adjustments and reach all the targets we want to reach."

The paper, "Exposing Disparities in Flood Adaptation for Equitable Future Interventions in the USA," is published today in Nature Communications. The authors are Cano Pecharroman and ChangHoon Hahn, an associate research scholar at Princeton University.

Able to afford help

The program in question was developed by the Federal Emergency Management Agency (FEMA), which has a division, the Flood Insurance Mitigation Administration, focusing on this issue. In 1990, FEMA initiated the National Flood Insurance Program's Community Rating System, which incentivizes communities to enact measures that help prevent or reduce flooding.




Communities can engage in a broad set of related activities, including floodplain mapping, preservation of open spaces, stormwater management activities, creating flood warning systems, or even developing public information and participation programs. In exchange, area residents receive a discount on their flood insurance premium rates.

To conduct the study, the researchers examined 2.5 million flood insurance claims filed with FEMA since then. They also examined U.S. Census Bureau data to analyze demographic and economic data about communities, and incorporated flood risk data from the First Street Foundation.

By comparing over 1,500 communities in the FEMA program, the researchers were able to quantify its different relative effects -- depending on community characteristics such as population, race, income or flood risk. For instance, higher-income communities seem better able to make more flood-control and mitigation investments, earning better FEMA ratings and, ultimately, enacting more effective measures.

"You see some positive effects for low-income communities, but as the risks go up, these disappear, while only high-income communities continue seeing these positive effects," says Cano Pecharroman. "They are likely able to afford measures that handle a higher risk indices for flooding."

Similarly, the researchers found, communities with higher overall levels of education fare better from the flood-insurance program, with about $2,000 more in savings per individual policy than communities with lower levels of education. One way or another, communities with more assets in the first place -- size, wealth, education -- are better able to deploy or hire the civic and technical expertise necessary to enact more best practices against flood damage.

And even among lower-income communities in the program, communities with less population diversity see greater effectiveness from their flood program activities, realizing a gain of about $6,000 per household compared to communities where racial and ethnic minorities are predominant.




"These are substantial effects, and we should consider these things when making decisions and reviewing if our climate adaptation policies work," Cano Pecharroman says.

An even larger number of communities is not in the FEMA program at all. The study identified 14,729 unique U.S. communities with flood issues. Many of those are likely lacking the capacity to engage on flooding issues the way even the lower-ranked communities within the FEMA program have at least taken some action so far.

"If we are able to consider all the communities that are not in the program because they can't afford to do the basics, we would likely see that the effects are even larger among different communities," Cano Pecharroman says.

Getting communities started

To make the program more effective for more people, Cano Pecharroman suggests that the federal government should consider how to help communities enact flood-control and mitigation measures in the first place.

"When we set out these kinds of policies, we need to consider how certain types of communities might need help with implementation," she says.

Methodologically, the researchers arrived at their conclusions using an advanced statistical approach that Hahn, who is an astrophysicist by training, has applied to the study of dark energy and galaxies. Instead of finding one "average treatment effect" of the FEMA program across all participating communities, they quantified the program's impact while subdividing the set of participating set of communities according to their characteristics.

"We are able to calculate the causal effect of [the program], not as an average, which can hide these inequalities, but at every given level of the specific characteristic of communities we're looking at, different levels of income, different levels of education, and more," Cano Pecharroman says.

Government officials have seen Cano Pecharroman present the preliminary findings at meetings, and expressed interest in the results. Currently, she is also working on a follow-up study, which aims to pinpoint which types of local flood-mitigation programs provide the biggest benefits for local communities.

Support for the research was provided, in part, by the La Caixa Foundation, the MIT Martin Family Society of Fellows for Sustainability, and the AI Accelerator program of the Schmidt Futures Foundation.
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Syrian hamsters reveal genetic secret to hibernation | ScienceDaily
A gene that limits cellular damage could be the key to surviving prolonged cold exposure.


						
Researchers have identified a gene that enables mammalian cells to survive for long periods at extremely low temperature, which animals experience during hibernation.

Body temperatures below 10 degrees Celsius (degC) swiftly prove fatal for humans and many other mammals, because prolonged cold stress causes cells to accumulate damaging free radicals -- in particular lipid peroxide radicals -- resulting in cell death and organ failure. But a few mammalian species can survive cold stress by hibernating. Hibernation in many small mammals involves cycles of days to weeks of deep torpor in which animals stop moving and their body temperature drops to extremely low levels, interspersed with short periods of normal body temperature and activity.

Now, a study led by Assistant Professor Masamitsu Sone and Professor Yoshifumi Yamaguchi of the University of Hokkaido, Japan, has identified a key gene that helps hibernating Syrian hamsters (golden hamsters, Mesocricetus auratus) to avoid cold-induced cell death. The findings were published in the journal Cell Death and Disease.

To identify the gene, the researchers first engineered cold-sensitive human cancer cells to carry genes from cold-resistant hamster cells, and then they exposed the human cells to the repetition of prolonged cold conditions and rewarming from the cold. By analyzing the genomes of the human cells that survived this cold exposure and rewarming stresses, the team could identify the hamster genes that had been incorporated into the human cells' genome and enabled them to survive the cold.

This analysis revealed a likely candidate: the gene coding for glutathione peroxidase 4 (Gpx4), one of a family of proteins already known to reduce the impact of reactive oxygen species in mammalian cells. When the activity of this gene was suppressed in hamster cells, either by engineering a knock-out version or by chemically suppressing its activity, the cells could only survive shorter periods of exposure to extreme cold -- two days, instead of five -- before they died due to the build-up of lipid peroxide.

Gpx4 is expressed in human and hamster cells, but only hamsters can hibernate, so the research team examined whether human Gpx4 and hamster Gpx4 behave differently. Interestingly, they found that even the human Gpx4 can provide cold protection when overexpressed in human cells.

"It's still an open question why non-hibernator cells are much more vulnerable to cold stress than hibernator cells even though the expression levels of Gpx4 protein are comparable," says Sone.

These findings are a first step towards finally understanding the mystery of how some mammals are able to safely hibernate through extreme cold. The discovery could have potential applications for human health, such as improving the long-term preservation of organs for transplantation using low temperatures, or in the use of hypothermia as a therapeutic tool.
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One in three Americans has a dysfunctional metabolism, but intermittent fasting could help | ScienceDaily
More than one-third of adults in the United States have metabolic syndrome, a cluster of conditions that significantly raise a person's risk of heart disease, stroke, and type 2 diabetes. These conditions include high blood pressure, elevated blood sugar, excess abdominal fat, and abnormal cholesterol levels.


						
In a new clinical trial, researchers at the Salk Institute and University of California San Diego School of Medicine found that time-restricted eating -- also known as intermittent fasting -- could offer significant health benefits to adults with metabolic syndrome. Patients who ate within a consistent eight-to-ten-hour window each day for three months saw improvements in several markers of blood sugar regulation and metabolic function compared to those who received standard treatments.

"Our bodies actually process sugars and fats very differently depending on the time of day," says Salk Professor Satchidananda Panda, co-corresponding author of the study and holder of the Rita and Richard Atkinson Chair. "In time-restricted eating, we are re-engaging the body's natural wisdom and harnessing its daily rhythms to restore metabolism and improve health."

The TIMET study is the first to evaluate the benefits of a customized time-restricted eating schedule in patients taking medication for metabolic syndrome. The results were published on September 30, 2024, in Annals of Internal Medicine.

"For many patients, metabolic syndrome is the tipping point that leads to serious and chronic diseases like diabetes and heart disease," says co-corresponding author Pam Taub, professor of medicine at the UC San Diego School of Medicine and a cardiologist at UC San Diego Health. "There is an urgent need for more effective lifestyle interventions that are accessible, affordable, and sustainable for the average American."

Western diets high in sugar, salt, and fat, combined with increasingly sedentary lifestyles, are thought to have contributed to the rising rates of metabolic dysfunction. While the initial recommendation may be to "eat less and move more," these lifestyle changes are difficult for most people to sustain long-term. The researchers say time-restricted eating offers a more practical approach accessible to a wider range of patients, including those already on medication.

"Unlike expensive pharmaceuticals like Ozempic, which require lifetime use, time-restricted eating is a simple lifestyle change that doesn't cause side effects and can be maintained indefinitely," says first author Emily Manoogian, a staff scientist in Panda's lab at Salk. "Patients appreciate that they don't have to change what they eat, just when they eat."

In the new study, time-restricted eating protocols were customized to each participant's eating habits, sleep/wake schedules, and personal commitments. The resulting regimen had them reduce their eating window to a consistent eight to ten hours per day, beginning at least one hour after waking up and ending at least three hours before going to sleep. Manoogian says this personalized approach made the intervention easier for patients to complete, compared to other intermittent fasting studies, which typically assign the same strict time window to all participants.




The TIMET study also accepted participants who were on medication for metabolic syndrome -- a group usually excluded from such trials. This makes it the first study to measure the benefits of time-restricted eating in addition to existing standard-of-care pharmacological treatments.

In the study, 108 adults with metabolic syndrome were randomly sorted into either the time-restricted eating group or the control group. Both groups continued to receive standard-of-care treatments and underwent nutritional counseling on the Mediterranean diet. Participants also logged their meals using the myCircadianClock mobile app, developed at Salk.

After three months, patients who had completed the time-restricted eating regimen showed improvements in key markers of cardiometabolic health, including blood sugar and cholesterol. They also saw lower levels of hemoglobin A1c, a marker of long-term blood sugar control. This reduction was similar in scale to what is typically achieved through more intensive interventions by the National Diabetes Prevention Program.

The time-restricted eating group also showed 3-4% greater decreases in body weight, body mass index (BMI), and abdominal trunk fat, a type of fat closely linked to metabolic disease. Importantly, these participants did not experience significant loss of lean muscle mass, which is often a concern with weight loss.

The TIMET trial adds to a growing body of evidence supporting the use of time-restricted eating as a practical, low-cost intervention to improve cardiometabolic health. The promising results suggest that healthcare providers could consider recommending the lifestyle intervention to patients with metabolic syndrome as a complement to existing treatments, though additional long-term studies are needed to determine whether time-restricted eating can sustain these benefits and ultimately reduce the risk of chronic disease.

Other authors include Monica O'Neal, Kyla Laing, and Nikko R. Gutierrez of Salk, and Michael J. Wilkinson, Justina Nguyen, David Van, Ashley Rosander, Aryana Pazargadi, Jason G. Fleischer, and Shahrokh Golshan of UC San Diego.

The work was supported by the National Institutes of Health (R01DK118278, R01CA258221, P30CA014195, UL1TR001442), the Robert Wood Johnson Foundation (76014), and the Larry L. Hillblom Foundation Postdoctoral Fellowship.
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Radon, even at levels below EPA guideline for mitigation, is linked to childhood leukemia | ScienceDaily
A study of more than 700 counties across multiple U.S. states found a link between childhood leukemia and levels of decaying radon gas, including those lower than the federal guideline for mitigation.


						
The findings are important because there are few established risk factors for cancer in children and the role of the environment has not been explored much, said Oregon State University's Matthew Bozigar, who led the research.

Radon, a naturally occurring gas, is a product of the radioactive decay of uranium, which is present in certain rocks and soils. Upon escaping from the ground, radon itself decays and emits radioactive particles that can get within the body and collect in many tissues, where they can damage or destroy the cells' DNA, which can cause cancer.

Odorless, tasteless and colorless, radon gas dilutes quickly in open air and is generally harmless before it decays, but indoors or in areas with poor air exchange, it can easily concentrate to dangerous levels and is recognized as a significant risk factor for lung cancer.

Radon, measured with small, passive detectors and mitigated through passive or active ventilation in basements and crawl spaces, has not been linked to other cancers, according to the World Health Organization. But in an 18-year statistical modeling study of 727 counties spread among 14 states, Bozigar and collaborators not only found a connection between childhood leukemia and radon, but at concentrations below the Environmental Protection Agency's recommended guideline for mitigation.

Becquerels per cubic meter is a unit for expressing the concentration of radioactive decay in a given volume of air. The EPA says no level of radon is safe and advises that mitigation efforts be taken when radon concentration reaches 148 becquerels per cubic meter; the study considered concentrations as low as half of that.

"This is the largest study of its kind in the U.S., but more robust research is necessary to confirm these findings on an individual level and inform decision-making about health risks from radon in this country and globally," said Bozigar, an assistant professor in the OSU College of Health.




Leukemia, the most common cancer in children, affects the blood and bone marrow. About 3,000 new cases of childhood leukemia -- defined in the study and by the National Institutes of Health as involving patients up to age 19 -- are diagnosed in the United States each year, according to the NIH. The annual incidence rate is 4.8 cases per 100,000 children.

Boys are more likely to receive a leukemia diagnosis than girls, but the research suggests radon increases the likelihood of leukemia in both sexes.

"Our study design only allows us to identify statistical associations and to raise hypotheses, so studies that can better determine whether radon exposure causes childhood leukemia are needed," Bozigar said.

Counties examined in this study were in the states of Washington, California, Idaho, Utah, New Mexico Iowa, Louisiana, Kentucky, Michigan, Georgia, New York, New Jersey, Connecticut and Massachusetts. The counties are those that during the study period reported their cancer data to the Surveillance, Epidemiology and End Results registry, a program that collects and analyzes cancer information. Known as SEER, the registry is supported by the National Cancer Institute.

Collaborating with Bozigar were scientists from the National Cancer Institute, Harvard University and Imperial College London. The research, funded in part by the Environmental Protection Agency, was published in Science of the Total Environment.

For Bozigar, the research has its roots in personal experience. He grew up in Portland, which has pockets of high radon levels, and noticed what seemed to be a high incidence of cancer, particularly in younger age groups. There were multiple cancer diagnoses among his own family and friends.

"As an epidemiologist, I started considering possible environmental causes and connected with awesome collaborators who provided important data and other resources to enable innovative new analyses," he said. "We are working on many different radon studies, and we are continuing to find harmful effects not limited to the lungs in adults. We will have more to share in the coming months and years as our studies are published."
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        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        New security protocol shields data from attackers during cloud-based computation
        Researchers developed a technique guaranteeing that data remain secure during multiparty, cloud-based computation. This method, which leverages the quantum properties of light, could enable organizations like hospitals or financial companies to use deep learning to securely analyze confidential patient or customer data.

      

      
        Climate scientists express their views on possible future climate scenarios in a new study
        A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2 degrees Celsius. It also shows that two-thirds of respondents believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris ...

      

      
        Using antimatter to detect nuclear radiation
        Discerning whether a nuclear reactor is being used to also create material for nuclear weapons is difficult, but capturing and analyzing antimatter particles has shown promise for monitoring what specific nuclear reactor operations are occurring, even from hundreds of miles away. Researchers have developed a detector that exploits Cherenkov radiation, sensing antineutrinos and characterizing their energy profiles from miles away as a way of monitoring activity at nuclear reactors. They proposed t...

      

      
        Inadequate compensation for lost or downgraded protected areas threatens global biodiversity
        Conservation scientists have highlighted substantial gaps in the compensation for lost or downgraded protected areas. These gaps risk undermining global efforts for the protection of biodiversity and threaten the Kunming-Montreal Global Biodiversity Framework targets, which aim to conserve 30% of the planet by 2030.

      

      
        Cool roofs could have saved lives during London's hottest summer, say researchers
        As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study.

      

      
        High costs slow widespread use of heat pumps, study shows
        The high cost of installing heat pumps for home heating could slow down people widely adopting the technology and leave government targets missed, research suggests.

      

      
        Where flood policy helps most -- and where it could do more
        A Federal Emergency Management Agency (FEMA) program provides important flood insurance relief, researchers say. But due to its design, it's used more in communities with greater means to protect themselves, while lower-resourced areas benefit less.

      

      
        Coral reef destruction a threat to human rights
        A human rights-based approach to coral reef protection could ensure governments are held to account for safeguarding marine ecosystems.

      

      
        Getting to zero emissions: A call for unified energy planning
        To help speed decarbonization, state regulators should reconceive of gas and electric utilities as serving the same purpose, according to a new report. Without coordinated action, the energy transition could become slower, more expensive, and more inequitable, the authors warn.

      

      
        Study suggests simple steps may improve team ethics
        Instead of ending a group meeting asking if anyone has any questions, a professor suggests asking participants if they can think of anything that can go wrong with the plan discussed.

      

      
        New brain-mapping tool may be the 'START' of next-generation therapeutics
        Scientists debut START, a new tool for mapping the brain's intricate neuronal connections with unparalleled precision. They demonstrate START's ability to identify the connectivity patterns of transcriptomic neuronal subtypes, and explain how the tool will help us design novel therapeutics that target certain neurons and circuits with greater specificity, efficacy, and fewer side effects.

      

      
        Indigenous U.S. farm workers face greater job-related pain compared to undocumented peers
        Farming is a notoriously hard profession with long hours spent operating dangerous equipment and performing other arduous tasks. New research finds that indigenous farm employees -- many of whom have legal status in the U.S. after moving from Latin America -- may experience more physical pain on the job than undocumented workers.

      

      
        Honey, I shrunk the city: What should declining Japanese cities do?
        A researcher examined the nonlinear multidimensional factors that correlate with population changes according to city size. The results indicate that population changes correlated with the financial strength index as an economic-related factor in medium-sized cities.

      

      
        Vast 'stranded assets' if world continues investing in polluting industries
        Continued investment in carbon-intensive industries will drastically increase the amount of 'stranded assets' as the world moves to net-zero emissions, researchers warn.

      

      
        Support for meat rationing to protect climate
        Rationing of goods such as meat and fuel can both effectively and fairly reduce consumption with high climate impact. Almost 40 percent of the public say they could accept such measures.

      

      
        Automatic speech recognition learned to understand people with Parkinson's disease -- by listening to them
        Listening to people with Parkinson's disease made an automatic speech recognizer 30-percent more accurate, according to a new study.

      

      
        How are pronouns processed in the memory-region of our brain?
        A new study shows how individual brain cells in the hippocampus respond to pronouns. 'This may help us unravel how we remember what we read.'

      

      
        How social structure influences the way people share money
        A study of informal finance finds that in East Africa, money moves in very different patterns depending on whether societies are structured around family units or age-based groups.

      

      
        A method of 'look twice, forgive once' can sustain social cooperation
        Using mathematical modeling, researchers found a way to maintain cooperation without relying on complex norms or institutions.

      

      
        Alarming surge: Global crisis of childhood overweight and obesity
        Since 1990, childhood obesity has nearly doubled globally, with the U.S. at the forefront. Addressing pediatric obesity requires a multifaceted approach from tackling the influence of social media and advertising on children's food choices to increasing physical activity.
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Medical and psychological harms of obesity depend on where you live, study indicates | ScienceDaily
Individuals struggling with obesity face a number of social and health difficulties, but those problems are less severe if they live in areas where obesity is prevalent, a new study suggests.


						
The findings are published in Psychological Science, a journal of the Association for Psychological Science.

Researchers led by Jana Berkessel of the University of Mannheim in Germany collected archival data on more than 3.4 million people living in the United States and United Kingdom. They found evidence that obesity tends to spur lighter medical and psychological harms when those who struggle with the disorder feel less conspicuous.

"For me, this means that at least some of the adverse consequences of obesity appear socially constructed and, thus, can be reduced," Berkessel said.

The personal and societal toll of obesity is far-reaching. According to the World Health Organization, the global prevalence of obesity nearly tripled between 1975 and 2021. In the U.S. alone, health care costs related to obesity total roughly $147 billion, according to government figures. Research shows that compared with people without obesity, individuals living with obesity have higher unemployment rates, fewer friends, and poorer physical and mental health. They also face prejudice and discrimination.

But obesity rates vary between countries, states, provinces, and other regional divisions. In some parts of the U.S., roughly half of the population lives with obesity, while obesity rates in other regions are as low as 5%.

Berkessel and her colleagues theorized that the harsh effects of obesity vary based on the prevalence of obesity in a given region.




"It is quite easily imaginable that persons with obesity in regions with low obesity rates stick out much more, and therefore will have very different social experiences on an everyday basis," said Berkessel, who studies the effects of social context on our well-being.

The researchers examined three large datasets of people living in thousands of U.S. counties and hundreds of U.K. districts. Those data included information on participants' weight, height, and area of residence, as well as social, health, and economic outcomes. They used a Body Mass Index (BMI) of 30 or higher as a marker of obesity. (Medical professionals consider a healthy BMI to range from 18.5 to 24.9).

In one U.S. dataset, the researchers found obesity rates to be above average in the Midwest, the South, and along parts of the East Coast, and below average in New England, Florida, and the Western states. In a U.K. dataset, they found high obesity rates in Central and Northern parts of the country, particularly in Southern Wales. The lowest rates were found in the nation's southern region, including London.

Berkessel and her team found that, overall, participants with obesity reported more relationship, economic, and health disadvantages compared with participants without obesity. But they also found that those living in low-obesity regions were significantly more likely to be unemployed -- and to report suboptimal health compared to their counterparts in high-obesity areas.

The research team also examined U.S. data that included participants' self-reported attitudes toward people's weight. They found that weight bias seems to be lowest in areas with high rates of obesity, which might explain why people with obesity in those areas are less likely to be single and report poor health compared to those in areas with high weight bias.

Regardless of the regional differences around weight bias, public health experts should emphasize the importance of reducing obesity because of its health risks, the researchers concluded.

Berkessel's co-authors included Jochen E. Gebauer of University of Mannheim and the University of Copenhagen, Tobias Ebert of the University of St. Gallen, and Peter J. Rentfrow of the University of Cambridge.
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Environmental quality of life benefits women worldwide | ScienceDaily
Global evidence has revealed that women's environmental quality of life is key to their overall quality of life and health, according to a study published October 2, 2024, in the open-access journal PLOS ONE by Suzanne Skevington from the University of Manchester, U.K., and colleagues.


						
Gender inequalities in health-related quality of life are generally few and small, even in large surveys. Yet many generic measures limit assessment to quality of life overall and its physical and psychological dimensions, while overlooking internationally important environmental, social, and spiritual quality of life. To overcome this limitation, Skevington and colleagues collected data using four surveys of 17,608 adults living in 43 cultures worldwide. The researchers analyzed data encompassing six quality of life domains: physical, psychological, independence, social, environmental, and spiritual.

The results showed that environmental quality of life explained a substantial 46% of women's overall quality of life and health, and home environment contributed the most to this result. In addition, women younger than 45 years reported the poorest quality of life on every domain. After the age of 45 years, all domains except physical quality of life increased to very good, and high levels were sustained beyond 75 years of age, especially environmental quality of life.

According to the authors, environmental actions that young adults take to draw public attention to climate change may be motivated by their poorer environmental quality of life. Very good environmental quality of life of older women may provide reason for them to work toward retaining this valued feature for future generations. This could be the topic of future research, as the data for this study was collected before it was widely appreciated that the effects of climate change and biodiversity loss would depend on changing human behavior.

In the meantime, the findings underscore the importance of assessing environmental, social, and spiritual quality of life to fully understand women's quality of life and health. Moreover, information from this study could be used for the timely implementation of interventions to enhance the quality of life of young and older women.

The authors add: "For women, the effect of the environment, in particular, on their quality of life is substantial. This includes things like their home conditions, financial resources, and environmental health including pollution levels."
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Satisfying friendships could be key for young, single adults' happiness | ScienceDaily
A new analysis assesses the heterogeneity of factors linked with happiness among single Americans who are just entering adulthood, highlighting a particularly strong link between happiness and satisfying friendships. Lisa Walsh of the University of California, Los Angeles, U.S., and colleagues present these findings in the open-access journal PLOS ONE on October 2, 2024.


						
Prior research suggests that Americans in their early 20s may be less happy, on average, than at other points in their lives. Meanwhile, a growing percentage of young adults are not in long-term romantic relationships, and researchers are increasingly studying single people as a distinct group, without conventional comparisons to coupled people.

However, few studies have focused on distinct categories of single people, such as younger adults. To better understand these individuals' experiences, Walsh and colleagues analyzed online survey data from 1,073 single American adults aged 18 to 24.

The survey included questions assessing participants' overall happiness as well five predictors of happiness: satisfaction with family, satisfaction with friends, self-esteem, neuroticism, and extraversion. To analyze participants' answers, the researchers applied latent profile analysis, a research approach that assumes individuals fall into diverse subgroups within a population, instead of assuming a more homogeneous population, as traditional approaches often do.

The research team found that the heterogeneity of the young, single adults in their dataset was best represented by dividing them into five subgroups, or profiles, each with distinctive combinations of the five measured predictors, and each corresponding to a different level of happiness.

For instance, people in profile 1 were happiest and had favorable levels of all five predictors, including high friendship satisfaction and low neuroticism. Meanwhile, people in profile 5, who were least happy, had unfavorable levels of all five predictors. Higher scores on some of the five predictors appeared to offset lower scores on others, with friendship satisfaction being particularly strongly linked to participants' happiness.

On the basis of their findings, the researchers suggest that young, single adults might benefit from deliberately creating meaningful, long-term friendships. However, they note that further research is needed to clarify any cause-effect relationship between happiness and the five predictors they studied.

The authors add: "One of the standout findings from our study is how deeply friendships shape happiness for single emerging adults. We found that singles who were satisfied with their friendships tended to be happy with their lives, while those dissatisfied with their friendships were less happy. In short, the quality of your friendships is a key factor for your well-being, especially if you're single."
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Storms, floods, landslides associated with intimate partner violence against women two years later | ScienceDaily
Climate change-related landslides, storms and floods are associated with intimate partner violence against women two years after the event, according to a study published October 2 in the open-access journal PLOS Climate by Jenevieve Mannell from University College London and colleagues.


						
Low- and middle-income countries are disproportionately impacted by climate change's acute (e.g., flooding) and chronic (e.g., rising sea levels) effects. Countries undergoing climate shocks are more likely to see increased intimate partner violence against women, possibly because climate disasters reaffirm the gender-based economic disparities.

Mannell and colleagues analyzed 363 nationally representative surveys from 156 countries to estimate the prevalence of intimate partner violence, defined as physical or sexual violence against a woman from her partner in the last year. Each survey represented one year of data for its respective country encompassing 1993-2019. Most countries had five or fewer years represented.

The researchers analyzed this data against climate shock data from the Emergency Events Database, filtering for eight events linked to climate change: earthquakes, volcanoes, landslides, extreme temperatures, droughts, floods, storms and wildfires.

They observed a lagged association between landslides, storms and floods (together, a hydro-meteorological climate variable) and intimate partner violence, with the association taking place two years following the climate event.

The researchers observed that this climate variable had a similar magnitude of effect on intimate partner violence to GDP, suggesting that "the association ... may be similar to economic drivers of violence." Higher GDPs were generally associated with fewer instances of intimate partner violence.

These results have implications for future environmental policies designed to mitigate the social and health impacts of climate change and "progress current efforts to ... consider the enormous implications of climate-related [intimate partner violence] on women's lives."

The researchers encourage investigation into the differences between types of intimate partner violence as associated with climate events, long-term versus short-term impact and distinctions among countries and regions.

The authors add: "Recognizing the impacts that climate change has on intimate partner violence is critical, and countries can address this by implementing it into their Nationally Defined Contributions (NDCs) in support of The Paris Agreement."
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New study explores how universities can improve student well-being | ScienceDaily
Historically, a university's primary role has been to ensure students excel academically, but higher education can also change lives by supporting their well-being. Despite growing evidence of the importance of student well-being and an abundance of best practices, most institutions have yet to prioritize it as much as they do enrollment, graduation and grades.


						
A new study led by University of Maine researchers provides guidance on how institutions can support and enhance student well-being, and breaks down the various benefits for learners during and beyond their university career. It was published in PNAS Nexus, the sibling journal of the Proceedings of the National Academy of Sciences (PNAS), the academy's flagship publication.

The study defines well-being as a combined sense of belonging, agency, purpose, identity, civic engagement and financial stability. Citing a long-term investigation by Gallup Inc. and Purdue University, researchers identified key student experiences that result in improved well-being later in life: working at a job or internship; conducting a project that takes a semester or longer to complete; extensively participating in extracurricular activities; and having at least one professor who either personally cares about their students, encourages them to pursue their goals or makes them excited to learn.

"There is a growing recognition of the importance of affective student outcomes such as sense of belonging and agency, as well as a wealth of evidence showing that student-centered practices can meaningfully support these. We hope that this perspective paper will encourage other educators to consider how to support well-being in their own learning context," said Holly White, lead researcher and a Ph.D. student in ecology and environmental sciences. "Plus, there are some really cool initiatives happening at universities around the U.S. that we wanted to share widely!"

Researchers identified six guiding principles for improving student well-being:
    	Embedding well-being into curricula for broader, more accessible adoption.
    	Having each initiative only focus on one or two aspects of well-being, making it easier to create instruction that can also be more immersive.
    	Tailoring initiatives to the student body and university culture.
    	Securing buy-in from faculty.
    	Ensuring new offerings are accessible and don't create additional financial burden for students.
    	Employing an iterative assessment framework at the beginning to make it easier to change or scale up a program.

These guiding principles were determined in part by examining "exemplar efforts to support well-being in undergraduate education" -- all varying in scope and level of instruction -- from six universities across the nation.

Among them are Research Learning Experiences (RLEs) developed as part of UMS TRANSFORMS, a multifaceted initiative from the University of Maine System led by a $320 million investment from the Harold Alfond Foundation in Maine's public universities. First piloted at UMaine and now available System-wide, these semester-long courses allow first-year students to engage in research and other inquiry-based learning at the start of their college career. Many feature small class sizes and summer bridge experiences, and cost the same as any other credit-bearing course.




According to researchers, RLEs encourage "peer relationships and sense of belonging, as well as fostering agency, purpose and identity through enriching research experiences." When evaluating the benefits of RLEs on the more than 1,000 students who have participated in them since their introduction in 2021, preliminary data shows significant improvement in their self-identification as researchers, ability to reflect on new information and sense of belonging.

"A unique feature of our Research Learning Experiences (RLEs) is that they are open to all entering first-year students, no matter what prior experiences students may or may not have had. Our early results on the positive impact of RLEs on overall student well-being is very encouraging," said John Volin, study co-author and UMaine executive vice president of academic affairs and provost.

Other exemplary efforts to improve various aspects student well-being include Purposeful Work at Bates College, Digital Storytelling at the University of Michigan-Dearborn, Quest at the University of Florida, the Design Your Life engineering course at Stanford University and the incorporation of civic and ethical engagement into curricula at Wake Forest University.

"I think it's really important to recognize that we can support well-being and student learning, it doesn't have to be one or the other," White said.

To gather more insight into these student experiences and enhance their ability to support well-being, researchers recommend more in-depth reviews of existing programs and further studies into the optimal times for assessing and collecting data on them, how decisions regarding their design are made and the funding requirements to support them.

"It's interesting that while all six exemplar efforts highlighted in this article approach well-being with different best practices, each institution provides their opportunities at scale for all students, and they implement ongoing assessment so as to continually improve upon them. Both are key elements to be sure all students can benefit from these programs that focus on overall student well-being and future career satisfaction," Volin said.

In addition to White and Volin, the study was co-authored by Debra Allen, assistant provost of institutional research and assessment; Keith Buffinton from Bucknell University; Richard Miller from Olin College of Engineering; and Marjorie Malpiede and Dana Humphrey from the Coalition for Transformational Education.
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.
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New security protocol shields data from attackers during cloud-based computation | ScienceDaily
Deep-learning models are being used in many fields, from health care diagnostics to financial forecasting. However, these models are so computationally intensive that they require the use of powerful cloud-based servers.


						
This reliance on cloud computing poses significant security risks, particularly in areas like health care, where hospitals may be hesitant to use AI tools to analyze confidential patient data due to privacy concerns.

To tackle this pressing issue, MIT researchers have developed a security protocol that leverages the quantum properties of light to guarantee that data sent to and from a cloud server remain secure during deep-learning computations.

By encoding data into the laser light used in fiber optic communications systems, the protocol exploits the fundamental principles of quantum mechanics, making it impossible for attackers to copy or intercept the information without detection.

Moreover, the technique guarantees security without compromising the accuracy of the deep-learning models. In tests, the researcher demonstrated that their protocol could maintain 96 percent accuracy while ensuring robust security measures.

"Deep learning models like GPT-4 have unprecedented capabilities but require massive computational resources. Our protocol enables users to harness these powerful models without compromising the privacy of their data or the proprietary nature of the models themselves," says Kfir Sulimany, an MIT postdoc in the Research Laboratory for Electronics (RLE) and lead author of a paper on this security protocol.

Sulimany is joined on the paper by Sri Krishna Vadlamani, an MIT postdoc; Ryan Hamerly, a former postdoc now at NTT Research, Inc.; Prahlad Iyengar, an electrical engineering and computer science (EECS) graduate student; and senior author Dirk Englund, a professor in EECS, principal investigator of the Quantum Photonics and Artificial Intelligence Group and of RLE. The research was recently presented at Annual Conference on Quantum Cryptography.




A two-way street for security in deep learning

The cloud-based computation scenario the researchers focused on involves two parties -- a client that has confidential data, like medical images, and a central server that controls a deep learning model.

The client wants to use the deep-learning model to make a prediction, such as whether a patient has cancer based on medical images, without revealing information about the patient.

In this scenario, sensitive data must be sent to generate a prediction. However, during the process the patient data must remain secure.

Also, the server does not want to reveal any parts of the proprietary model that a company like OpenAI spent years and millions of dollars building.

"Both parties have something they want to hide," adds Vadlamani.




In digital computation, a bad actor could easily copy the data sent from the server or the client.

Quantum information, on the other hand, cannot be perfectly copied. The researchers leverage this property, known as the no-cloning principle, in their security protocol.

For the researchers' protocol, the server encodes the weights of a deep neural network into an optical field using laser light.

A neural network is a deep-learning model that consists of layers of interconnected nodes, or neurons, that perform computation on data. The weights are the components of the model that do the mathematical operations on each input, one layer at a time. The output of one layer is fed into the next layer until the final layer generates a prediction.

The server transmits the network's weights to the client, which implements operations to get a result based on their private data. The data remain shielded from the server.

At the same time, the security protocol allows the client to measure only one result, and it prevents the client from copying the weights because of the quantum nature of light.

Once the client feeds the first result into the next layer, the protocol is designed to cancel out the first layer so the client can't learn anything else about the model.

"Instead of measuring all the incoming light from the server, the client only measures the light that is necessary to run the deep neural network and feed the result into the next layer. Then the client sends the residual light back to the server for security checks," Sulimany explains.

Due to the no-cloning theorem, the client unavoidably applies tiny errors to the model while measuring its result. When the server receives the residual light from the client, the server can measure these errors to determine if any information was leaked. Importantly, this residual light is proven to not reveal the client data.

A practical protocol

Modern telecommunications equipment typically relies on optical fibers to transfer information because of the need to support massive bandwidth over long distances. Because this equipment already incorporates optical lasers, the researchers can encode data into light for their security protocol without any special hardware.

When they tested their approach, the researchers found that it could guarantee security for server and client while enabling the deep neural network to achieve 96 percent accuracy.

The tiny bit of information about the model that leaks when the client performs operations amounts to less than 10 percent of what an adversary would need to recover any hidden information. Working in the other direction, a malicious server could only obtain about 1 percent of the information it would need to steal the client's data.

"You can be guaranteed that it is secure in both ways -- from the client to the server and from the server to the client," Sulimany says.

"A few years ago, when we developed our demonstration of distributed machine learning inference between MIT's main campus and MIT Lincoln Laboratory, it dawned on me that we could do something entirely new to provide physical-layer security, building on years of quantum cryptography work that had also been shown on that testbed," says Englund. "However, there were many deep theoretical challenges that had to be overcome to see if this prospect of privacy-guaranteed distributed machine learning could be realized. This didn't become possible until Kfir joined our team, as Kfir uniquely understood the experimental as well as theory components to develop the unified framework underpinning this work."

In the future, the researchers want to study how this protocol could be applied to a technique called federated learning, where multiple parties use their data to train a central deep-learning model. It could also be used in quantum operations, rather than the classical operations they studied for this work, which could provide advantages in both accuracy and security.

This work was supported, in part, by the Israeli Council for Higher Education and the Zuckerman STEM Leadership Program.
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Climate scientists express their views on possible future climate scenarios in a new study | ScienceDaily
A new survey of climate experts reveals that a majority believes the Earth to be headed for a rise in global temperatures far higher than the 2015 Paris Agreement targets of 1.5 to well-below 2degC.


						
The study was published in the Nature journal Communications Earth & Environment. It also shows that two-thirds of respondents -- all of them authors on the Intergovernmental Panel on Climate Change (IPCC) -- believe we may succeed in achieving net zero CO2 emissions during the second half of this century. This indicates some optimism that mitigation efforts may be starting to bend the emissions curve toward what would be needed to achieve the Paris temperature goal.

A majority also acknowledged the potential for atmospheric CO2 removal, with a median response indicating a belief that the technology could remove up to five gigatons of carbon dioxide (GtCO2) a year by 2050. That is at the lower end of the range believed to be necessary to meet the Paris targets.

"We wanted to survey some of the top climate experts in the world to get some insight into their perceptions of different future climate outcomes," says the paper's lead author, Seth Wynes, a former postdoctoral fellow at Concordia, now an assistant professor at the University of Waterloo.

"These scientists also engage in important climate change communication, so their optimism or pessimism can affect how decision-makers are receiving messages about climate change."

More is needed to avert catastrophe

The 211 respondents to the survey were generally pessimistic about reaching the Paris targets given current policies, with 86 per cent estimating warming above 2degC by 2100. The median estimate was 2.7degC, which is expected to have catastrophic consequences for the planet.




Co-author Damon Matthews, a professor in the Department of Geography, Planning and Environment, notes that this does not mean that level of warming is inevitable.

"These responses are not a prediction of future warming, but rather a gauge of what the scientific community believes. The answers are surprisingly consistent with previous estimates of what would happen if our current climate policies continued without any increase in ambition, which range from about 2.5 to 3degC."

Along with questions about the likelihood of future climate outcomes, the respondents were also asked to estimate their peers' responses to the same questions.

"There was a strong correlation between what people believe and what they sense their peers believe," Wynes says. "They had a bias to see their beliefs as representative of the larger group. This can indicate an overconfidence in their own beliefs, so we think this is a good opportunity for them to reevaluate what their peers actually believe."

Working with data, not policy

An IPCC author himself, Matthews admits that scientists' views on possible climate scenarios are valuable, but other perspectives on the issues around climate change are necessary if we hope to slow it.

"Climate scientists certainly have expertise in climate systems and energy transitions, but it will be policy implementation and societal change that actually determine how quickly emissions drop," he says.

"Ultimately, the decision as to what we do and how we respond to the climate challenge is up to policymakers and the public that they represent, and I think the full range of outcomes is still very much on the table."
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Using antimatter to detect nuclear radiation | ScienceDaily
Nuclear fission reactors act as a key power source for many parts of the world and worldwide power capacity is expected to nearly double by 2050. One issue, however, is the difficulty of discerning whether a nuclear reactor is being used to also create material for nuclear weapons. Capturing and analyzing antimatter particles has shown promise for monitoring what specific reactor operations are occurring, even from hundreds of miles away.


						
In AIP Advances, byAIP Publishing, researchers from the University of Sheffield and the University of Hawaii developed a detector that senses and analyzes antineutrinos emitted by nuclear reactors. The detector designed by Wilson et al. senses antineutrinos and can characterize their energy profiles from miles away as a way of monitoring activity at nuclear reactors.

"In this paper, we test a detector design that could be used to measure the energy of particle emission of nuclear fission reactors at large distances," said author Stephen Wilson. "This information could tell us not only whether a reactor exists and about its operational cycle, but also how far away the reactor is."

Neutrinos are chargeless elementary particles that have a mass of nearly zero, and antineutrinos are their antimatter counterpart, most often created during nuclear reactions. Capturing these antiparticles and analyzing their energy levels provides information on anything from operational cycle to specific isotopes in spent fuel.

The group's detector design exploits Cherenkov radiation, a phenomenon in which radiation is emitted when charged particles moving faster than light pass through a particular medium, akin to sonic booms when crossing the sound barrier. This is also responsible for nuclear reactors' eerie blue glow and has been used to detect neutrinos in astrophysics laboratories.

The researchers proposed to assemble their device in northeast England and detect antineutrinos from reactors from all over the U.K. as well as in northern France.

One issue, however, is that antineutrinos from the upper atmosphere and space can muddle the signal, especially as very distant reactors yield exceeding small signals -- sometimes on the order of a single antineutrino per day.

To account for this, the group proposed to place their detector in a mine more than 1 kilometer underground.

"Discriminating between these particles is also a significant analysis challenge, and being able to measure an energy spectrum can take an impractically long time," Wilson said. "In many ways, what surprised me most is that this is not actually impossible."

Wilson hopes the detector stimulates more discussion in how to use antineutrinos to monitor reactors, including measuring the antineutrino spectrum of spent nuclear fuel or developing smaller detectors for use closer to reactors.
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Inadequate compensation for lost or downgraded protected areas threatens global biodiversity | ScienceDaily
Conservation scientists at the National University of Singapore (NUS) have highlighted substantial gaps in the compensation for lost or downgraded protected areas. These gaps risk undermining global efforts for the protection of biodiversity and threaten the Kunming-Montreal Global Biodiversity Framework targets, which aim to conserve 30% of the planet by 2030.


						
The importance of protected areas

Protected areas play a crucial role in conserving biodiversity, mitigating climate change, and providing essential ecosystem services. These areas are intended for permanent protection, but since the 1900s, many protected areas have suffered downgrading, downsizing, and degazettement (PADDD) events, which expose previously protected species and ecosystems to extinction risks. Despite efforts to implement PADDD offsets and establish new protected areas, these measures often fail to fully restore lost biodiversity protection that PADDD events caused.

Research findings on PADDD compensation

The study, led by Associate Professor Roman CARRASCO from the NUS Department of Biological Sciences (NUS DBS) and Ms YAN Yanyun, who conducted the research as a Research Assistant at NUS DBS, reveals a critical shortfall in efforts to compensate for lost or downgraded protected areas via PADDD. The research team used global biodiversity data and spatial modelling to evaluate whether offsets for PADDD events, and newly established, unrelated protected areas effectively restored the integrity of the reserve networks.

The findings have been published in the journal Conservation Biology on 25 September 2024.

Assoc Prof Carrasco said, "Our results demonstrate that the loss of protected areas is not sufficiently compensated by either dedicated offsets or the creation of new protected areas. While there appears to be partial recovery in terms of area, the quality of restoration across biodiversity metrics such as for birds, mammals, amphibians and reptiles remains insufficient."

Methodology and key insights




The study examined 16 territories (including Alaska, Australia, Bhutan, Brazil, Cambodia, Canada, Colombia, Ecuador, French Guiana, Hawaii, Mexico, Peru, South Africa, Uganda, the United Kingdom, and the United States) that experienced terrestrial PADDD events and four marine territories (including Australia, Palau, South Africa, and the United States) affected by PADDD events from 2011 to 2020. The evaluation encompassed compensation metrics such as the size of PADDD offsets, the establishment of new protected areas, and the extent of protection restored in Key Biodiversity Areas, ecoregions, and the ranges of threatened species.

Findings indicated that PADDD offsets were implemented in only 19 per cent of affected terrestrial territories and 25% of marine territories. Considering both PADDD offsets and new protected areas, the restoration of the protection was partial: 63 per cent of PADDD affected terrestrial territories have their lost area compensated, and 57% of these territories have had their Key Biodiversity Areas coverage restored. Restoration based on territories was even lower for ecoregions representation and threatened species, with only 38 per cent in ecoregions, 20 per cent in amphibians, 33 per cent in mammals, 31 per cent in birds, and 21 per cent in reptiles regaining adequate protection.

Urgent need for strategic conservation

Ms Yan said, "There is an urgent need to expand PADDD offsets and new protected areas to ensure biodiversity losses are recovered. This will allow us to meet the 30x30 target set by the Kunming-Montreal Global Biodiversity Framework with a focus on quality, not just quantity of area covered."

"The results indicate that we are losing high quality protected areas that were critical to conserve numerous species, and we are not providing alternative protections. This leads to a degradation of protection, leaving vulnerable species increasingly exposed," added Assoc Prof Carrasco.

The findings underscore the largely detrimental role of PADDD events and highlight the need for a more strategic approach in maintaining and designing protected area networks. To safeguard global biodiversity, it is important to focus on restoring the quality of protection alongside expanding the quantity of protected areas.
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Cool roofs could have saved lives during London's hottest summer, say researchers | ScienceDaily
As many as 249 lives could have been saved in London during the 2018 record-setting hot summer had the city widely adopted cool roofs, estimates a new study by researchers at UCL and the University of Exeter.


						
The paper, published in Nature Cities, analysed the cooling effect that roofs painted white or other reflective colours would have on London's ambient temperature between June and August 2018, the city's hottest summer. From June through August, the average temperature around London was 19.2 degrees C, about 1.6 degrees warmer than average for that time of year.

Urban environments tend to absorb a lot of heat and are usually a few degrees warmer than the surrounding region, an effect known as the 'urban heat island'. Painting roofs white or reflective colours would absorb less radiant energy from the Sun than traditional dark roofs, effectively cooling the city.

The researchers found that had cool, light-coloured roofs been widely installed throughout London, it could have cooled the city by about 0.8 degrees C on average, preventing the heat-related deaths of an estimated 249 people -- equating to around 32% of the 786 heat-related deaths during that period.

In the same paper, the researchers also found that had rooftop photovoltaic solar panels been similarly widely adopted, they would also have cooled the city by about 0.3 degrees C. This would have prevented the deaths of an estimated 96 people across the city, or 12% of the heat-related deaths during that summer.

The researchers used a complex 3D computer model to simulate the outcomes of different urban environments. They calculated what the average urban temperatures were during the hot 2018 summer (cross-checking it against actual measurements from the time) and then compared the temperature differences if all roofs in London were given a reflective coating, if all roofs were covered in rooftop solar panels and what the temperature of a hypothetical non-urbanised London would be.

The team also estimated the economic impact of the increased mortality rates of the two scenarios. The 96 lives saved by the adoption of rooftop solar panels would have reduced the economic burden on the city by about PS237 million, while the 249 lives saved by adopting cool roofs would have reduced the city's economic burden by about PS615 million.




In addition, had rooftop solar panels been widely installed, the researchers estimate that the total electricity that could have been produced during that three-month timeframe would have been as much as 20 terawatt-hour (TWh), more than half the energy usage of London during the entire year of 2018.

Lead author, Dr Charles Simpson (UCL Bartlett School Environment, Energy & Resources) said: "If widely adopted, cool roofs can significantly reduce the ground-level air temperature of a city. The resulting cooling effect across the city would save lives and improve the quality of life for residents throughout the urban area. Solar panels have great benefits as a source of renewable power, so it's good to see they won't make the city hotter."

Combating urban heat is growing in importance as the world continues to warm because of climate change. Though unusual at the time, hot summers like the one in 2018 are projected to occur more frequently because of the warming climate. In addition, the UK is particularly vulnerable to the effect as an estimated 83% of the country's population lives in urban areas.

Dr Simpson added: "As the effects of climate change manifest more and more, people living in cities will need to find new ways to adapt. Our research shows that cool roofs could be an effective way to mitigate the heat-trapping effects of urban environments."

Co-author Professor Tim Taylor of the University of Exeter said: "The need for our cities to adapt to climate change is clear. Changing our roof spaces offers one potential solution. We need to encourage action like this, to reduce the burden of excess heat on people living in urban areas and capture potential co-benefits, including energy generation."

Recent preliminary research by members of the team found that during the three hottest days of 2018, wide adoption of cool roofs would have lowered the city's average temperature by about 1.2 degrees C, while rooftop solar panels would have lowered the average temperature by about 0.3 degrees C. This new research extends those modelling efforts throughout the whole summer of 2018, the hottest on record for London.

The research developed as part of the HEROIC: Health and Economic impacts of Reducing Overheating in Cities project based at UCL and Exeter, and supported by Wellcome Trust and NERC.
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High costs slow widespread use of heat pumps, study shows | ScienceDaily
There has been a little to no reduction in the average installation cost of the green heating systems over the past decade in the UK, a study shows.


						
Although projections suggest a reduction of 20 to 25 per cent in installation costs by 2030, this falls significantly short of the targets set by UK policymakers, researchers say.

Domestic heat pumps currently play a marginal role in heating UK homes, experts say. The number of installations is growing, but remains low compared with traditional, fossil fuel-based heating systems.

Researchers say the findings highlight the need for policy aspirations to be based on realistic assessments of likely cost reductions, and to develop incentives that can address the relatively high upfront costs of some low carbon technologies.

As well as decarbonising home heating, advocates for heat pumps say they offer energy security and efficiency benefits, and can offer lower and more stable energy bills.

Researchers at the University of Edinburgh and Imperial College London used systematic evidence review techniques to analyse historic and forecast data for the installation costs of domestic heat pumps.

They included the different factors that can affect heat pump cost data such as the type of home, technology design and the wider heating system.




They also assessed equipment and non-equipment costs, and the factors affecting them such as international manufacturing supply chains and local labour markets.

They found there has been no significant reduction in the average installed cost of heat pumps over the past decade in the UK, while modest cost reductions were seen internationally.

However, there are prospects for reduced installed costs in the UK, they said. UK forecasts suggest a reduction in total installed costs by 2030 of around 20-25 per cent, with the anticipated savings higher for non-equipment costs -- through more efficient installations, for example -- than for equipment costs.

However, while there are prospects for reductions in installation costs, these reductions are unlikely to be on a scale and pace to match UK policy targets, the researchers say.

Dr Mark Winskel, of the University of Edinburgh's School of Social and Political Science, said: "While there is a growing policy consensus that heat pumps will pay a key role in decarbonising home heating, there are some stubborn economic challenges. Our research suggests the need for realistic expectations about heat pump installed cost reductions, and also, introducing targeted support measures to reflect their competitive running costs and wider benefits."

The study is published in the Journal Applied Energy. The research was undertaken as part of the UK Energy Research Centre research programme, funded by the UK Research and Innovation's Energy and Decarbonisation theme.
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Where flood policy helps most -- and where it could do more | ScienceDaily
Flooding, including the devastation caused recently by Hurricane Helene, is responsible for $5 billion in annual damages in the U.S. That's more than any other type of weather-related extreme event.


						
To address the problem, the federal government instituted a program in 1990 that helps reduce flood insurance costs in communities enacting measures to better handle flooding. If, say, a town preserves open space as a buffer against coastal flooding, or develops better stormwater management, area policy owners get discounts on their premiums. Studies show the program works well: It has reduced overall flood damage in participating communities.

However, a new study led by an MIT researcher shows that the effects of the program differ greatly from place to place. For instance, higher-population communities, which likely have more means to introduce flood defenses, benefit more than smaller communities, to the tune of about $4,000 per insured household.

"When we evaluate it, the effects of the same policy vary widely among different types of communities," says study co-author Lidia Cano Pecharroman, a PhD candidate in MIT's Department of Urban Studies and Planning.

Referring to climate and environmental justice concerns, she adds: "It's important to understand not just if a policy is effective, but who is benefitting, so that we can make necessary adjustments and reach all the targets we want to reach."

The paper, "Exposing Disparities in Flood Adaptation for Equitable Future Interventions in the USA," is published today in Nature Communications. The authors are Cano Pecharroman and ChangHoon Hahn, an associate research scholar at Princeton University.

Able to afford help

The program in question was developed by the Federal Emergency Management Agency (FEMA), which has a division, the Flood Insurance Mitigation Administration, focusing on this issue. In 1990, FEMA initiated the National Flood Insurance Program's Community Rating System, which incentivizes communities to enact measures that help prevent or reduce flooding.




Communities can engage in a broad set of related activities, including floodplain mapping, preservation of open spaces, stormwater management activities, creating flood warning systems, or even developing public information and participation programs. In exchange, area residents receive a discount on their flood insurance premium rates.

To conduct the study, the researchers examined 2.5 million flood insurance claims filed with FEMA since then. They also examined U.S. Census Bureau data to analyze demographic and economic data about communities, and incorporated flood risk data from the First Street Foundation.

By comparing over 1,500 communities in the FEMA program, the researchers were able to quantify its different relative effects -- depending on community characteristics such as population, race, income or flood risk. For instance, higher-income communities seem better able to make more flood-control and mitigation investments, earning better FEMA ratings and, ultimately, enacting more effective measures.

"You see some positive effects for low-income communities, but as the risks go up, these disappear, while only high-income communities continue seeing these positive effects," says Cano Pecharroman. "They are likely able to afford measures that handle a higher risk indices for flooding."

Similarly, the researchers found, communities with higher overall levels of education fare better from the flood-insurance program, with about $2,000 more in savings per individual policy than communities with lower levels of education. One way or another, communities with more assets in the first place -- size, wealth, education -- are better able to deploy or hire the civic and technical expertise necessary to enact more best practices against flood damage.

And even among lower-income communities in the program, communities with less population diversity see greater effectiveness from their flood program activities, realizing a gain of about $6,000 per household compared to communities where racial and ethnic minorities are predominant.




"These are substantial effects, and we should consider these things when making decisions and reviewing if our climate adaptation policies work," Cano Pecharroman says.

An even larger number of communities is not in the FEMA program at all. The study identified 14,729 unique U.S. communities with flood issues. Many of those are likely lacking the capacity to engage on flooding issues the way even the lower-ranked communities within the FEMA program have at least taken some action so far.

"If we are able to consider all the communities that are not in the program because they can't afford to do the basics, we would likely see that the effects are even larger among different communities," Cano Pecharroman says.

Getting communities started

To make the program more effective for more people, Cano Pecharroman suggests that the federal government should consider how to help communities enact flood-control and mitigation measures in the first place.

"When we set out these kinds of policies, we need to consider how certain types of communities might need help with implementation," she says.

Methodologically, the researchers arrived at their conclusions using an advanced statistical approach that Hahn, who is an astrophysicist by training, has applied to the study of dark energy and galaxies. Instead of finding one "average treatment effect" of the FEMA program across all participating communities, they quantified the program's impact while subdividing the set of participating set of communities according to their characteristics.

"We are able to calculate the causal effect of [the program], not as an average, which can hide these inequalities, but at every given level of the specific characteristic of communities we're looking at, different levels of income, different levels of education, and more," Cano Pecharroman says.

Government officials have seen Cano Pecharroman present the preliminary findings at meetings, and expressed interest in the results. Currently, she is also working on a follow-up study, which aims to pinpoint which types of local flood-mitigation programs provide the biggest benefits for local communities.

Support for the research was provided, in part, by the La Caixa Foundation, the MIT Martin Family Society of Fellows for Sustainability, and the AI Accelerator program of the Schmidt Futures Foundation.
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Coral reef destruction a threat to human rights | ScienceDaily
A human rights-based approach to coral reef protection could ensure governments are held to account for safeguarding marine ecosystems and empower local and Indigenous communities to demand sustainable solutions and climate justice, a new study suggests.


						
An estimated one billion people rely on healthy coral reefs globally for food security, coastal protection and income from tourism and other services. If reefs and their ecosystems are lost, the impact on human health and economic wellbeing would be catastrophic.

Lead author, Dr Emma Camp from the University of Technology Sydney (UTS), said the window of opportunity to conserve coral reefs is rapidly closing and despite numerous protective measures, coral reefs around the world continue to degrade.

"2024 marks the fourth global coral bleaching event impacting more than 50% of the world's coral reefs, as well as other stressors such as pollution. This is an urgent reminder that the loss of coral ecosystems negatively impacts both humans and nonhumans," said Dr Camp.

"Implementing coral reef conservation through a human rights-based approach will provide a practical path towards a much-needed transformation of local, national, and international governance, while also highlighting the human side of coral loss," she said.

The article, Coral reef protection is fundamental to human rights, published in the journal Global Change Biology, is a cross-disciplinary collaboration with School of Law, University at Buffalo, The State University of New York, University of Konstanz, and UTS experts in law and science.

In 2022 the human right to a clean, healthy and sustainable environment was affirmed by the United Nations General Assembly. Human rights globally are under threat from intensifying climate change, pollution and biodiversity loss.




Professor Christian Voolstra, a co-author and the elected President of the International Coral Reef Society said: "The recent Intergovernmental Panel on Climate Change report stated with high confidence that even at 1.5 degC warming, a mark that we might have already missed, the majority of warm-water coral-dominated systems will be quasi non-existent.

"We consequently need to think differently about reef conservation and how we fast-track to try and protect these critical ecosystems for current and future generations."

"In other fields, applying a human-rights based approach to environmental protection has advanced both social and environmental conservation," said co-author Dr Genevieve Wilkinson from UTS Law, a founder of the Australian and Aotearoa New Zealand Economic, Social and Cultural Rights Network.

"A rights-based approach embeds non-discrimination, empowerment and participation so that litigation is not the only available avenue for participation and empowerment of vulnerable rightsholders. States must be accountable to obligations to protect human rights and find just solutions.

"A human rights-based approach to coral reef protection is an important opportunity to expedite reef protection while simultaneously advancing climate justice for humans and non-humans," said Dr Wilkinson.

The study highlights the 2022 decision in Billy v. Australia, which was the first successful climate litigation framed through the language of rights before this body.




"The case was submitted by a group of eight Torres Strait Islanders, and six of their children. It demonstrates how states' failure to effectively address climate change can threaten the human rights of low-lying reef nation inhabitants who rely on healthy coral reefs to ensure their way of life.

"Coral bleaching and its damaging impact on crayfish habitats were specifically identified as a harmful climate change impact by the Human Rights Committee," said Dr Wilkinson.

"The Committee determined that failure to implement adequate climate change adaptation measures by the Australian Government violated the Torres Strait Islander inhabitants' rights to culture and to private and family life, contrary to the International Covenant on Civil and Political Rights," she said.

The triple planetary crisis of climate change, biodiversity loss, and pollution has been described by the United Nations' High Commissioner for Human Rights as the greatest future challenge facing human rights globally.
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Getting to zero emissions: A call for unified energy planning | ScienceDaily
As competition between gas and electric utilities heats up due to clean energy-promoting policies that emphasize replacing gas with electricity, state regulators need to overhaul their approach to regulation, scholars at Stanford and the University of Notre Dame argue. A new white paper led by the?Climate and Energy Policy Program?at the?Stanford Woods Institute for the Environment lays out a case for unifying electric and gas utilities and instituting coordinated planning to make the transition to zero-carbon buildings more efficient and cost-effective. A related webinar on Oct. 2 will present the white paper's results and feature a discussion among energy experts about efforts to address the newly competitive landscape and advance the energy transition.


						
"Utility regulators are facing a uniquely difficult combination of climate, safety, and equity concerns as they contemplate how to decarbonize gas networks," said paper coauthor Joshua Lappen, a postdoctoral research associate at the University of Notre Dame and fellow at the Future of Heat Institute. "By recognizing the competition taking place between gas and electricity, regulators can find new opportunities to proactively manage the building-energy transition."

The white paper, The Unseen Competition in the Energy Transition: Acknowledging and Addressing Inter-Utility Competition to Achieve Managed Decarbonization, calls for state public utility commissions (PUCs) to formally plan around a unified energy sector. The report warns that continued competition between gas and electric utilities could delay decarbonization, saddle ratepayers with higher costs, lock in unnecessary investments in fossil fuel infrastructure, and disproportionately burden low-income energy users.

Competition or unification

While electric and gas utilities have traditionally operated in distinct markets, climate policies are increasingly pushing these sectors into competition, particularly in building heating and cooking, which have been dominated by gas utilities for decades in many areas. As technologies like electric heat pumps and induction stoves become more efficient and widespread, gas utilities have launched aggressive campaigns to protect their market share. The federal Inflation Reduction Act has further intensified this competition by offering subsidies for electric appliances, fueling what the authors describe as a "patchwork of duplicative energy monopolies."

"In many parts of the U.S., gas and electric utilities are now providing nearly identical services, but customers are paying for the maintenance of two separate distribution systems," the authors write. This, they argue, creates economic inefficiencies that could be avoided through better planning and coordination.

The white paper advocates for PUCs to consolidate planning processes for gas and electric utilities, treating them as components of a single energy sector. This would allow regulators to optimize investments across both systems, minimize stranded assets, and ensure that decarbonization proceeds equitably and quickly.




The authors recommend that regulators consider consolidating gas and electric utilities that serve the same territories, potentially merging them into unified energy service providers. This would not only streamline decarbonization efforts but also help maintain service safety and reliability and protect ratepayers from escalating costs.

Managing the transition

The report highlights the risks of inaction, warning that gas utilities are incentivized to continue to expand fossil fuel infrastructure with lifetimes longer than decarbonization timelines and creating financial risks for consumers.

By managing competition between gas and electric utilities through proactive regulation and planning, the researchers believe the U.S. can accelerate its transition to a decarbonized energy system while protecting both ratepayers and the economy.

"Times have changed," said paper coauthor Amanda Zerbe, an early career climate law fellow at the Stanford Law School's Environmental and Natural Resources Law & Policy Program. "To reach our climate goals, we have to start treating gas and electric utilities as a single energy system."
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Study suggests simple steps may improve team ethics | ScienceDaily
Instead of ending a group meeting asking if anyone has any questions, a professor at UT Arlington suggests asking participants if they can think of anything that can go wrong with the plan discussed.


						
"It helps get people thinking about who could potentially be harmed or if there is a part of the project we're just not thinking about," said Logan Watts, an assistant professor of psychology at UT Arlington and lead author on a new study exploring ethical decision-making within teams. "This helps people focus on potential issues before they can become ethical problems."

Historically, studies on ethical decision-making have focused on individual researchers. However, researchers rarely work alone. Plus, studies on the psychology of groups have shown that people think and behave differently when they work as part of a team rather than alone, so it's important to understand team dynamics.

"The integrity of the scientific enterprises depends a great deal on faith that researchers will 'play by the rules,'" said Watts, whose research was supported by a seed grant from the UTA Center for Research on Training and Leadership Excellence. "But that trust can erode quickly when researchers are caught fabricating data, plagiarizing work, failing to disclose conflicts of interest, or engaging in poor research practices that can harm others."

To better understand the ethics of team decision-making, Watts and fellow psychology assistant professor Michelle Martin-Raugh along with graduate students Sampoorna Nandi and Rylee Linhardt, interviewed scientists working at a public research university, asking them about their experiences and observations with ethical dilemmas within research.

After recording the interviews, the team transcribed and coded all the data to look for common themes. The most prevalent dilemma reported was research misconduct, with 75 percent of participants reporting issues around data fabrication, falsifying information, or copying work from another researcher.

The second most reported ethical dilemma was around the protection of human subjects, with 55% of researchers saying they had experienced an issue where a team member was not following ethical procedures surrounding the protection of the rights and welfare of study participants. The participants said that issues could become awkward if the person acting unethically had more seniority over the other members.




Although the current study was exploratory in nature and needs additional research to validate the findings using an experimental design, Watts said it revealed a few tactics that may help teams perform more ethically. One takeaway is the idea of an "ethical champion" who can help the group ensure they are not deliberately or accidentally making ethical mistakes and can also serve as role models for other group members.

"Our study showed that in many groups, a person stepped up to be the ethical champion. This wasn't a formal designation, but rather, a person who was willing to speak up about ethical values and norms," Watts said. "In some groups, a team member may be more focused on results, not thinking about some decisions being right or wrong or whether someone could potentially be harmed. This ethical champion was someone who was willing to say something if they saw something amiss."

Watts also emphasized the importance of fostering an environment where everyone feels empowered to voice concerns.

"It's important for teams to create a culture of psychological safety within the research group so that people without power feel comfortable speaking up," Watts said.
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New brain-mapping tool may be the 'START' of next-generation therapeutics | ScienceDaily
Scientists at the Salk Institute are unveiling a new brain-mapping neurotechnology called Single Transcriptome Assisted Rabies Tracing (START). The cutting-edge tool combines two advanced technologies -- monosynaptic rabies virus tracing and single-cell transcriptomics -- to map the brain's intricate neuronal connections with unparalleled precision.


						
Using the technique, the researchers became the first to identify the patterns of connectivity made by transcriptomic subtypes of inhibitory neurons in the cerebral cortex. They say having this ability to map the connectivity of neuronal subtypes will drive the development of novel therapeutics that can target certain neurons and circuits with greater specificity. Such treatments could be more effective and produce fewer side effects than current pharmacological approaches.

The study, published on September 30, 2024, in Neuron, is the first to resolve cortical connectivity at the resolution of transcriptomic cell types.

"When it comes to treating neurological and neuropsychiatric disorders, we've essentially been trying to fix a machine without fully understanding its parts," says senior author Edward Callaway, professor and Vincent J. Coates Chair in Molecular Neurobiology at Salk. "START is helping us create a detailed blueprint of the brain's many parts and how they all connect."

It's like trying to repair a car without knowing what an engine or an axle is, he says. But if you had a diagram of the car's parts, you could start to understand how they might work together to make the wheels spin and the car move. That knowledge would then make it much easier to spot a problem in the system and figure out which tools you'll need to fix it.

When describing a brain's parts, neurons are initially grouped into two broad classes: excitatory (those that stimulate brain activity) and inhibitory (those that suppress activity) -- similar to the accelerator and brake in a car. From there they can be further sorted into subclasses: Excitatory neurons are categorized by the layer of the brain they're in while inhibitory neurons are identified by the marker proteins they express.

Recent advances in transcriptomics now allow these subclasses to be broken down even further. Using single-cell RNA sequencing, scientists can now group cells with similar gene expression patterns and define each cluster as a specific neuronal subtype.




"Defining a cell type is complicated because you might group cells differently depending on which method you're using to look at them," Callaway says. "Two cells can have slightly different gene expression patterns but perform a similar function, or two cells with similar gene expression could be further separated based on their anatomy, connectivity, or physiology. If you only consider one of those features, you could end up over-splitting or under-splitting the groups. START helps us understand what level of categorization may be most meaningful to circuit function, and that will inform which cells to target with new therapeutics."

To create START, the Callaway lab engineered a way to combine single-cell RNA sequencing with another technique they had developed previously: monosynaptic rabies virus tracing. The approach lets a modified virus hop from one cell type of interest to only the cells directly connected to it. By detecting where the virus ends up, the researchers can map which cells are connected to which.

The researchers first used their new tool to explore connectivity patterns in the mouse visual cortex. START was able to resolve around 50 different subtypes of inhibitory neurons in this region and map their connections to excitatory neurons in each layer of the cortex. The researchers' findings identified distinct connectivity patterns across various transcriptomic subtypes of inhibitory neurons that could not have been distinguished using previous methods.

"People often treat all inhibitory neurons as a single uniform group, but they're actually very diverse, and trying to study or clinically target them as one group can obscure important differences that are critical to brain function and disease," says first author Maribel Patino, a former graduate student in Callaway's lab and current psychiatry resident at UC San Diego School of Medicine.

START revealed that each cortical layer of excitatory neurons received selective input from specific transcriptomic subtypes of Sst, Pvalb, Vip, and Lamp5 inhibitory cells. Each subtype's unique connectivity helps establish sophisticated microcircuits that likely contribute to specialized brain functions.

For example, the researchers were able to resolve an inhibitory subtype called Sst Chodl cells, which are thought to be associated with sleep regulation. Using START, they found that Chodl cells were the cell type most densely connected to layer 6 excitatory neurons, which are known to project to the thalamus to coordinate sleep rhythms.




This unprecedented resolution will allow neuroscientists to continue uncovering how specific neuronal subtypes shape the brain's circuitry to produce our thoughts, perceptions, emotions, and behaviors.

The researchers' next steps are to create viral vectors and gene-editing technologies that target each individual cell subtype. In the future, these tools could be adapted into novel therapeutics that selectively modify the specific neuron populations contributing to conditions such as autism, Rett syndrome, and schizophrenia.

"We don't know exactly how this information is going to be used 10 or 20 years from now, but what we do know is that technologies are changing rapidly, and the way the brain is treated today with drugs is not the way the brain will be treated in the future," says Callaway. "START can help drive this innovation, so the viruses and resources are all freely available for the entire neuroscience community to use."

Other authors include Marley A. Rossa, Willian Nunez Lagos, and Neelakshi S. Patne of the Salk Institute.

The work was supported by the National Institutes of Health (R34 NS116885, T32 GM007198, P30 014195, S10 OD023689) and the Paul and Daisy Soros Fellowship for New Americans.
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Indigenous U.S. farm workers face greater job-related pain compared to undocumented peers | ScienceDaily
Farming is a notoriously hard profession with long hours spent operating dangerous equipment and performing other arduous tasks. New Rice University research finds that indigenous farm employees -- many of whom have legal status in the U.S. after moving from Latin America -- may experience more physical pain on the job than undocumented workers.


						
Researchers Christina Diaz, associate professor of sociology, and Erick Samayoa, a sociology graduate student, are the authors of "Away from Home, Into the Fields: Assessing the Health of Undocumented and Indigenous Farmworkers," which appears in a recent edition of Social Science & Medicine. The researchers used data from the National Agricultural Worker Survey (including more than 20,000 respondents) to learn more about the lives of farm workers in the U.S., over 60% of whom are not in the U.S. legally and potentially susceptible to worse working conditions or exploitation.

Diaz and Samayoa found that undocumented workers actually reported better physical health than their indigenous counterparts. Meanwhile, indigenous workers were more likely than any other type of worker to report physical pain stemming from their profession.

The researchers said there are different reasons that these individuals may be dealing with more physical pain.

"First and foremost, individuals who migrate to the U.S. -- as is the case with many undocumented workers -- are usually in excellent health," Diaz said. "They are youthful and vigorous enough to complete an arduous migration journey and have resources to migrate."

Meanwhile, indigenous populations face what Samayoa called a "cumulative disadvantage," sometimes facing discrimination as indigenous persons within Latin America prior to migration and once again after coming to the U.S.

"This can include a language barrier as many of these individuals speak neither English nor Spanish and as a result cannot advocate for themselves in the way that many undocumented workers can," Samayoa said. "We suspect that because this indigenous population faces so much discrimination and so much socioeconomic difficulty, it may trump any of the benefits that legal status may offer them."

The researchers say they hope this work sheds light on and will encourage more studies of the complexities of immigrant populations in the U.S. and how they face different challenges depending on their respective backgrounds.

The study was co-authored by Sergio Chavez, an associate professor of sociology at Rice, and Victoria Bejarano, a former University of Houston student.
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Honey, I shrunk the city: What should declining Japanese cities do? | ScienceDaily
Aging societies and population decline have been on the rise globally, but in Japan, the situation has exasperated tenfold. A staggering 36.21 million people, or 28.9% of the populace, are 65 and over. Further, 74.6% of Japan's 1,747 cities are categorized as shrinking, with urban policies struggling to keep up with the decline. However, the factors that correlate with population changes in cities of varying sizes have not been clarified.


						
Dr. Haruka Kato, a junior associate professor at Osaka Metropolitan University, examined these multidimensional factors using the Economic, Social, and Educational (ESE) dataset, which is a cross-sectional dataset of 270 indicators of each Japanese city. This study used the machine-learning algorithm XGBoost, which analyzed the nonlinear relationships between the population change from 2005 to 2010 and the other 269 indicators.

The results revealed that most shrinking cities in Japan are medium-sized or small. Regarding the multidimensional factors, the rate of population change is strongly correlated with social-related indicators, such as changes among persons ages 0-14 in small cities, natural population change in medium-sized cities, and migration rates in large cities. Additionally, population changes correlated with the financial strength index as an economic-related factor in medium-sized cities. Furthermore, population changes correlated with the designation of underpopulated areas as an urban-planning-related factor in small cities.

"These results imply that urban policies should be designed according to the size of the city," said Dr. Kato. "Medium-sized cities should effectively formulate policies other than urban planning, such as childcare initiatives that would contribute to improvements in natural population change and the financial strength index. Meanwhile, small cities need to consider designating underpopulated areas."
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Vast 'stranded assets' if world continues investing in polluting industries | ScienceDaily
Continued investment in carbon-intensive industries will drastically increase the amount of "stranded assets" as the world moves to net-zero emissions, researchers warn.


						
The study assesses how much capital -- the value of physical assets like buildings and, uniquely in this study, the value of workers -- could be stranded (losing its value) if the world reaches net zero emissions in 2050.

Stranded assets could include a worker losing their job and future income as their industry declines, or a coal power station losing value as renewables take over.

The study -- by Exeter and Lancaster universities -- compares two scenarios to investigate how delaying the transition could affect the total capital value at risk accumulated by 2050: one where the world completely stopped investing in carbon-intensive industries in 2020, and another where this is delayed to 2030.

A complete switch-off from fossil fuel investment in 2020 would have left $117 trillion of global capital at risk -- while delaying to 2030 raises this to $557 trillion (37% of total global capital today).

While these are the maximum possible figures -- and they could be reduced by retraining workers and retrofitting assets -- they highlight the vast economic risks from continued investment in declining industries.

"The longer we wait, the more disorderly the transition will be," said Cormac Lynch, from the University of Exeter.




"An orderly transition would place communities in a good position to take advantage of new opportunities as the economy changes -- while a disorderly one could put some areas at risk of post-industrial decline."

Asked if the findings could support calls to delay or abandon net-zero policies, Daniel Chester from Lancaster University said: "The impacts of climate change itself are likely to be far more costly.

"And parts of the transition are happening already. For example, renewables like solar PV are already at cost-parity with fossil fuel equivalents, and electric vehicles are not far behind.

"What our research shows is that it makes practical sense, not just ethical sense, to embrace the transition now rather than resist it."

"Instead of delaying the transition, policymakers should be transforming educational and financial systems -- creating new opportunities, especially in regions dependent on fossil-fuel industries -- to ensure communities are not left behind."

The world must now cut carbon emissions at an unprecedented rate to meet the goals of the Paris Agreement, thereby limiting the worst effects of climate change.




This will inevitably create new economic opportunities but will also threaten the value of some existing occupations and physical assets, investments in which have been called a "carbon bubble."

The researchers collated available data to estimate the makeup of the global stock of capital assets and their economic lifespans.

They then simulated the early retirement of these capital assets (e.g. buildings decommissioned earlier than expected or workers being made unemployed) necessary to achieve the net zero targets set by governments, comparing these outcomes to scenarios where they are allowed to retire at the end of their normal working life.

The paper, published in the journal Environmental Research: Climate and funded by the Economic and Social Research Council through the Rebuilding Macroeconomics network, is entitled: "Stranded human and produced capital in a net-zero transition."
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Support for meat rationing to protect climate | ScienceDaily
Rationing of goods such as meat and fuel can both effectively and fairly reduce consumption with high climate impact. Almost 40 percent of the public say they could accept such measures. These are the findings of new research from the Climate Change Leadership Group at Uppsala University.


						
"Rationing may seem dramatic, but so is climate change. This may explain why support is rather high. One advantage of rationing is that it can be perceived as fair, if made independent of income. Policies perceived as fair often enjoy higher levels of acceptance," explains Oskar Lindgren, doctoral student in natural resources and sustainable development at the Department of Earth Sciences at Uppsala University, who led the study, published in Nature magazine's Humanities & Social Sciences Communications journal.

To achieve climate targets, policies that effectively reduce consumption with a high climate impact, such as meat and fuel, are needed. At the same time, public acceptance of a particular policy instrument strongly depends on whether it is perceived as fair or not. So far, research in this area has mainly examined economic instruments, such as carbon taxes, while giving little attention to other instruments that could be effective, like rationing.

A new study involving nearly 9,000 people in Brazil, India, Germany, South Africa and the United States compares the acceptability of rationing fuel and so-called "emission-intensive" food, such as meat, with the acceptability of taxes on the same products. The study is the first of its kind. One conclusion is that the acceptability of rationing is on par with the acceptability of taxes. For example, 38% of the people surveyed were in favour or strongly in favour of fuel rationing. The corresponding figure for fuel tax was 39%.

"Most surprisingly, there is hardly any difference in acceptability between rationing and taxation of fossil fuels. We expected rationing to be perceived more negatively because it directly limits people's consumption. But in Germany, the proportion of people who strongly oppose fossil fuel taxes is actually higher than the proportion who strongly oppose fossil fuel rationing," notes Mikael Karlsson, Senior Lecturer in Climate Leadership at Uppsala University and one of the researchers behind the study.

The study also shows that acceptability differs between countries. In India and South Africa, acceptability of rationing for both fuel and emissions-intensive food is higher than in the other countries. In particular, many respondents in Germany and the United States are strongly against meat rationing. Individuals who express concern about climate change are most likely to favour the instrument, but younger and more educated individuals also have a more positive attitude.

"More research is now needed on attitudes towards rationing and the design of such policy instruments. Water rationing is taking place in many parts of the world, and many people seem willing to limit their consumption for climate mitigation purposes, as long as others do the same. These are encouraging findings," says Lindgren.
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Automatic speech recognition learned to understand people with Parkinson's disease -- by listening to them | ScienceDaily
As Mark Hasegawa-Johnson combed through data from his latest project, he was pleasantly surprised to uncover a recipe for Eggs Florentine. Sifting through hundreds of hours of recorded speech will unearth a treasure or two, he said.


						
Hasegawa-Johnson leads the Speech Accessibility Project, an initiative at the University of Illinois Urbana-Champaign to make voice recognition devices more useful for people with speech disabilities.

In the project's first published study, researchers asked an automatic speech recognizer to listen to 151 hours -- almost six-and-a-half days -- of recordings from people with speech disabilities related to Parkinson's disease. Their model transcribed a new dataset of similar recordings with 30% more accuracy than a control model that had not listened to people with Parkinson's disease.

This study appears in the Journal of Speech, Language, and Hearing Research. The speech recordings used in the study are freely available to researchers, nonprofits and companies looking to improve their voice recognition devices.

"Our results suggest that a large database of atypical speech can significantly improve speech technology for people with disabilities," said Hasegawa-Johnson, a professor of electrical and computer engineering at Illinois and a researcher at the university's Beckman Institute for Advanced Science and Technology, where the project is housed. "I look forward to seeing how other organizations will use this data to make voice recognition devices more inclusive."

Machines like smartphones and virtual assistants use automatic speech recognition to make meaning from vocalizations, allowing people to queue up a playlist, dictate hands-free messages, seamlessly participate in virtual meetings and communicate clearly with friends and family members.

Voice recognition technology does not work well for everyone; in particular, those with neuromotor disorders like Parkinson's disease that can cause a range of strained, slurred or discoordinated speech patterns, collectively called dysarthria.




"Unfortunately, this means that many people who need voice-controlled devices the most may encounter the most difficulty in using them well," Hasegawa-Johnson said.

"We know from existing research that if you train an ASR on someone's voice, it will begin to understand them more accurately. We asked: can you train an automatic speech recognizer to understand people with dysarthria from Parkinson's by exposing it to a small group of people with similar speech patterns?"

Hasegawa-Johnson and his colleagues recruited about 250 adults with varying degrees of dysarthria related to Parkinson's disease. Prior to joining the study, prospective participants met with a speech-language pathologist who evaluated their eligibility.

"Many people who have struggled with a communication disorder for a long time, especially a progressive one, may withdraw from daily communication," said Clarion Mendes, a speech-language pathologist on the team. "They might share their unique thoughts, needs and ideas less and less often, thinking their communication is just too impacted to engage in meaningful conversations.

"Those are the exact people we're looking for," she said.

Selected participants used their personal computers and smartphones to submit voice recordings. Working at their own pace and with optional assistance from a caregiver, they repeated well-worn vocal commands like "Set an alarm," recited passages from novels and opined on open-ended prompts like "Please explain the steps to making breakfast for four people."

Responding to the latter, one participant enumerated the steps to make Eggs Florentine -- Hollandaise sauce and all -- while another pragmatically advised to order takeout.




"We've heard from many participants who have said that the participation process was not only enjoyable, but that it gave them the confidence to communicate with their families again," Mendes said. "This project has brought hope, excitement and energy -- uniquely human qualities -- to many of our participants and their loved ones."

She said the team consulted with Parkinson's disease experts and community members to develop content relevant to participants' lives. Prompts were specific and spontaneous: training a speech algorithm to recognize medication names, for example, may help an end user communicate with their pharmacy, while casual conversation-starters mimic the cadence of daily chit-chat.

"We tell participants: We know that you can make your speech clearer by putting all your effort into it, but you're probably tired of having to try to make yourself understood for the benefit of others. Try to relax and communicate as if you're chatting with your family on the couch," Mendes said.

To gauge how well the speech algorithm listened and learned, the researchers divided the samples into three sets. The first set of 190 participants, or 151 recorded hours, trained the model. As its performance improved, the researchers confirmed that the model was learning in earnest (and not just memorizing participants' responses) by introducing it to a second, smaller set of recordings. When the model reached peak performance on the second set, the researchers challenged it with the test set.

Members of the research team manually transcribed an average of 400 recordings per participant to check the model's work.

They found that after listening to the training set, the ASR system transcribed recordings from the test set with a word error rate of 23.69%. For comparison, a system trained on speech samples from people without Parkinson's disease transcribed the test set with a word error rate of 36.3% -- roughly 30% less accurate.

Error rates also decreased for almost all individuals in the test set. Even speakers with less typical Parkinsonian speech, like unusually fast speech or stuttering, experienced modest improvements.

"I was excited to see such a dramatic benefit," Hasegawa-Johnson said.

He added that his enthusiasm is bolstered by participant feedback:

"I spoke with a participant who was interested in the future of this technology," he said. "That's the wonderful thing about this project: seeing how excited people can be about the possibility that their smart speakers and their cell phones will understand them. That's really what we're trying to do."
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How are pronouns processed in the memory-region of our brain? | ScienceDaily
Read the following sentence: "Donald Trump and Kamala Harris walked into the bar, she sat down at a table." We all immediately know that it was Kamala who sat at the table, not Donald. Pronouns like "she" help us to understand language, but pronouns can have multiple meanings. Depending on the context, we understand who the pronoun is referring to. But how is it that we are so good at this, and how does our brain link pronouns with their nouns?


						
To answer this question, an international team of neuroscientists, neurosurgeons, and neurologists joined forces. Doris Dijksterhuis and Matthew Self from Pieter Roelfsema's group looked together with their colleagues at the brain activity of patients with epilepsy. As part of their treatment, these patients were implanted with depth electrodes in their hippocampus, a brain area involved in learning and memory. The research team took advantage of this and conducted additional tests with them.

"We can measure the activity of individual brain cells in the hippocampus while the patient performs a task," says Matthew Self. In the hippocampus, there are cells that respond to a specific person, so-called "concept cells." A well-known example is the "Jennifer Aniston cell," which becomes active when you see a photo of Jennifer Aniston, hear her name or read the words "Jennifer Aniston." We wondered if these cells also become active when you only read a pronoun, like 'he' or 'she'. Are these cells able to link the pronoun to the right person?

Shrek cell

Doris Dijksterhuis: "To test this, we first showed the patients many photos until we found a cell that responded to one particular image. For example, we found a cell that responded to an image of 'Shrek' but not to other images. We call this cell a 'Shrek concept cell'. When patients later read a sentence like: "Shrek and Fiona were having dinner. He poured out some wine." the 'Shrek' cell indeed responded to the word "Shrek," but also to the pronoun 'He.' This is interesting because such a pronoun can mean something entirely different in another sentence. For example, in the sentence 'Donald Trump and Kamala Harris were having dinner. He poured out some wine,' the same pronoun, 'He', refers to Donald Trump, and therefore the Shrek cell will not react. Individual hippocampal cells track who the pronoun refers to in a dynamic, flexible way."

Self: "We had the participants answer a question at the end of the sentences about who performed the action. We could predict whether the patients would give the correct answer based on the activity of the individual concept cells. To make it a bit more challenging, we also added some trick questions, with two people of the same gender: "Jennifer Aniston and Kamala Harris walked into a bar. She sat at the table." The patient had to decide themselves who performed the action. We observed that patients tended to choose the person that evoked the most activity in the hippocampus at the start of the sentence. This could be based on chance fluctuations in activity on a trial-by-trial basis or an internal preference for one of the two characters in the sentence."

The bigger picture

Dijksterhuis: "The hippocampus is important for learning and memory, but it remains unclear how the hippocampus is involved in the interaction between memory and language. How do we remember what we've read? When you think of something you've read, you have different concepts that together create the story. Pronouns help us to understand who did what in the story and cells in the hippocampus encode these actions into our memory. Ultimately, we want to know how an entire memory is formed and represented in the brain."

"It is of great value that this group of patients has given their permission to participate in our research. We can only very rarely measure the activity of single brain cells in people who are reading and it is impossible to study these processes in animals. When we get the chance, we try to get as much out of it as possible."

Source: Science
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How social structure influences the way people share money | ScienceDaily
People around the globe often depend on informal financial arrangements, borrowing and lending money through social networks. Understanding this sheds light on local economies and helps fight poverty.


						
Now, a study co-authored by an MIT economist illuminates a striking case of informal finance: In East Africa, money moves in very different patterns depending on whether local societies are structured around family units or age-based groups.

That is, while much of the world uses the extended family as a basic social unit, hundreds of millions of people live in societies with stronger age-based cohorts. In these cases, people are initiated into adulthood together and maintain closer social ties with each other than with extended family. That affects their finances, too.

"We found there are major impacts in that social structure really does matter for how people form financial ties," says Jacob Moscona, an MIT economist and co-author of a newly published paper detailing the results.

He adds: "In age-based societies when someone gets a cash transfer, the money flows in a big way to other members of their age cohort but not to other [younger or older] members of an extended family. And you see the exact opposite pattern in kin-based groups, where money is transferred within the family but not the age cohort."

This leads to measurable health effects. In kin-based societies, grandparents often share their pension payments with grandchildren. In Uganda, the study reveals, an additional year of pension payments to a senior citizen in a kin-based society reduces the likelihood of child malnourishment by 5.5 percent, compared to an age-based society where payments are less likely to move across generations.

The paper, "Age Set versus Kin: Culture and Financial Ties in East Africa," is published in the September issue of the American Economic Review. The authors are Moscona, the 3M Career Development Assistant Professor of Economics in MIT's Department of Economics; and Awa Ambra Seck, an assistant professor at Harvard Business School.




Studying informal financial arrangements has long been an important research domain for economists. MIT Professor Robert Townsend, for one, helped advance this area of scholarship with innovative studies of finances in rural Thailand.

At the same time, the specific matter of analyzing how age-based social groups function, in comparison to the more common kin-based groups, has tended to be addressed more by anthropologists than economists. Among the Maasai people in Northern Kenya, for example, anthropologists have observed that age-group friends have closer ties to each other than anyone apart from a spouse and children. Maasai age-group cohorts frequently share food and lodging, and more extensively than they do even with siblings. The current study adds economic data points to this body of knowledge.

To conduct the research, the scholars first analyzed the Kenyan government's Hunger Safety Net Program (HSNP), a cash transfer project initiated in 2009 covering 48 locations in Northern Kenya. The program included both age-based and kin-based social groups, allowing for a comparison of its effects.

In age-based societies, the study shows, there was a spillover in spending by HSNP recipients on others in the age cohort, with zero additional cash flows to those in other generations; in kin-based societies, they also found a spillover across generations, but without informal cash flows otherwise.

In Uganda, where both kin-based and age-based societies exist, the researchers studied the national roll-out of the Senior Citizen Grant (SCG) program, initiated in 2011, which consists of a monthly cash transfer to seniors of about $7.50, equivalent to roughly 20 percent of per-capita spending. Similar programs exist or are being rolled out across sub-Saharan Africa, including in regions where age-based organization is common.

Here again, the researchers found financial flows aligned to kin-based and age-based social ties. In particular, they show that the pension program had large positive effects on child nutrition in kin-based households, where ties across generations are strong; the team found zero evidence of these effects in age-based societies.




"These policies had vastly different effects on these two groups, on account of the very different structure of financial ties," Moscona says.

To Moscona, there are at least two large reasons to evaluate the variation between these financial flows: understanding society more thoroughly and rethinking how to design social programs in these circumstances.

"It's telling us something about how the world works, that social structure is really important for shaping these [financial] relationships," Moscona says. "But it also has a big potential impact on policy."

After all, if a social policy is designed to help limit childhood poverty, or senior poverty, experts will want to know how the informal flow of cash in a society interacts with it. The current study shows that understanding social structure should be a high-order concern for making policies more effective.

"In these two ways of organizing society, different people are on average more vulnerable," Moscona says. "In the kin-based groups, because the young and the old share with each other, you don't see as much inequality across generations. But in age-based groups, the young and the old are left systematically more vulnerable. And in kin-based groups, some entire families are doing much worse than others, while in age-based societies the age sets often cut across lineages or extended families, making them more equal. That's worth considering if you're thinking about poverty reduction."
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A method of 'look twice, forgive once' can sustain social cooperation | ScienceDaily
The theory of indirect reciprocity holds that people who earn a good reputation by helping others are more likely to be rewarded by third parties, but widespread cooperation depends on agreement about reputations. In most theoretical models examining how reputations impact people's desire to cooperate with one another, reputations are binary -- good or bad -- and based on limited information. But there is a lot of information available about people's behavior in today's world, especially with social media.


						
Biology professors Joshua B. Plotkin of the University of Pennsylvania and Corina Tarnita of Princeton University lead teams that have been collaborating on theoretical research about cooperation. Sebastian Michel-Mata, a doctoral student in Tarnita's lab, came up with the idea of addressing how to judge someone in an information-rich environment.

"The current theory of indirect reciprocity suggests that reputations can only work in a few societies, those with complex norms of judgment and public institutions that can enforce agreement," Michel-Mata says. But, as an anthropologist, he sees that such societies are the exception and not the rule, and he wondered about the simple idea that reputations are summaries of multiple actions.

"Prior models have typically assumed that a single action determines someone's reputation, but I think there's more nuance to how we assign reputations to people. We often look at multiple actions someone has taken and see if they are mostly good actions or bad actions," says Mari Kawakatsu, a postdoctoral researcher in Plotkin's lab.

Through mathematical modeling, the research team showed that looking at multiple actions and forgiving some bad actions is a method of judging behavior that is sufficient to sustain cooperation, a method they call "look twice, forgive once." Their findings are published in Nature.

This builds on previous work Plotkin led about indirect reciprocity. For example, he worked with Kawakatsu and postdoctoral researcher Taylor A. Kessinger on a paper calculating how much gossip is necessary to reach sufficient consensus to sustain cooperation.

Plotkin says of the new paper, "Even if different people in a society subscribe to different norms of judgment, 'look twice, forgive once' still generates sufficient consensus to promote cooperation." He adds that this method maintains cooperation without gossip or public institutions, which confirms the original hypothesis that Michel-Mata, first author on the paper, had that public institutions are not a prerequisite for reputation-based cooperation. It also offers an important alternative when public institutions exist but erosion of trust in institutions inhibits cooperation.




Kessinger says that, as in the paper about gossip, the game-theoretical model here is a one-shot donation game, also known as a simplified prisoner's dilemma. Each player can choose to help or not help their partner, and players will periodically update their views of each other's reputations by observing each other's interactions with other players, to see if the partner cooperates or "defects" with others. More periodically, players update their strategies.

The idea of indirect reciprocity is "not that I'm nice to Mari because she was nice to me; it's that I'm nice to Mari because she was nice to Josh, and I have a good opinion of Josh," Kessinger says. In this study, "the basic idea is that if you observed two interactions of somebody and at least one of them was an action that you would consider good, then you cooperate with that player, but otherwise you defect with them."

Kawakatsu says all co-authors were surprised that the "look twice, forgive once" strategy couldn't be displaced by other strategies, such as always cooperating or always defecting, looking at more than two actions from another player, or forgiving a different proportion of "bad actions." Tarnita says that, perhaps most surprisingly, looking more than twice didn't yield an additional benefit. "Information turned out to be a double-edged sword, so that even, when information was freely accessible, individuals did not typically evolve to use all of it," she says.

Michel-Mata notes that the overall simplicity and robustness of their findings indicate that this behavioral strategy might be old in human societies. The authors see potential for anthropologists and behavioral scientists to build on their work.

The Plotkin and Tarnita labs are continuing to collaborate by exploring how people interact in more than one context, such as at work and in their personal lives. "This touches on a range of contemporary social problems," Kessinger says, "where private misbehavior becomes a matter of public record."
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Alarming surge: Global crisis of childhood overweight and obesity | ScienceDaily
Since 1990, the rise in childhood overweight and obesity has surged across every continent, almost doubling in prevalence. While the United States has the highest prevalence, other nations are not far behind.


						
In Southern Europe, including Greece, Italy and Spain, 10 to 15% of children are obese, while Eastern European countries have somewhat lower rates, but are experiencing a rapid increase that may soon match Southern Europe. Globally, Asia has nearly half of all overweight children under the age of 5, and Africa has one-quarter of such children. In Latin America, about 20% of children under 20 are overweight. Many developing countries face the dual challenge of both overweight/obesity and malnutrition in their children.

The deleterious consequences of this epidemic are already evident: childhood hypertension, type 2 diabetes, among others. Researchers from Florida Atlantic University's Schmidt College of Medicine and colleagues sound the alarm and discuss both challenges and potential solutions in a commentary published in The Maternal and Child Health Journal.

"Pediatric overweight and obesity have reached epidemic levels in the U.S. and are becoming a pandemic globally. These conditions lead to high blood pressure, type 2 diabetes and lipid disorders, which contribute to metabolic syndrome. In adults, these issues significantly increase the risks of heart attacks, stroke, liver disease, obstructive sleep apnea, arthritis and certain cancers -- many of which are now occurring at younger ages," said Charles H. Hennekens, M.D., first author and the first Sir Richard Doll Professor of Medicine and Preventive Medicine, FAU Schmidt College of Medicine. "Through coordinated clinical and public health efforts, we can address these troubling trends and work toward a healthier future for children and families globally."

In the commentary, the authors report on the leading causes of this epidemic including high body mass index (BMI), which increases the risks of many serious health issues. In the U.S., a preschooler is considered overweight if their BMI exceeds the 85th percentile. Research shows that these children are at a significantly higher risk of being overweight during adolescence compared to those with a BMI at the 50th percentile. This underscores the misconception that children simply "outgrow" overweight issues.

In addition, the authors note that health care providers and public health practitioners face major challenges in boosting daily physical activity among children, which is crucial for increasing metabolic rates, lowering BMI, and reducing future risks of coronary heart disease.

"With declining physical education in schools and excessive time spent on electronic devices, many children fail to meet recommended activity guidelines. This sedentary behavior contributes to overweight and obesity through poor diet, reduced sleep, and decreased physical activity," said Panagiota "Yiota" Kitsantas, Ph.D., co-author and professor and chair, FAU Department of Population Health and Social Medicine, Schmidt College of Medicine. "Encouraging organized, enjoyable activities rather than competitive ones can help children achieve necessary physical activity levels."

The authors also caution that while increasing levels of daily physical activity is necessary, it isn't sufficient to make a major impact on the rates of childhood overweight and obesity. The rise of high sugar containing foods, along with consumption of ultra-processed foods also are major contributors.




"Nearly 70% of the average U.S.-based child's diet is made up of ultra-processed foods," said Hennekens. "Moreover, consumption of ultra-processed foods among children under 24 months is rising worldwide, triggering not only the potential of developing obesity but also decreased immunological protection."

The authors say that more research is needed to pinpoint which components of ultra-processed foods contribute to weight gain in children. However, they warn that a diet high in ultra-processed foods is linked to rising rates of overweight and obesity, with schools being a major source of these foods.

"Evidence suggests that enhancing school lunch nutritional standards could help reduce obesity, particularly among low-income children," said Kitsantas. "We recommend adopting school food policies that remove ultra-processed foods from menus and promote healthier alternatives, alongside educational programs on healthy eating, despite the challenges posed by external influences on children."

Among the challenges highlighted in the commentary is the use of social media and advertising, which significantly affect children's food choices and behaviors that include sharing unhealthy food posts and recognizing many unhealthy food brands upon exposure.

"Despite recommendations from the World Health Organization and public health authorities to restrict food marketing aimed at children, few countries have implemented such measures," said Hennekens. "The effectiveness of existing regulations in today's media landscape is uncertain, creating an opportunity for health providers and public health practitioners to educate families about the impact of this advertising."

The authors explain that addressing the rising pediatric obesity epidemic requires a multifaceted approach. In 2023, the American Academy of Pediatrics endorsed WHO guidelines and released their own recommendations for managing pediatric overweight and obesity. These guidelines advise health care providers and public health practitioners to tackle social determinants of health, use motivational interviewing to modify nutrition and activity behaviors, and consider pharmacotherapy or surgery to meet personalized patient goals.




However, the authors say that while there are approved drug therapies available, before prescribing pharmacologic options, maternal and child health care providers should employ therapeutic lifestyle changes.

"While the ultimate goal is prevention of pediatric overweight and obesity as well as metabolic syndrome, to paraphrase Voltaire, we should not 'let the perfect be the enemy of the good,'" said Hennekens.

In conclusion, the authors urge leveraging all available resources to at least stabilize the rising rates of childhood obesity and its associated health issues. Ignoring these challenges could lead to an unprecedented global epidemic of childhood and adolescent obesity, with severe future health consequences, as seen in the U.S.

"Health care and public health professionals must collaborate across disciplines to address these issues with patients, families, communities and policymakers. United efforts can help reverse these troubling trends and ensure a healthier future for children worldwide," said Kitsantas.

Other co-authors are Dawn Harris Sherling, M.D.; Allison H. Ferris, M.D., associate professor and chair, Department of Medicine, FAU Schmidt College of Medicine; Alicia Caceres, a fourth-year premedical student at Tufts University; Katerina Benson, a third-year pre-medical student at FAU; Alexandra Rubenstein, a second-year medical student at Tufts University School of Medicine; and Sarah K. Wood, M.D., director, Harvard Macy Institute, Harvard Medical School, and former interim dean and professor and chair of maternal and child health, FAU Schmidt College of Medicine.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        NASA's TESS spots record-breaking stellar triplets
        Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic 'strobe lights' captured by NASA's TESS (Transiting Exoplanet Survey Satellite).

      

      
        Bottlenose dolphins 'smile' at each other while playing
        Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research shows that bottlenose dolphins (Tursiops truncates) use the 'open mouth' facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a 'smile,' they responded in kind 33% of the time.

      

      
        Scientists create flies that stop when exposed to red light
        Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.

      

      
        How a bacterium becomes a permanent resident in a fungus
        An organism as a tenant in another -- in biology, this often works quite well. Researchers have now shed light on how such a partnership of a cell in a cell can establish itself.

      

      
        AI simulation gives people a glimpse of their potential future self
        'Future You' is a generative AI tool that enables users to have a simulated conversation with a potential version of their future selves. The chatbot is meant to reduce users' anxiety, improve positive emotions, and guide them toward making better everyday choices.

      

      
        Physicists explore possibility of life beyond Earth
        Are there planets beyond Earth where humans can live? The answer is maybe, according to physicists examining F-type star systems.

      

      
        'Who's a good boy?' Humans use dog-specific voices for better canine comprehension
        Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a new study.

      

      
        Stronger together: miniature robots in convoy for endoscopic surgery
        Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists are now combining several millimeter-sized TrainBots into one unit and equipping them with improved 'feet'. For the first time, the team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.

      

      
        Scientists discover planet orbiting closest single star to our Sun
        Astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.

      

      
        Feet first: AI reveals how infants connect with their world
        Researchers explored how infants act purposefully by attaching a colorful mobile to their foot and tracking movements with a Vicon 3D motion capture system. The study tested AI's ability to detect changes in infant movement patterns. Findings showed that AI techniques, especially the deep learning model 2D-CapsNet, effectively classified different stages of behavior. Notably, foot movements varied significantly. Looking at how AI classification accuracy changes for each baby gives researchers a n...

      

      
        Squid-inspired fabric for temperature-controlled clothing
        Inspired by the dynamic color-changing properties of squid skin, researchers have developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. The composite material operates in the infrared spectrum and consists of a polymer covered with copper islands. Stretching the material separates the islands and changes how it transmits and reflects infrared light; this innovation creates the possibility of controlling the temperat...

      

      
        Carbon dioxide and hydrogen peroxide on Pluto's moon Charon
        Astronomers have detected carbon dioxide and hydrogen peroxide on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.

      

      
        Watch water form out of thin air
        Palladium, a rare metallic element, can rapidly generate water from hydrogen and oxygen. Researchers witnessed this process at the nanoscale for the first time with an electron microscope. By viewing the process with extreme precision, researchers discovered how to optimize it to generate water at a faster rate. Process could be used to generate water on-demand in arid environments, including on other planets.

      

      
        First data from XRISM space mission provides new perspective on supermassive black holes
        Data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.

      

      
        A river is pushing up Mount Everest's peak
        Mount Everest is about 15 to 50 meters taller than it would otherwise be because of uplift caused by a nearby eroding river gorge, and continues to grow because of it.

      

      
        Our cosmic neighborhood may be 10x larger
        The Cosmicflows team has been studying the movements of 56,000 galaxies, revealing a potential shift in the scale of our galactic basin of attraction.

      

      
        Sharing biosignals with online gaming partners to enhance a mutual sense of social presence between complete strangers
        Although interactive online platforms, including esports platforms, aim to foster close connections between people, they often fall short of supporting the creation of bonds between the interaction partners. Researchers have discovered that sharing biological signals (biosignals), such as heart rate data, while playing online games can enhance the sense of cooperative play, even among complete strangers.

      

      
        A new birthplace for asteroid Ryugu
        Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn.

      

      
        Asteroid Ceres is a former ocean world that slowly formed into a giant, murky icy orb
        A crater-rich dwarf planet named Ceres located in the main asteroid belt between the orbits of Mars and Jupiter was long thought to be composed of a materials mixture not dominated by water ice. Researchers at Purdue used data from NASA's Dawn mission to show that Ceres' crust could be over 90 percent ice.

      

      
        Orbitronics: New material property advances energy-efficient tech
        Orbital angular momentum monopoles have been the subject of great theoretical interest as they offer major practical advantages for the emerging field of orbitronics, a potential energy-efficient alternative to traditional electronics. Now, through a combination of robust theory and experiments, their existence has been demonstrated.

      

      
        Discovery of 3,775-year-old preserved log supports 'wood vaulting' as a climate solution
        A new study suggests that an ordinary old log could help refine strategies to tackle climate change. A team of researchers analyzed a 3,775-year-old log and the soil it was excavated from. Their analysis revealed that the log had lost less than 5% carbon dioxide from its original state.

      

      
        These fish use legs to taste the seafloor
        Sea robins are unusual animals with the body of a fish, wings of a bird, and walking legs of a crab. Now, researchers show that the legs of the sea robin aren't just used for walking. In fact, they are bona fide sensory organs used to find buried prey while digging.

      

      
        This rocky planet around a white dwarf resembles Earth -- 8 billion years from now
        A 2020 microlensing event was caused by a planetary system with an Earth-like planet and brown dwarf. The star type was uncertain. The team has determined that the star is a white dwarf, a system resembling what our sun-Earth system will look like in 8 billion years. The good news: the planet survived its star's red giant phase, so maybe Earth will too. The bad news: it's still uninhabitable.

      

      
        Increased antioxidants and phenolic compounds produced in salted red perilla leaves during Japanese apricot pickling
        Antioxidant content and activity are increased during the processing and digestion of Japanese apricots pickled with salted red perilla leaves, new research shows.

      

      
        Recording the cats in the hats
        Researchers have found a way to scan the brains of cats while they're awake, using electrodes concealed under specially knitted wool caps.

      

      
        Scientists uncover a critical component that helps killifish regenerate their fins
        Spontaneous injuries like the loss of a limb or damage to the spinal cord are impossible for humans to repair. Yet, some animals have an extraordinary capacity to regenerate after injury, a response that requires a precise sequence of cellular events. Now, new research has unveiled a critical timing factor -- specifically how long cells actively respond to injury -- involved in regulating regeneration. The approach not only sheds light on the evolutionary aspects of regeneration but also holds pr...

      

      
        NASA's Hubble finds that a black hole beam promotes stellar eruptions
        In a surprise finding, astronomers using NASA's Hubble Space Telescope have discovered that the blowtorch-like jet from a supermassive black hole at the core of a huge galaxy seems to cause stars to erupt along its trajectory. The stars, called novae, are not caught inside the jet, but apparently in a dangerous neighborhood nearby.
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NASA's TESS spots record-breaking stellar triplets | ScienceDaily
Professional and amateur astronomers teamed up with artificial intelligence to find an unmatched stellar trio called TIC 290061484, thanks to cosmic "strobe lights" captured by NASA's TESS (Transiting Exoplanet Survey Satellite).


						
The system contains a set of twin stars orbiting each other every 1.8 days, and a third star that circles the pair in just 25 days. The discovery smashes the record for shortest outer orbital period for this type of system, set in 1956, which had a third star orbiting an inner pair in 33 days.

"Thanks to the compact, edge-on configuration of the system, we can measure the orbits, masses, sizes, and temperatures of its stars," said Veselin Kostov, a research scientist at NASA's Goddard Space Flight Center in Greenbelt, Maryland, and the SETI Institute in Mountain View, California. "And we can study how the system formed and predict how it may evolve."

A paper, led by Kostov, describing the results was published in The Astrophysical Journal Oct. 2.

Flickers in starlight helped reveal the tight trio, which is located in the constellation Cygnus. The system happens to be almost flat from our perspective. This means the stars each cross right in front of, or eclipse, each other as they orbit. When that happens, the nearer star blocks some of the farther star's light.

Using machine learning, scientists filtered through enormous sets of starlight data from TESS to identify patterns of dimming that reveal eclipses. Then, a small team of citizen scientists filtered further, relying on years of experience and informal training to find particularly interesting cases.

These amateur astronomers, who are co-authors on the new study, met as participants in an online citizen science project called Planet Hunters, which was active from 2010 to 2013. The volunteers later teamed up with professional astronomers to create a new collaboration called the Visual Survey Group, which has been active for over a decade.




"We're mainly looking for signatures of compact multi-star systems, unusual pulsating stars in binary systems, and weird objects," said Saul Rappaport, an emeritus professor of physics at MIT in Cambridge. Rappaport co-authored the paper and has helped lead the Visual Survey Group for more than a decade. "It's exciting to identify a system like this because they're rarely found, but they may be more common than current tallies suggest." Many more likely speckle our galaxy, waiting to be discovered.

Partly because the stars in the newfound system orbit in nearly the same plane, scientists say it's likely very stable despite their tight configuration (the trio's orbits fit within a smaller area than Mercury's orbit around the Sun). Each star's gravity doesn't perturb the others too much, like they could if their orbits were tilted in different directions.

But while their orbits will likely remain stable for millions of years, "no one lives here," Rappaport said. "We think the stars formed together from the same growth process, which would have disrupted planets from forming very closely around any of the stars." The exception could be a distant planet orbiting the three stars as if they were one.

As the inner stars age, they will expand and ultimately merge, triggering a supernova explosion in around 20 to 40 million years.

In the meantime, astronomers are hunting for triple stars with even shorter orbits. That's hard to do with current technology, but a new tool is on the way.

Images from NASA's upcoming Nancy Grace Roman Space Telescope will be much more detailed than TESS's. The same area of the sky covered by a single TESS pixel will fit more than 36,000 Roman pixels. And while TESS took a wide, shallow look at the entire sky, Roman will pierce deep into the heart of our galaxy where stars crowd together, providing a core sample rather than skimming the whole surface.




"We don't know much about a lot of the stars in the center of the galaxy except for the brightest ones," said Brian Powell, a co-author and data scientist at Goddard. "Roman's high-resolution view will help us measure light from stars that usually blur together, providing the best look yet at the nature of star systems in our galaxy."

And since Roman will monitor light from hundreds of millions of stars as part of one of its main surveys, it will help astronomers find more triple star systems in which all the stars eclipse each other.

"We're curious why we haven't found star systems like these with even shorter outer orbital periods," said Powell. "Roman should help us find them and bring us closer to figuring out what their limits might be."

Roman could also find eclipsing stars bound together in even larger groups -- half a dozen, or perhaps even more all orbiting each other like bees buzzing around a hive.

"Before scientists discovered triply eclipsing triple star systems, we didn't expect them to be out there," said co-author Tamas Borkovits, a senior research fellow at the Baja Observatory of The University of Szeged in Hungary. "But once we found them, we thought, well why not? Roman, too, may reveal never-before-seen categories of systems and objects that will surprise astronomers."
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Bottlenose dolphins 'smile' at each other while playing | ScienceDaily
Dolphins are extremely playful, but little is known about how they -- and other marine mammals -- communicate during playtime. New research publishing October 2 in the Cell Press journal iScience shows that bottlenose dolphins (Tursiops truncates) use the "open mouth" facial expression -- analogous to a smile -- to communicate during social play. The dolphins almost always use the facial expression when they are in their playmate's field of view, and when playmates perceived a "smile," they responded in kind 33% of the time.


						
"We've uncovered the presence of a distinct facial display, the open mouth, in bottlenose dolphins, and we showed that dolphins are also able to mirror others' facial expression," says senior author and evolutionary biologist Elisabetta Palagi of the University of Pisa. "Open-mouth signals and rapid mimicry appear repeatedly across the mammal family tree, which suggests that visual communication has played a crucial role in shaping complex social interactions, not only in dolphins but in many species over time."

Dolphin play can include acrobatics, surfing, playing with objects, chasing, and playfighting, and it's important that these activities aren't misinterpreted as aggression. Other mammals use facial expressions to communicate playfulness, but whether marine mammals also use facial expressions to signal playtime hasn't been previously explored.

"The open mouth gesture likely evolved from the biting action, breaking down the biting sequence to leave only the 'intention to bite' without contact," says Palagi. "The relaxed open mouth, seen in social carnivores, monkeys' play faces, and even human laughter, is a universal sign of playfulness, helping animals -- and us -- signal fun and avoid conflict."

To investigate whether dolphins visually communicate playfulness, the researchers recorded captive bottlenose dolphins while they were playing in pairs and while they were playing freely with their human trainers.

They showed that dolphins frequently use the open mouth expression when playing with other dolphins, but they don't seem to use it when playing with humans or when they're playing by themselves. While only one open mouth event was recorded during solitary play, the researchers recorded a total of 1,288 open mouth events during social play sessions, and 92% of these events occurred during dolphin-dolphin play sessions. Dolphins were also more likely to assume the open mouth expression when their faces were in the field of view of their playmate -- 89% of recorded open mouth expressions were emitted in this context -- and when this "smile" was perceived, the playmate smiled back 33% of the time.

"Some may argue that dolphins are merely mimicking each other's open mouth expressions by chance, given they're often involved in the same activity or context, but this doesn't explain why the probability of mimicking another dolphin's open mouth within 1 second is 13 times higher when the receiver actually sees the original expression," says Palagi. "This rate of mimicry in dolphins is consistent with what's been observed in certain carnivores, such as meerkats and sun bears."

The researchers didn't record the dolphins' acoustic signals during playtime, and they say that future studies should investigate the possible role of vocalizations and tactile signals during playful interactions.

"Future research should dive into eye-tracking to explore how dolphins see their world and utilize acoustic signals in their multimodal communication during play," says corresponding author and zoologist Livio Favaro. "Dolphins have developed one of the most intricate vocal systems in the animal world, but sound can also expose them to predators or eavesdroppers. When dolphins play together, a mix of whistling and visual cues helps them cooperate and achieve goals, a strategy particularly useful during social play when they're less on guard for predators."
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Scientists create flies that stop when exposed to red light | ScienceDaily
Ever wish you could stop that fruit fly on your kitchen counter in its tracks? Scientists at Max Planck Florida Institute for Neuroscience have created flies that halt under red light. In doing so, they discovered the precise neural mechanisms involved in stopping. Their findings, published this week in Nature, have implications far beyond controlling fly behavior. They demonstrate how the brain engages different neural mechanisms depending on environmental context.


						
The power of Drosophila to understand complex behaviors

Halting is a critical action essential for almost all animal behaviors. When foraging, an animal must stop when it detects food to eat; when dirty, it must stop to groom itself. The ability to stop, while seemingly simple, has not been well understood as it involves complex interactions with competing behaviors like walking.

Max Planck Florida scientist Dr. Salil Bidaye is an expert in using the powerful research model Drosophila Melanogaster (aka the fruit fly) to understand how neural circuit activity leads to precise and complex behaviors such as navigating through an environment. Having previously identified neurons critical for forward, backward, and turning locomotion, Dr. Bidaye and his team turned to stopping.

"Purposeful movement through the world relies on halting at the correct time as much as walking. It is central to important behaviors like eating, mating, and avoiding harm. We were interested in understanding how the brain controls halting and where halting signals override signals for walking," said Bidaye.

Taking advantage of the fruit fly's power as a research model, including the animal's simplified nervous system, short lifespan, and large offspring numbers, Bidaye and his team used a genetic screen to identify neurons that initiate stopping. Using optogenetics to activate specific neurons by shining a red light, the researchers turned on small groups of neurons to see which caused freely walking flies to stop.

Two mechanisms for stopping

Three unique neuron types, named Foxglove, Bluebell, and Brake, caused the flies to stop when activated. Through careful and precise analysis, the scientists determined that the flies' stopping mechanisms differed depending on which neuron was active. Foxglove and Bluebell neurons inhibited forward walking and turning, respectively, while Brake neurons overrode all walking commands and enhanced leg-joint resistance.




"Our research team's diverse expertise was critical in analyzing precise stopping mechanisms. Each team member contributed to our understanding by approaching the question through different methods, including leg movement analysis, imaging of neural activity, and computational modeling," credits Bidaye. "Further, large research collaborations spanning multiple labs and countries have recently mapped the connections between all the neurons in the fly brain and nerve cord. These wiring diagrams guided our experiments and understanding of the neural circuitry and mechanisms of halting."

The research team, consisting of scientists from Max Planck Florida, Florida Atlantic University, University of Cambridge, University of California, Berkeley and the MRC Laboratory of Molecular Biology, combined the data from the wiring diagrams and these multiple approaches to gain a holistic understanding of the behavioral, muscular, and neuronal mechanisms that induced the fly's halting. They found that activating these different neurons did not stop the flies in the same way but used unique mechanisms, which they named 'Walk-OFF' and 'Brake'.

As the name implies, the "Walk-OFF" mechanism works by turning off neurons that drive walking, similar to removing your foot from the gas pedal of a car. This mechanism, used by the Foxglove and Bluebell neurons, relies on the inhibitory neurotransmitter GABA to suppress neurons in the brain that induce walking.

The "Brake" mechanism, on the other hand, employed by the excitatory cholinergic Brake neurons in nerve cord, actively prevents stepping by increasing the resistance at the leg joints and providing postural stability. This mechanism is similar to stepping on the brake in your car to actively stop the wheels from turning. And just as you would remove your foot from the gas to step on the brake, the "Brake" mechanism also inhibits walking-promotion neurons in addition to preventing stepping.

Lead researcher on the project Neha Sapkal, describes the team's excitement in discovering the "Brake" mechanism. "Whereas the 'Walk-Off' mechanism was similar to stopping mechanisms identified in other animal models, the 'Brake' mechanism was completely new and caused such robust stopping in the fly. We were immediately interested in understanding how and when the fly would use these different mechanisms."

Context-specific activation of halt mechanisms

To determine when the fly might use the "Walk-OFF" and "Brake" mechanisms, the team again took multiple approaches, including predictive modeling based on the wiring diagram of the fly nervous system, recording the activity of halting neurons in the fly, and disrupting the mechanisms in different behavioral scenarios.




Their findings suggested that the two mechanisms were used mutually exclusively in different behavioral contexts and were activated by relevant environmental cues. The "Walk-OFF" mechanism is engaged in the context of feeding and activated by sugar-sensing neurons. On the other hand, the "Brake" mechanism is used during grooming and is predicted to be activated by the sensory information coming from the bristles of the fly.

During grooming the fly must lift several legs and maintain balance. The Brake mechanism provides this stability through the active resistance at joints and increased postural stability of the standing legs. Indeed, when the scientists disrupted the 'Brake' mechanism, flies often tipped over during grooming attempts.

"The fly brain has provided insight into how contextual information engages specific mechanisms of behaviors such as stopping." Bidaye says, "We hope understanding these mechanisms will allow us to identify similar context-specific processes in other animals. In humans, when we stop and lift our foot to adjust our shoe or remove a stone from our tread, we are likely taking advantage of a stabilizing mechanism similar to the Brake mechanism. Understanding context-specific neural circuits and how they work together with other sensory and motor circuits is the key to understanding complex behaviors."
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How a bacterium becomes a permanent resident in a fungus | ScienceDaily
Endosymbiosis is a fascinating biological phenomenon in which an organism lives inside another. Such an unusual relationship is often beneficial for both parties. Even in our bodies, we find remnants of such cohabitation: mitochondria, the powerhouses of our cells, evolved from an ancient endosymbiosis. Long ago, bacteria entered other cells and stayed. This coexistence laid the foundation for mitochondria and thus the cells of plants, animals, and fungi.


						
What is still poorly understood, however, is how an endosymbiosis as a lifestyle actually arises. A bacterium that more or less accidentally ends up in a completely different host cell generally has a hard time. It needs to survive, multiply, and be passed on to the next generation. Otherwise, it dies out. And to not harm the host, it must not claim too many nutrients for itself and grow too quickly. In other words, if the host and its resident cannot get along, the relationship ends.

To study the beginnings of such a special relationship between two organisms, a team of researchers led by Julia Vorholt, Professor of Microbiology at ETH Zurich, initiated such partnerships in the laboratory. The scientists observed what exactly happens at the beginning of a possible endosymbiosis. They have just published their study in the scientific journal Nature.

Enforcing cohabitation

For this work, Gabriel Giger, a doctoral student in Vorholt's laboratory, first developed a method to inject bacteria into cells of the fungus Rhizopus microsporus without destroying them. He used E. coli bacteria on the one hand and bacteria of the genus Mycetohabitans on the other. The latter are natural endosymbionts of another Rhizopus fungus. For the experiment, however, the researchers used a strain that does not form an endosymbiosis in nature. Giger then observed what happened to the enforced cohabitation under the microscope.

After the injection of the E. coli bacteria, both the fungus and the bacteria continued to grow, the latter eventually so rapidly that the fungus mounted an immune response against the bacteria. The fungus protected itself from the bacteria by encapsulating them. This prevented the bacteria from being passed on to the next generation of fungi.

Bacteria enter the spores

This was not the case with the injected Mycetohabitans bacteria: While the fungus was forming spores, some of the bacteria managed to get into them and thus were passed on to the next generation. "The fact that the bacteria are actually transmitted to the next generation of fungi via the spores was a breakthrough in our research," says Giger.




When the doctoral student allowed the spores with the resident bacteria to germinate, he found that they germinated less frequently and that the young fungi grew more slowly than without them. "The endosymbiosis initially lowered the general fitness of the affected fungi," he explains. Giger continued the experiment over several generations of fungi, deliberately selecting those fungi whose spores contained bacteria. This enabled the fungus to recover and produce more inhabited but viable spores. As the researchers were able to show with genetic analyses, the fungus changed during this experiment and adapted to its resident.

The researchers also found that the resident, together with its host, produced biologically active molecules that could help the host obtain nutrients and defend itself against predators such as nematodes or amoebae. "The initial disadvantage can thus become an advantage," emphasizes Vorholt.

Fragile systems

In their study, the researchers show how fragile early endosymbiotic systems are. "The fact that the host's fitness initially declines could mean the early demise of such a system under natural conditions," says Giger. "For new endosymbioses to arise and stabilize, there needs to be an advantage to living together," says Vorholt. The prerequisite for this is that the prospective resident brings with it properties that favor endosymbiosis. For the host, it is an opportunity to acquire new characteristics in one swoop by incorporating another organism, even if it requires adaptations. "In evolution, endosymbioses have shown how successful they ultimately can become," emphasizes the ETH professor.
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AI simulation gives people a glimpse of their potential future self | ScienceDaily
Have you ever wanted to travel through time to see what your future self might be like? Now, thanks to the power of generative AI, you can.


						
Researchers from MIT and elsewhere created a system that enables users to have an online, text-based conversation with an AI-generated simulation of their potential future self.

Dubbed Future You, the system is aimed at helping young people improve their sense of future self-continuity, a psychological concept that describes how connected a person feels with their future self.

Research has shown that a stronger sense of future self-continuity can positively influence how people make long-term decisions, from one's likelihood to contribute to financial savings to their focus on achieving academic success.

Future You utilizes a large language model that draws on information provided by the user to generate a relatable, virtual version of the individual at age 60. This simulated future self can answer questions about what someone's life in the future could be like, as well as offer advice or insights on the path they could follow.

In an initial user study, the researchers found that after interacting with Future You for about half an hour, people reported decreased anxiety and felt a stronger sense of connection with their future selves.

"We don't have a real time machine yet, but AI can be a type of virtual time machine. We can use this simulation to help people think more about the consequences of the choices they are making today," says Pat Pataranutaporn, a recent Media Lab doctoral graduate who is actively developing a program to advance human-AI interaction research at MIT, and co-lead author of a paper on Future You.




Pataranutaporn is joined on the paper by co-lead authors Kavin Winson, a researcher at KASIKORN Labs; and Peggy Yin, a Harvard University undergraduate; as well as Auttasak Lapapirojn and Pichayoot Ouppaphan of KASIKORN Labs; and senior authors Monchai Lertsutthiwong, head of AI research at the KASIKORN Business-Technology Group; Pattie Maes, the Germeshausen Professor of Media, Arts, and Sciences and head of the Fluid Interfaces group at MIT, and Hal Hershfield, professor of marketing, behavioral decision making, and psychology at the University of California at Los Angeles. The research will be presented at the IEEE Conference on Frontiers in Education.

A realistic simulation

Studies about conceptualizing one's future self go back to at least the 1960s. One early method aimed at improving future self-continuity had people write letters to their future selves. More recently, researchers utilized virtual reality goggles to help people visualize future versions of themselves.

But none of these methods were very interactive, limiting the impact they could have on a user.

With the advent of generative AI and large language models like ChatGPT, the researchers saw an opportunity to make a simulated future self that could discuss someone's actual goals and aspirations during a normal conversation.

"The system makes the simulation very realistic. Future You is much more detailed than what a person could come up with by just imagining their future selves," says Maes.




Users begin by answering a series of questions about their current lives, things that are important to them, and goals for the future.

The AI system uses this information to create what the researchers call "future self memories" which provide a backstory the model pulls from when interacting with the user.

For instance, the chatbot could talk about the highlights of someone's future career or answer questions about how the user overcame a particular challenge. This is possible because ChatGPT has been trained on extensive data involving people talking about their lives, careers, and good and bad experiences.

The user engages with the tool in two ways: through introspection, when they consider their life and goals as they construct their future selves, and retrospection, when they contemplate whether the simulation reflects who they see themselves becoming, says Yin.

"You can imagine Future You as a story search space. You have a chance to hear how some of your experiences, which may still be emotionally charged for you now, could be metabolized over the course of time," she says.

To help people visualize their future selves, the system generates an age-progressed photo of the user. The chatbot is also designed to provide vivid answers using phrases like "when I was your age," so the simulation feels more like an actual future version of the individual.

The ability to take advice from an older version of oneself, rather than a generic AI, can have a stronger positive impact on a user contemplating an uncertain future, Hershfield says.

"The interactive, vivid components of the platform give the user an anchor point and take something that could result in anxious rumination and make it more concrete and productive," he adds.

But that realism could backfire if the simulation moves in a negative direction. To prevent this, they ensure Future You cautions users that it shows only one potential version of their future self, and they have the agency to change their lives. Providing alternate answers to the questionnaire yields a totally different conversation.

"This is not a prophesy, but rather a possibility," Pataranutaporn says.

Aiding self-development

To evaluate Future You, they conducted a user study with 344 individuals. Some users interacted with the system for 10-30 minutes, while others either interacted with a generic chatbot or only filled out surveys.

Participants who used Future You were able to build a closer relationship with their ideal future selves, based on a statistical analysis of their responses. These users also reported less anxiety about the future after their interactions. In addition, Future You users said the conversation felt sincere and that their values and beliefs seemed consistent in their simulated future identities.

Building off the results of this initial user study, the researchers continue to fine-tune the ways they establish context and prime users so they have conversations that help build a stronger sense of future self-continuity.

"We want to guide the user to talk about certain topics, rather than asking their future selves who the next president will be," Pataranutaporn says.

They are also adding safeguards to prevent people from misusing the system. For instance, one could imagine a company creating a "future you" of a potential customer who achieves some great outcome in life because they purchased a particular product.

Moving forward, the researchers want to study specific applications of Future You, perhaps by enabling people to explore different careers or visualize how their everyday choices could impact climate change.

They are also gathering data from the Future You pilot to better understand how people use the system.

"We don't want people to become dependent on this tool. Rather, we hope it is a meaningful experience that helps them see themselves and the world differently, and helps with self-development," Maes says.

The researchers acknowledge the support of Thanawit Prasongpongchai, a designer at KBTG and visiting scientist at the Media Lab.
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Physicists explore possibility of life beyond Earth | ScienceDaily
Are there planets beyond Earth where humans can live? The answer is maybe, according to a new study from University of Texas at Arlington physicists examining F-type star systems.


						
Stars fall into seven lettered categories according to their surface temperature. They also differ in other factors including mass, luminosity, and radius. F-types are in the middle of the scale, hotter and more massive than our sun. F-type stars are yellowish white in color and have surface temperatures of more than 10,000 degrees.

A habitable zone (HZ) is the distance from a star at which water could exist on orbiting planets' surfaces. In the research led by doctoral student Shaan Patel and co-authored by professors Manfred Cuntz and Nevin Weinberg, the physicists presented a detailed statistical analysis of the currently known planet-hosting F-type stars using the NASA Exoplanet Archive. The archive is an online exoplanet and star data service that collects data for research.

"F-type stars are usually considered the high-luminosity end of stars with a serious prospect for allowing an environment for planets favorable for life," Dr. Cuntz said. "However, those stars are often ignored by the scientific community. Although F-type stars have a shorter lifetime than our sun, they have a wider HZ. In short, F-type stars are not hopeless in the context of astrobiology."

"F-type star systems are important and intriguing cases when dealing with habitability due to the larger HZs," Patel said. "HZs are defined as areas in which conditions are right for Earth-type bodies to potentially host exolife." Exolife is the possibility that life may exist outside our solar system.

After excluding systems with little information about planets, the team identified 206 systems of interest. "We further broke down those 18 systems into four sub-categories depending on how much time they would spend in the HZ," said Patel.

In one case, the planet HD 111998, also known as 38 Virginis, is always situated in the HZ. It is located 108 light-years from Earth and is thus considered to be part of the extended Solar System neighborhood. It's also 18% more massive and has a radius 45% greater than the sun, Cuntz said.




"The planet in question was discovered in 2016 at La Silla, Chile," Cuntz said. "It is a Jupiter-type planet which is unlikely to permit life itself, but it offers the general prospect of habitable exomoons, an active field of worldwide research also pursued here at UTA."

"In future studies, our work may serve to investigate the existence of Earth-mass planets and also habitable exomoons hosted by exo-Jupiters in F-type systems," Patel said.

Among possible future projects, the team noted, are studies of planetary orbits, including cases of part-time HZ planets; explorations of the relationships between planetary habitability and stellar evolution, including astrobiological aspects; and assessments of exomoons for distinct systems.

"What makes a study like this possible is the hard work and dedication of the worldwide community of astronomers who have discovered more than 5,000 planets over the last 30 years," Dr. Weinberg said. "With so many known planets, we can now carry out statistical analyses of even relatively rare systems, such as planets orbiting F-type stars, and identify those that might reside in the habitable zone."
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'Who's a good boy?' Humans use dog-specific voices for better canine comprehension | ScienceDaily
The voice people use to address their dogs isn't just because of their big puppy eyes. Humans slow their own speech when talking to their dogs, and this slower tempo matches their pets' receptive abilities, allowing the dogs to better understand their commands, according to a study published October 1st in the open-access journal PLOS Biology by Eloise Deaux of the University of Geneva in Switzerland and colleagues.


						
Dogs respond to human speech, even though they themselves cannot produce human sounds. To better understand how people and pups communicate, the scientists analyzed the vocal sounds of 30 dogs. They also analyzed the sounds of 27 humans across five languages speaking to other people, and 22 humans across those languages speaking to dogs. The scientists also used electroencephalography (EEG) to examine the brain responses to speech in humans and dogs.

Humans are much faster 'talkers' than dogs, the study showed, with a speech rate of about four syllables per second, while dogs bark, growl, woof, and whine at a rate of about two vocalizations per second. When talking to dogs, the humans slowed their speech to around three syllables per second. EEG signals of humans and canines showed that dogs' neural responses to speech are focused on delta rhythms, while human responses to speech are focused on faster theta rhythms. The authors suggest that humans and dogs have different vocal processing systems, and that slowing down our speech when speaking to pets may have ultimately helped us better connect with them.

The authors add, "What's further interesting, is that while dogs use slow rhythm to process speech and contrary to popular beliefs, they need both content and prosody to successfully comprehend it."
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Stronger together: miniature robots in convoy for endoscopic surgery | ScienceDaily
Miniature robots on the millimeter scale often lack the strength to transport instruments for endoscopic microsurgery through the body. Scientists at the German Cancer Research Center (DKFZ) are now combining several millimeter-sized TrainBots into one unit and equipping them with improved "feet." For the first time, the DKFZ team was able to perform an electric surgical procedure on a bile duct obstruction experimentally with a robotic convoy.


						
The list of conceivable applications for miniature robots in medicine is long: from targeted drug application to sensing tasks and surgical procedures. An arsenal of robots has already been developed and tested for this range of tasks, from the nanometer to the centimeter scale.

However, the little helpers available today reach their limits in many tasks. For example, in endoscopic microsurgery. The required instruments are often too heavy for a single millimeter-sized robot to carry to its destination. Another common problem is that the robots often have to move by crawling. However, the surfaces of numerous body structures are covered with mucus on which the robots slip and cannot move.

"Spikes" on the feet provide three times the propulsive force

A team led by Tian Qiu at the DKFZ in Dresden has now developed a solution for both of these problems: their TrainBot connects several individual robots on the millimeter scale. The units are equipped with improved anti-slip feet. Together, they are able to transport an endoscopic instrument. The TrainBot unit works wireless; an rotating magnetic field simultaneously controls the individual units. The magnetic control enables movements in a plane with the control of rotation. The external actuation and control system is designed for the distances at the human body scale.

Microsurgery in the bile duct

The Dresden-based DKFZ researchers have already used their robot convoy of three TrainBot units to simulate a surgical procedure. In the case of bile duct cancer, the bile duct often becomes blocked, causing bile to back up, which is a very dangerous situation for those affected. In this case, the occlusion must be opened after an endoscopic diagnosis. To do this, a flexible endoscope is inserted through the mouth into the small intestine and from there into the bile duct. One of the major difficulties here is for the endoscope to navigate around the sharp angle from the small intestine into the bile duct.

"This is where the flexible robot convoy can show its strengths," says the project leader Tian Qiu. His team demonstrated it using organs removed from a pig. The robot convoy was able to maneuver an endoscopic instrument for electrical tissue ablation in the bile duct. Once the tip of the wire electrode arrives at the site, electrical voltage is applied and a tissue blockage is gradually removed electrically, a procedure known as "electrocauterization." The wire electrode used was 25 cm long and three and a half times as heavy as a TrainBot unit. "Afterwards, for example, another TrainBot convoy can bring a catheter for fluidic drainage or drug delivery," says Moonkwang Jeong, the first author of the paper, "After the promising results with the TrainBots in the organ model, we are optimistic that we will be able to develop teams of miniature robots for further tasks in endoscopic surgery."
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Scientists discover planet orbiting closest single star to our Sun | ScienceDaily
Using the European Southern Observatory's Very Large Telescope (ESO's VLT), astronomers have discovered an exoplanet orbiting Barnard's star, the closest single star to our Sun. On this newly discovered exoplanet, which has at least half the mass of Venus, a year lasts just over three Earth days. The team's observations also hint at the existence of three more exoplanet candidates, in various orbits around the star.


						
Located just six light-years away, Barnard's star is the second-closest stellar system -- after Alpha Centauri's three-star group -- and the closest individual star to us. Owing to its proximity, it is a primary target in the search for Earth-like exoplanets. Despite a promising detection back in 2018, no planet orbiting Barnard's star had been confirmed until now.

The discovery of this new exoplanet -- announced in a paper published today in the journal Astronomy & Astrophysics -- is the result of observations made over the last five years with ESO's VLT, located at Paranal Observatory in Chile. "Even if it took a long time, we were always confident that we could find something," says Jonay Gonzalez Hernandez, a researcher at the Instituto de Astrofisica de Canarias in Spain, and lead author of the paper. The team were looking for signals from possible exoplanets within the habitable or temperate zone of Barnard's star -- the range where liquid water can exist on the planet's surface. Red dwarfs like Barnard's star are often targeted by astronomers since low-mass rocky planets are easier to detect there than around larger Sun-like stars. [1]

Barnard b [2], as the newly discovered exoplanet is called, is twenty times closer to Barnard's star than Mercury is to the Sun. It orbits its star in 3.15 Earth days and has a surface temperature around 125 degC. "Barnard b is one of the lowest-mass exoplanets known and one of the few known with a mass less than that of Earth. But the planet is too close to the host star, closer than the habitable zone," explains Gonzalez Hernandez. "Even if the star is about 2500 degrees cooler than our Sun, it is too hot there to maintain liquid water on the surface."

For their observations, the team used ESPRESSO, a highly precise instrument designed to measure the wobble of a star caused by the gravitational pull of one or more orbiting planets. The results obtained from these observations were confirmed by data from other instruments also specialised in exoplanet hunting: HARPS at ESO's La Silla Observatory, HARPS-N and CARMENES. The new data do not, however, support the existence of the exoplanet reported in 2018.

In addition to the confirmed planet, the international team also found hints of three more exoplanet candidates orbiting the same star. These candidates, however, will require additional observations with ESPRESSO to be confirmed. "We now need to continue observing this star to confirm the other candidate signals," says Alejandro Suarez Mascareno, a researcher also at the Instituto de Astrofisica de Canarias and co-author of the study. "But the discovery of this planet, along with other previous discoveries such as Proxima b and d, shows that our cosmic backyard is full of low-mass planets."

ESO's Extremely Large Telescope (ELT), currently under construction, is set to transform the field of exoplanet research. The ELT's ANDES instrument will allow researchers to detect more of these small, rocky planets in the temperate zone around nearby stars, beyond the reach of current telescopes, and enable them to study the composition of their atmospheres.

Notes

[1] Astronomers target cool stars, like red dwarfs, because their temperate zone is much closer to the star than that of hotter stars, like the Sun. This means that the planets orbiting within their temperate zone have shorter orbital periods, allowing astronomers to monitor them over several days or weeks, rather than years. In addition, red dwarfs are much less massive than the Sun, so they are more easily disturbed by the gravitational pull of the planets around them and thus they wobble more strongly.

[2] It's common practice in science to name exoplanets by the name of their host star with a lowercase letter added to it, 'b' indicating the first known planet, 'c' the next one, and so on. The name Barnard b was therefore also given to a previously suspected planet candidate around Barnard's star, which scientists were unable to confirm.
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Feet first: AI reveals how infants connect with their world | ScienceDaily
Recent advances in computing and artificial intelligence, along with insights into infant learning, suggest that machine and deep learning techniques can help us study how infants transition from random exploratory movements to purposeful actions. Most research has focused on babies' spontaneous movements, distinguishing between fidgety and non-fidgety behaviors.


						
While early movements may seem chaotic, they reveal meaningful patterns as infants interact with their environment. However, we still lack understanding of how infants intentionally engage with their surroundings and the principles guiding their goal-directed actions.

By conducting a baby-mobile experiment, used in developmental research since the late 1960s, Florida Atlantic University researchers and collaborators investigated how infants begin to act purposefully. The baby-mobile experiment uses a colorful mobile gently tethered to an infant's foot. When the baby kicks, the mobile moves, linking their actions to what they see. This setup helps researchers understand how infants control their movements and discover their ability to influence their surroundings.

In this new work, researchers tested whether AI tools could pick up on complex changes in patterns of infant movement. Infant movements, tracked using a Vicon 3D motion capture system, were classified into different types -- from spontaneous actions to reactions when the mobile moves. By applying various AI techniques, researchers examined which methods best captured the nuances of infant behavior across different situations and how movements evolved over time.

Results of the study, published in Scientific Reports, underscore that AI is a valuable tool for understanding early infant development and interaction. Both machine and deep learning methods accurately classified five-second clips of 3D infant movements as belonging to different stages of the experiment. Among these methods, the deep learning model, 2D-CapsNet, performed the best. Importantly, for all the methods tested, the movements of the feet had the highest accuracy rates, which means that, compared to other parts of the body, the movement patterns of the feet changed most dramatically across the stages of the experiment.

"This finding is significant because the AI systems were not told anything about the experiment or which part of the infant's body was connected to the mobile. What this shows is that the feet -- as end effectors -- are the most affected by the interaction with the mobile," said Scott Kelso, Ph.D., co-author and Glenwood and Martha Creech Eminent Scholar in Science at the Center for Complex Systems and Brain Sciences within FAU's Charles E. Schmidt College of Science. "In other words, the way infants connect with their environment has the biggest impact at the points of contact with the world. Here, this was 'feet first.'"

The 2D-CapsNet model achieved an accuracy of 86% when analyzing foot movements and was able to capture detailed relationships between different body parts during movement. Across all methods tested, foot movements consistently showed the highest accuracy rates -- about 20% higher than movements of the hands, knees, or the whole body.




"We found that infants explored more after being disconnected from the mobile than they did before they had the chance to control it. It seems that losing the ability to control the mobile made them more eager to interact with the world to find a means of reconnecting," said Aliza Sloan, Ph.D., co-author and a postdoctoral research scientist in FAU's Center for Complex Systems and Brain Sciences. "However, some infants showed movement patterns during this disconnected phase that contained hints of their earlier interactions with the mobile. This suggests that only certain infants understood their relationship with the mobile well enough to maintain those movement patterns, expecting that they would still produce a response from the mobile even after being disconnected."

The researchers say that if the accuracy of infants' movements remains high during the disconnection, it might indicate that the infants learned something during their earlier interactions. However, different types of movements might mean different things in terms of what the infants discovered.

"It's important to note that studying infants is more challenging than studying adults because infants can't communicate verbally," said Nancy Aaron Jones, Ph.D., co-author, professor in FAU's Department of Psychology, director of the FAU WAVES Lab, and a member of the Center for Complex Systems and Brain Sciences within the Charles E. Schmidt College of Science. "Adults can follow instructions and explain their actions, while infants cannot. That's where AI can help. AI can help researchers analyze subtle changes in infant movements, and even their stillness, to give us insights into how they think and learn, even before they can speak. Their movements can also help us make sense of the vast degree of individual variation that occurs as infants develop."

Looking at how AI classification accuracy changes for each infant gives researchers a new way to understand when and how they start to engage with the world.

"While past AI methods mainly focused on classifying spontaneous movements linked to clinical outcomes, combining theory-based experiments with AI will help us create better assessments of infant behavior that are relevant to their specific contexts," said Kelso. "This can improve how we identify risks, diagnose and treat disorders."

Study co-authors are first author Massoud Khodadadzadeh, Ph.D., formerly at Ulster University in Derry, North Ireland and now at University of Bedfordshire, United Kingdom; and Damien Coyle, Ph.D., at the University of Bath, United Kingdom.

The research was supported by Tier 2 High Performance Computing resources provided by the Northern Ireland High-Performance Computing facility funded by the U.K. Engineering and Physical Sciences Research Council; the U.K. Research and Innovation Turing AI Fellowship (2021-2025) funded by the Engineering and Physical Research Council, Vice Chancellor's Research Scholarship; the Institute for Research in Applicable Computing at the University of Bedfordshire; the FAU Foundation (Eminent Scholar in Science); and United States National Institutes of Health.
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Squid-inspired fabric for temperature-controlled clothing | ScienceDaily
Too warm with a jacket on but too cold without it? Athletic apparel brands boast temperature-controlling fabrics that adapt to every climate with lightweight but warm products. Yet, consider a fabric that you can adjust to fit your specific temperature needs.


						
Inspired by the dynamic color-changing properties of squid skin, researchers from the University of California, Irvine developed a method to manufacture a heat-adjusting material that is breathable and washable and can be integrated into flexible fabric. They published their proof-of-concept for the advanced bioinspired composites in APL Bioengineering, by AIP Publishing.

"Squid skin is complex, consisting of multiple layers that work together to manipulate light and change the animal's overall coloration and patterning," said author Alon Gorodetsky. "Some of the layers contain organs called chromatophores, which transition between expanded and contracted states (upon muscle action) to change how the skin transmits and reflects visible light."

Instead of manipulating visible light, the team engineered a composite material that operates in the infrared spectrum. As people heat up, they emit some of their heat as invisible, infrared radiation (this is how thermal cameras work). Clothing that manipulates and adapts to this emission and is fitted with thermoregulatory features can finely adjust to the desired temperature of the wearer. The material consists of a polymer covered with copper islands, and stretching it separates the islands and changes how it transmits and reflects infrared light. This innovation creates the possibility of controlling the temperature of a garment.

In a prior publication in APL Bioengineering, the team modeled their composite material's adaptive infrared properties. Here, they built upon the material to increase its functionality by making it washable, breathable, and integrated into fabric.

The team layered a thin film onto the composite to enable easy washing without degradation -- a practical consideration for any fabric. To make the composite material breathable, the team perforated it, producing an array of holes. The resulting product exhibited air and water vapor permeability similar to cotton fabrics. The team then adhered the material to a mesh to demonstrate straightforward fabric integration.

Using Fourier transform infrared spectroscopy, the team tested the material's adaptive infrared properties and used a sweating guarded hot plate to test the dynamic thermoregulatory properties. Even with simultaneous thin-film layering, perforations, and fabric integration, the materials' heat-managing performance did not suffer.

"Our advanced composite material now opens opportunities for most wearable applications but may be particularly suited for cold weather clothing like ski jackets, thermal socks, insulated gloves, and winter hats," said Gorodetsky.

In addition to the possible applications for the fabric, the manufacturing process the team used to develop the fabric is also full of potential.

"The strategies used for endowing our materials with breathability, washability, and fabric compatibility could be translated to several other types of wearable systems, such as washable organic electronics, stretchable e-textiles, and energy-harvesting triboelectric materials," said Gorodetsky.
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Carbon dioxide and hydrogen peroxide on Pluto's moon Charon | ScienceDaily
A Southwest Research Institute-led team has detected carbon dioxide and hydrogen peroxide for the first time on the frozen surface of Pluto's largest moon, Charon, using observations from the James Webb Space Telescope. These discoveries add to Charon's known chemical inventory, previously identified by ground- and space-based observations, that includes water ice, ammonia-bearing species and the organic materials responsible for Charon's gray and red coloration.


						
"Charon is the only midsized Kuiper Belt object, in the range of 300 to 1,000 miles in diameter, that has been geologically mapped, thanks to the SwRI-led New Horizons mission, which flew by the Pluto system in 2015," said SwRI's Dr. Silvia Protopapa, lead author of a new Nature Communications paper and co-investigator of the New Horizons mission. "Unlike many of the larger objects in the Kuiper Belt, the surface of Charon is not obscured by highly volatile ices such as methane and therefore provides valuable insights into how processes like sunlight exposure and cratering affect these distant bodies."

The Webb telescope is an ideal platform for detailed exploration of Charon and other icy bodies in the region beyond the orbit of Neptune. In 2022 and 2023, the team used Webb's Near-Infrared Spectrograph to obtain four observations of the Pluto-Charon system. Different viewing geometries provided full coverage of Charon's northern hemisphere.

"The advanced observational capabilities of Webb enabled our team to explore the light scattered from Charon's surface at longer wavelengths than what was previously possible, expanding our understanding of the complexity of this fascinating object," said Dr. Ian Wong, a staff scientist at the Space Telescope Science Institute and co-author of the paper.

The extended wavelength coverage of Charon's Webb measurements reveals signatures of carbon dioxide. The team compared the spectroscopic observations with laboratory measurements and detailed spectral models of the surface, concluding that carbon dioxide is present primarily as a surface veneer on a water ice-rich subsurface.

"Our preferred interpretation is that the upper layer of carbon dioxide originates from the interior and has been exposed to the surface through cratering events. Carbon dioxide is known to be present in regions of the protoplanetary disk from which the Pluto system formed," Protopapa said.

The presence of hydrogen peroxide on the surface of Charon clearly indicates that the water ice-rich surface is altered by solar ultraviolet light and energetic particles from the solar wind and galactic cosmic rays. Hydrogen peroxide forms from oxygen and hydrogen atoms originating from the breakup of water ice due to incoming ions, electrons or photons.

"Laboratory experiments conducted at SwRI's CLASSE (Center for Laboratory Astrophysics and Space Science Experiments) facility were instrumental in demonstrating that hydrogen peroxide can form even in mixtures of carbon dioxide and water ice under conditions analogous to those at Charon," said SwRI's Dr. Ujjwal Raut, leader of CLASSE lab and second author of the paper.

The team's research showcases the Webb telescope's unparalleled capability to uncover complex surface signatures shaped by impacts and irradiation processes.

"The new insights were made possible by the synergy between Webb observations, spectral modeling and laboratory experiments and are possibly applicable to other similar midsized objects beyond Neptune," said Protopapa.
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Watch water form out of thin air | ScienceDaily
For the first time ever, researchers have witnessed -- in real time and at the molecular-scale -- hydrogen and oxygen atoms merge to form tiny, nano-sized bubbles of water.


						
The event occurred as part of a new Northwestern University study, during which scientists sought to understand how palladium, a rare metallic element, catalyzes the gaseous reaction to generate water. By witnessing the reaction at the nanoscale, the Northwestern team unraveled how the process occurs and even uncovered new strategies to accelerate it.

Because the reaction does not require extreme conditions, the researchers say it could be harnessed as a practical solution for rapidly generating water in arid environments, including on other planets.

The research will be published on Friday (Sept. 27) in the Proceedings of the National Academy of Sciences.

"By directly visualizing nanoscale water generation, we were able to identify the optimal conditions for rapid water generation under ambient conditions," said Northwestern's Vinayak Dravid, senior author of the study. "These findings have significant implications for practical applications, such as enabling rapid water generation in deep space environments using gases and metal catalysts, without requiring extreme reaction conditions.

"Think of Matt Damon's character, Mark Watney, in the movie 'The Martian.' He burned rocket fuel to extract hydrogen and then added oxygen from his oxygenator. Our process is analogous, except we bypass the need for fire and other extreme conditions. We simply mixed palladium and gases together."

Dravid is the Abraham Harris Professor of Materials Science and Engineering at Northwestern's McCormick School of Engineering and founding director of the Northwestern University Atomic and Nanoscale Characterization Experimental (NUANCE) Center, where the study was conducted. He also is director of global initiatives at the International Institute for Nanotechnology.




New technology enabled discovery

Since the early 1900s, researchers have known that palladium can act as a catalyst to rapidly generate water. But how, exactly, this reaction occurs has remained a mystery.

"It's a known phenomenon, but it was never fully understood," said Yukun Liu, the study's first author and a Ph.D. candidate in Dravid's laboratory. "Because you really need to be able to combine the direct visualization of water generation and the structure analysis at the atomic scale in order to figure out what's happening with the reaction and how to optimize it."

But viewing the process with atomic precision was simply impossible -- until nine months ago. In January 2024, Dravid's team unveiled a novel method to analyze gas molecules in real time. Dravid and his team developed an ultra-thin glassy membrane that holds gas molecules within honeycomb-shaped nanoreactors, so they can be viewed within high-vacuum transmission electron microscopes.

With the new technique, previously published in Science Advances, researchers can examine samples in atmospheric pressure gas at a resolution of just 0.102 nanometers, compared to a 0.236-nanometer resolutionusing other state-of-the-art tools. The technique also enabled, for the first time, concurrent spectral and reciprocal information analysis.

"Using the ultrathin membrane, we are getting more information from the sample itself," said Kunmo Koo, first author of the Science Advances paper and a research associate at the NUANCE Center, where he is mentored by research associate professor Xiaobing Hu. "Otherwise, information from the thick container interferes with the analysis."

Smallest bubble ever seen




Using the new technology, Dravid, Liu and Koo examined the palladium reaction. First, they saw the hydrogen atoms enter the palladium, expanding its square lattice. But when they saw tiny water bubbles form at the palladium surface, the researchers couldn't believe their eyes.

"We think it might be the smallest bubble ever formed that has been viewed directly," Liu said. "It's not what we were expecting. Luckily, we were recording it, so we could prove to other people that we weren't crazy."

"We were skeptical," Koo added. "We needed to investigate it further to prove that it was actually water that formed."

The team implemented a technique, called electron energy loss spectroscopy, to analyze the bubbles. By examining the energy loss of scattered electrons, researchers identified oxygen-bonding characteristics unique to water, confirming the bubbles were, indeed, water. The researchers then cross-checked this result by heating the bubble to evaluate the boiling point.

"It's a nanoscale analog of the Chandrayaan-1 moon rover experiment, which searched for evidence of waterin lunar soil," Koo said. "While surveying the moon, it used spectroscopy to analyze and identify molecules within the atmosphere and on the surface. We took a similar spectroscopic approach to determine if the generated product was, indeed, water."

Recipe for optimization

After confirming the palladium reaction generated water, the researchers next sought to optimize the process. They added hydrogen and oxygen separately at different times or mixed together to determine which sequence of events generated water at the fastest rate.

Dravid, Liu and Koo discovered that adding hydrogen first, followed by oxygen, led to the fastest reaction rate. Because hydrogen atoms are so small, they can squeeze between palladium's atoms -- causing the metal to expand. After filling the palladium with hydrogen, the researchers added oxygen gas.

"Oxygen atoms are energetically favorable to adsorb onto palladium surfaces, but they are too large to enter the lattice," Liu said. "When we flowed in oxygen first, its dissociated atoms covered the entire surface of the palladium, so hydrogen could not adsorb onto surface to trigger the reaction. But when we stored hydrogen in the palladium first, and then added oxygen, the reaction started. Hydrogen comes out of the palladium to react with the oxygen, and the palladium shrinks and returns to its initial state."

Sustainable system for deep space

The Northwestern team imagines that others, in the future, potentially could prepare hydrogen-filled palladium before traveling into space. Then, to generate water for drinking or for watering plants, travelers will only need to add oxygen. Although the study focused on studying bubble generation at nanoscale, larger sheets of palladium would generate much larger quantities of water.

"Palladium might seem expensive, but it's recyclable," Liu said. "Our process doesn't consume it. The only thing consumed is gas, and hydrogen is the most abundant gas in the universe. After the reaction, we can reuse the palladium platform over and over."

The study, "Unraveling the adsorption-limited hydrogen oxidation reaction at palladium surface via in situ electron microscopy," was supported by the Air Force Office of Scientific Research (grant number AFOSR FA9550-22-1-0300) and hydrogen-related work by the Center for Hydrogen in Energy and Information Sciences, an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science(grant number DE-SC0023450).
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First data from XRISM space mission provides new perspective on supermassive black holes | ScienceDaily
Some of the first data from an international space mission is confirming decades worth of speculation about the galactic neighborhoods of supermassive black holes.


						
More exciting than the data, though, is the fact that the long-awaited satellite behind it -- the X-Ray Imaging and Spectroscopy Mission or XRISM -- is just getting started providing such unparalleled insights.

"We have found the right tool for developing an accurate picture of the unexplored orders of magnitude around supermassive black holes," Jon Miller, professor of astronomy at the University of Michigan, said of XRISM.

"We're beginning to see clues of what that environment really looks like."

The Japanese Aerospace Exploration Agency, or JAXA, which teamed up with NASA and the European Space Agency to create and launch XRISM, announced the new results, which were also published in The Astrophysical Journal Letters.

Miller was the lead author of that study. He and more than 100 co-authors from around the world investigated what's called an active galactic nucleus, which includes a supermassive black hole and its extreme surroundings.

To do this, they relied on XRISM's unparalleled ability to gather and measure spectra of X-rays emitted by cosmic phenomena.




"It is truly exciting that we are able to gather X-ray spectra with such unprecedented high resolution, particularly for the hottest plasmas in the universe," said Lia Corrales, U-M assistant professor of astronomy and a co-author of both XRISM publications.

"Spectra are so rich with information, we will surely be working to fully interpret the first datasets for many years to come."

Accretion disks with a twist

Space exploration enthusiasts may know that the Chandra X-ray Observatory -- what NASA calls its flagship X-ray telescope -- recently celebrated its 25th anniversary of operating in space.

What's less well known is that, over the past 25 years, an international cohort of scientists, engineers and space agency officials have been attempting to launch similarly sophisticated, but different X-ray missions.

The goal of these attempts was to provide high-quality, complementary data to better understand what Chandra and other telescopes were seeing. XRISM is now delivering that data.




With their data set, Miller, Corrales and their colleagues have solidified a hypothesis about structures called accretion disks near supermassive black holes in active galactic nuclei.

These disks can be thought of like vinyl records made of gas and other loose particles from a galaxy being spun by the spectacular gravity of the black holes at their centers. By studying accretion disks, researchers can better understand what's happening around the black hole and how it impacts the lifecycle of its host galaxy.

By probing the center of a galaxy called NGC 4151, more than 50 million light years away, the XRISM collaboration confirmed that the disk's shape isn't as simple as once thought.

"What we're seeing is that the record isn't flat. It has a twist or a warp," Miller said. "It also appears to get thicker toward the outside."

Although suggestions of this more complex geometry have emerged in other data over the past two and a half decades, the XRISM results are the strongest direct evidence for it.

"We had hints," Miller said. "But somebody in forensics would say that we couldn't have convicted anyone with what we had."

The team also found that the accretion disk appears to be losing a lot of its gas. Again, scientists have theories about what happens to this material, but Miller said XRISM will enable researchers to find more definitive answers.

"It has been very hard to say what the fate of that gas is," he said. "Actually finding the direct evidence is the hard work that XRISM can do."

And XRISM isn't just allowing researchers to think about existing theories in new ways. It's enabling them to investigate parts of space that were invisible to them before.

The missing link

For all the talk of their gravitational pull being so strong that not even light can escape it, black holes are still responsible for creating a whole lot of electromagnetic radiation that we can detect.

For instance, the Event Horizon Telescope -- a network of instruments on Earth sensitive to radiation emitted as radio waves -- has enabled astronomers to zoom in and see the very edge of two different black holes.

There are other instruments on Earth and in space that detect different bands of radiation, including X-rays and infrared light, to provide larger, galaxy-scale views of the environs of black holes.

But scientists have lacked high-resolution tools to determine what was going on between those two scales, from right next to the black hole up to the size of its host galaxy. And that space between is where accretion disks and other interesting celestial structures exist.

If you were to divide the scale of the zoomed-out view of a black hole by that of its close-up, you'd get a number close to 100,000. To a physicist, each zero is an order of magnitude, meaning the gap in coverage spanned five orders of magnitude.

"When it comes to understanding how gas gets into a black hole, how some of that gas is lost and how the black hole impacts its host galaxy, it's those orders of magnitude that really matter," Miller said.

XRISM now gives researchers access to those scales by looking for X-rays emitted by iron around black hols and relying on the "S" in its acronym: spectroscopy.

Rather than using X-ray light to construct an image, XRISM's spectroscopy instrument detects the energy of individual X-rays, or photons. Researchers can then see how many photons were detected with a particular energy across a range, or spectrum, of energies.

By collecting, studying and comparing spectra from different parts of the regions near a black hole, researchers are able to learn more about the processes afoot.

"We joke that spectra put the 'physics' in 'astrophysics,'" Miller said.

Although there are other operational X-ray spectroscopy tools, XRISM's is the most advanced and relies on a microcalorimeter, dubbed "Resolve." This turns the incident X-ray energy into heat rather than, say, a more conventional electrical signal.

"Resolve is allowing us to characterize the multi-structured and multi-temperature environment of supermassive black holes in a way that was not possible before," Corrales said.

XRISM provides researchers with 10 times better energy resolution compared with what they've had before, Miller said. Scientists have been waiting for an instrument like this for 25 years, but it hasn't been for a lack of trying.

If at first you don't succeed

Years before its 1999 launch, Chandra was initially conceived of as the Advanced X-Ray Astrophysics Facility, a single mission that would fly with state-of-the-art technology for both X-ray imaging and spectroscopy.

That, however, proved to be too expensive, so it was divided into the Chandra telescope and a spectroscopy mission called Astro-E, whose development was led by JAXA. Unfortunately, Astro-E was lost during its launch in February 2000.

JAXA, NASA and the European Space Agency all realized how important the tool was, Miller said, and worked together to essentially refly the Astro-E mission roughly five years later. This time, however, the mission was called Suzaku, named after a phoenix-like mythical bird.

"Suzaku made it into orbit, but its cryogenic system had a leak, so all its coolant leaked into space. Its prime scientific instrument never took actual data," Miller said. "There was a different camera on board for X-rays, though, and it did really nice work for about 10 years."

Within months of sunsetting Suzaku, the space agencies launched a third mission to provide the X-ray spectroscopy that the community was seeking. The mission took off as Astro-H in February 2016 and was renamed Hitomi after it entered orbit and deployed its solar panels.

Miller had traveled to Florida for a meeting about Hitomi right around the time disaster struck the mission. A maneuvering error sent Hitomi into an uncontrollable spin.

"It spun so fast that the solar panels flew off," Miller said.

Less than 40 days after the launch, the space agencies lost contact with Hitomi.

"You could actually go out on the beach in Florida at night and watch it tumble across the sky," Miller said. "It flickered in a very unique way."

Before it ended, the Hitomi mission did manage to take what Miller quantified as one and a half scientific observations. That was enough to transform how researchers thought about galaxy clusters, which contain hundreds or thousands of galaxies, he said.

So it's fair to say that a lot was riding on XRISM when it launched in September 2023. Based on early returns, it sounds like XRISM is equipped to deliver. Miller and a handful of his global colleagues were among the first to see the data that would lead to their new report.

"It was very late in Japan, an odd time in Europe and we were all on Zoom. All of us had trouble finding the words," Miller said. "It was breathtaking."

Miller's original doctoral thesis project was meant to study data from the Astro-E mission, so he's been invested in this work for more than half his life and virtually his entire science career.

During that time, Hitomi and more successful missions like Chandra have been providing data that have enabled him and others in the field to further our understanding of the cosmos. But the researchers also knew they'd need something like the X-ray calorimeter on board XRISM to make the leaps they've been hungry for.

"It's been difficult at many points, but we kept getting hints about what might be possible," Miller said. "It's almost impossible to replicate these environments in earthbound experiments and we've been wanting to know a lot of the details of how they really work. I think we're finally going to make some progress on that."
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A river is pushing up Mount Everest's peak | ScienceDaily
Mount Everest is about 15 to 50 metres taller than it would otherwise be because of uplift caused by a nearby eroding river gorge, and continues to grow because of it, finds a new study by UCL researchers.


						
The study, published in Nature Geoscience, found that erosion from a river network about 75 kilometres from Mount Everest is carving away a substantial gorge. The loss of this landmass is causing the mountain to spring upwards by as much as 2 millimetres a year and has already increased its height by between 15 and 50 metres over the past 89,000 years.

At 8,849 metres high, Mount Everest, also known as Chomolungma in Tibetan or Sagarmatha in Nepali, is the tallest mountain on Earth, and rises about 250 metres above the next tallest peak in the Himalayas. Everest is considered anomalously high for the mountain range, as the next three tallest peaks -- K2, Kangchenjunga and Lhotse -- all only differ by about 120 metres from each other.

A significant portion of this anomaly can be explained by an uplifting force caused by pressure from below Earth's crust after a nearby river eroded away a sizeable amount of rocks and soils. It's an effect called isostatic rebound, where a section of the Earth's crust that loses mass flexes and "floats" upwards because the intense pressure of the liquid mantle below is greater than the downward force of gravity after the loss of mass. It's a gradual process, usually only a few millimetres a year, but over geological timeframes can make a significant difference to the Earth's surface.

The researchers found that because of this process Mount Everest grew by about 15 to 50 metres over the last 89,000 years, since the nearby Arun river merged with the adjacent Kosi river network.

Co-author, PhD student Adam Smith (UCL Earth Sciences) said: "Mount Everest is a remarkable mountain of myth and legend and it's still growing. Our research shows that as the nearby river system cuts deeper, the loss of material is causing the mountain to spring further upwards."

Today, the Arun river runs to the east of Mount Everest and merges downstream with the larger Kosi river system. Over millennia, the Arun has carved out a substantial gorge along its banks, washing away billions of tonnes of earth and sediment.




Co-author Dr Jin-Gen Dai of the China University of Geosciences, said: "An interesting river system exists in the Everest region. The upstream Arun river flows east at high altitude with a flat valley. It then abruptly turns south as the Kosi river, dropping in elevation and becoming steeper. This unique topography, indicative of an unsteady state, likely relates to Everest's extreme height."

The uplift is not limited to Mount Everest, and affects neighbouring peaks including Lhotse and Makalu, the world's fourth and fifth highest peaks respectively. The isostatic rebound boosts the heights of these peaks by a similar amount as it does Everest, though Makalu, located closest to the Arun river, would experience a slightly higher rate of uplift.

Co-author Dr Matthew Fox (UCL Earth Sciences) said: "Mount Everest and its neighbouring peaks are growing because the isostatic rebound is raising them up faster than erosion is wearing them down. We can see them growing by about two millimetres a year using GPS instruments and now we have a better understanding of what's driving it."

By looking at the erosion rates of the Arun, the Kosi and other rivers in the region, the researchers were able to determine that about 89,000 years ago the Arun river joined and merged with the Kosi river network, a process called drainage piracy. In doing so, more water was funnelled through the Kosi river, increasing its erosive power and taking more of the landscape's soils and sediments with it. With more of the land washed away, it triggered an increased rate of uplift, pushing the mountains' peaks higher and higher.

Lead author Dr Xu Han of China University of Geosciences, who carried out the work while on a China Scholarship Council research visit to UCL, said: "The changing height of Mount Everest really highlights the dynamic nature of the Earth's surface. The interaction between the erosion of the Arun river and the upward pressure of the Earth's mantle gives Mount Everest a boost, pushing it up higher than it would otherwise be."
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Our cosmic neighborhood may be 10x larger | ScienceDaily
A team of international researchers guided by astronomers at University of Hawai'i Institute for Astronomy is challenging our understanding of the universe with groundbreaking findings that suggest our cosmic neighborhood may be far larger than previously thought. The Cosmicflows team has been studying the movements of 56,000 galaxies, revealing a potential shift in the scale of our galactic basin of attraction.


						
A decade ago, the team concluded that our galaxy, the Milky Way, resides within a massive basin of attraction called Laniakea, stretching 500 million light-years across. However, new data suggests that this understanding may only scratch the surface. There is now a 60% probability that we are part of an even grander structure, potentially 10 times larger in volume, centered on the Shapley concentration -- a region packed with an immense amount of mass and gravitational pull. The findings were recently published in Nature Astronomy.

"Our universe is like a giant web, with galaxies lying along filaments and clustering at nodes where gravitational forces pull them together," said UH Astronomer R. Brent Tully, one of the study's lead researchers. "Just as water flows within watersheds, galaxies flow within cosmic basins of attraction. The discovery of these larger basins could fundamentally change our understanding of cosmic structure."

Vast cosmos

The universe's origins date back 13 billion years when tiny differences in density began to shape the cosmos, growing under the influence of gravity into the vast structures we see today. But if our galaxy is part of a basin of attraction much larger than Laniakea, which means immense heaven in the Hawaiian language, it would suggest that the initial seeds of cosmic structure grew far beyond current models.

"This discovery presents a challenge: our cosmic surveys may not yet be large enough to map the full extent of these immense basins," said UH astronomer and co-author Ehsan Kourkchi. "We are still gazing through giant eyes, but even these eyes may not be big enough to capture the full picture of our universe."

Gravitational forces 

The researchers evaluate these large-scale structures by examining their impact on the motions of galaxies. A galaxy between two such structures will be caught in a gravitational tug-of-war in which the balance of the gravitational forces from the surrounding large-scale structures determines the galaxy's motion. By mapping the velocities of galaxies throughout our local universe, the team is able to define the region of space where each supercluster dominates.

The researchers are set to continue their quest to map the largest structures of the cosmos, driven by the possibility that our place in the universe is part of a far more expansive and interconnected system than ever imagined.

The international team is composed of UH astronomers Tully and Kourkchi, Aurelien Valade, Noam Libeskind and Simon Pfeifer (Leibniz Institut fur Astrophysik Potsdam), Daniel Pomarede (University of Paris-Saclay) and Yehuda Hoffman (Hebrew University).
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Sharing biosignals with online gaming partners to enhance a mutual sense of social presence between complete strangers | ScienceDaily
Online communication tools are intended to bring people closer together. However, they often fail to sufficiently meet the human need for fulfilling social interactions. What is missing is a sense of social presence, that is, a "sense of being present with another person." This sense of social presence can be felt during mediated interactions, such as when using web conferencing tools or playing video games.


						
Researchers at the University of Tsukuba have identified a method for augmenting the sense of social presence in online interactions through the sharing of biosignals. Biosignals such as heart rate can convey a considerable amount of information about one's state of being. If one is anxious, their heart rate increases; if they are relaxed, their heart rate decreases.

The researchers implemented a real-time biosignal-sharing platform and tested it in online gaming sessions between players who were strangers to one another.

The study participants comprised 20 gamers who played a set of five matches of a soccer game, each time against a new opponent. The five matches were played under different conditions: playing online without any information about the opponent, playing while viewing a live video of the opponent's face, playing while viewing the heart rate information of the opponent, playing while viewing a live video of the opponent's face and heart rate information, and playing offline in the same room with the opponent.

The findings revealed that this method of sharing biosignals could augment the sense of social presence. The participants regularly looked at the heart rate information of their opponent during the match, similar to how they often looked at an opponent's face when it was presented to them. This effect was further amplified when the live video and heart rate information were presented together.

Questionnaires designed to measure the level of perceived social presence were administered to participants. The questionnaires revealed that although the augmentation method could not achieve the same level of reported social presence as when individuals play together in the same room, the combination of bio-information and face video was the closest to this optimal condition.

In a world filled with online meetings where people are converted into square portrait representations of themselves, this study presents a method for augmenting online interactions to make them more meaningful and fulfilling.

This work was supported by the Interdisciplinary R&D Project in the University of Tsukuba. This work was also supported in part by Japan Society for the Promotion of Science KAKENHI under Grant 21H03475 and Grant 24K03321, in part by the special subject of The Toyota Foundation under Grant D20-ST-0034, and in part by Japan Science and Technology Agency SPRING under Grant JPMJSP2124.
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A new birthplace for asteroid Ryugu | ScienceDaily
Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research published today in the journal Science Advances suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn. Four years ago, the Japanese space probe Hayabusa 2 brought samples of Ryugu back to Earth. Researchers led by the Max Planck Institute for Solar System Research (MPS) in Germany have now compared which types of nickel are found in these samples as well as in typical carbon-rich meteorites. The results show an alternative to previous ideas about the birthplaces of these bodies: different carbon-rich asteroids may have formed in the same region close to Jupiter -- albeit partly through different processes and around two million years apart.


						
In December 2020 the space probe Hayabusa 2 brought samples of asteroid Ryugu back to Earth. Since then, the few grams of material have been through quite a lot. After initial examinations in Japan, some of the tiny, jet-black grains traveled to research facilities around the world. There they were measured, weighed, chemically analyzed and exposed to infrared, X-ray and synchroton radiation, among other things. At the MPS, researchers examine the ratios of certain metal isotopes in the samples, as in the current study. Scientists refer to isotopes as variants of the same element that differ only in the number of neutrons in the nucleus. Investigations of this kind can help to understand where in the Solar System Ryugu was formed.

Ryugu's journey through the Solar System

Ryugu is a near-Earth asteroid: Its orbit around the Sun crosses that of Earth (without risk of collision). However, researchers assume that, like other near-Earth asteroids, Ryugu is not native to the inner Solar System, but travelled there from the asteroid belt located between the orbits of Mars and Jupiter. The actual birthplaces of the asteroid belt population are probably even further away from the Sun, outside the orbit of Jupiter.Asteroid Ryugu possibly did not travel as far from its place of origin to its current near-Earth orbit as previously assumed. New research published today in the journal Science Advances suggests that Ryugu was formed near Jupiter. Earlier studies had pointed to an origin beyond the orbit of Saturn. Four years ago, the Japanese space probe Hayabusa 2 brought samples of Ryugu back to Earth. Researchers led by the Max Planck Institute for Solar System Research (MPS) in Germany have now compared which types of nickel are found in these samples as well as in typical carbon-rich meteorites. The results show an alternative to previous ideas about the birthplaces of these bodies: different carbon-rich asteroids may have formed in the same region close to Jupiter -- albeit partly through different processes and around two million years apart.

Ryugu's "family relations" can help shed light on its origin and further evolution. To what degree does Ryugu resemble the representatives of well-known classes of meteorites? These are fragments of asteroids that have made their way from space to Earth. Investigations in recent years have yielded a surprise: Ryugu fits into the large crowd of carbon-rich meteorites, the carbonaceous chondrites, as expected. However, detailed studies of its composition assign it to a rare group: the so-called CI chondrites. These are also known as Ivuna-type chondrites, named after the Tanzanian location where their best-known representative was found. In addition to the Ivuna chondrite itself, only eight others of these exotic specimens have been discovered to date. As their chemical composition is similar to that of the Sun, they are considered to be particularly pristine material that was formed at the outermost edge of the Solar System. "So far, we had assumed that Ryugu's place of origin is also outside Saturn's orbit," explains MPS scientist Dr. Timo Hopp, co-author of the current study, who has already led earlier investigations into Ryugu's isotopic composition.

The latest analyses by the Gottingen scientists now paint a different picture. For the first time, the team has investigated the ratios of nickel isotopes in four samples of the asteroid Ryugu and six samples of carbonaceous chondrites. The results confirm the close relationship between Ryugu and the CI chondrites. However, the idea of a common birthplace at the edge of the Solar System is no longer compelling.

A missing ingredient

What had happened? Until now, researchers had understood carbonaceous chondrites as mixtures of three "ingredients" that can even be seen with the naked eye in cross-sections. Embedded in fine-grained rock, round, millimeter-sized inclusions as well as smaller, irregularly shaped inclusions are densely packed together. The irregular inclusions are the first material to have condensed into solid clumps in the hot gas disk that once orbited the Sun. The round silicate-rich chondrules formed later. Until now, researchers have attributed differences in the isotopic composition between CI chondrites and other groups of carbonaceous chondrites to different mixing ratios of these three ingredients. CI chondrites, for example, consist predominantly of fine-grained rock, while their siblings are significantly richer in inclusions. However, as the team describes in the current publication, the results of the nickel measurements do not fit into this scheme.




The researchers' calculations now show that their measurements can only be explained by a fourth ingredient: tiny iron-nickel grains, which must also have accumulated during the formation of the asteroids. In the case of Ryugu and the CI chondrites, this process must have been particularly efficient. "Completely different processes must have been at work in the formation of Ryugu and the CI chondrites on the one hand and the other groups of carbonaceous chondrites on the other," says Fridolin Spitzer from the MPS, first author of the new study, summarizing the basic idea.

According to the researchers, the first carbonaceous chondrites began to form around two million years after the formation of the Solar System. Attracted by the gravitational force of the still young Sun, dust and the first solid clumps made their way from the outer edge of the gas and dust disk into the inner Solar System, but encountered an obstacle along the way: the newly forming Jupiter. Outside its orbit, the heavier and larger clumps in particular accumulated -- and thus grew into carbonaceous chondrites with their many inclusions. Towards the end of this development, after around two million years, another process gained the upper hand: under the influence of the Sun, the original gas gradually evaporated outside Jupiter's orbit leading to the accumulation of primarily dust and iron-nickel grains. This led to the birth of the CI chondrites.

"The results surprised us very much. We had to completely rethink -- not only with regard to Ryugu, but also with regard to the entire group of CI chondrites," says Dr. Christoph Burkhard from the MPS. The CI chondrites no longer appear as distant, somewhat exotic relatives of the other carbonaceous chondrites from the outermost edge of the Solar System, but rather as younger siblings that may have formed in the same region, but through a different process and later. "The current study shows how crucial laboratory investigations can be in deciphering the formation history of our Solar System," says Prof. Dr. Thorsten Kleine, Director of the Department of Planetary Sciences at the MPS and co-author of the study.
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Asteroid Ceres is a former ocean world that slowly formed into a giant, murky icy orb | ScienceDaily
Since the first sighting of the first-discovered and largest asteroid in our solar system was made in 1801 by Giuseppe Piazzi, astronomers and planetary scientists have pondered the make-up of this asteroid/dwarf planet. Its heavily battered and dimpled surface is covered in impact craters. Scientists have long argued that visible craters on the surface meant that Ceres could not be very icy.


						
Researchers at Purdue University and the NASA's Jet Propulsion Lab (JPL) now believe Ceres is a very icy object that possibly was once a muddy ocean world. This discovery that Ceres has a dirty ice crust is led by Ian Pamerleau, PhD student, and Mike Sori, assistant professor in Purdue's Department of Earth, Atmospheric, and Planetary Sciences who published their findings in Nature Astronomy. The duo along with Jennifer Scully, research scientist with JPL, used computer simulations of how craters on Ceres deform over billions of years.

"We think that there's lots of water-ice near Ceres surface, and that it gets gradually less icy as you go deeper and deeper," Sori said. "People used to think that if Ceres was very icy, the craters would deform quickly over time, like glaciers flowing on Earth, or like gooey flowing honey. However, we've shown through our simulations that ice can be much stronger in conditions on Ceres than previously predicted if you mix in just a little bit of solid rock."

The team's discovery is contradictory to the previous belief that Ceres was relatively dry. The common assumption was that Ceres was less than 30% ice, but Sori's team now believes the surface is more like 90% ice.

"Our interpretation of all this is that Ceres used to be an 'ocean world' like Europa (one of Jupiter's moons), but with a dirty, muddy ocean,'" Sori said. "As that muddy ocean froze over time, it created an icy crust with a little bit of rocky material trapped in it."

Pamerleau explained how they used computer simulations to model how relaxation occurs for craters on Ceres over billions of years.

"Even solids will flow over long timescales, and ice flows more readily than rock. Craters have deep bowls which produce high stresses that then relax to a lower stress state, resulting in a shallower bowl via solid state flow," he said. "So the conclusion after NASA's Dawn mission was that due to the lack of relaxed, shallow craters, the crust could not be that icy. Our computer simulations account for a new way that ice can flow with only a little bit of non-ice impurities mixed in, which would allow for a very ice-rich crust to barely flow even over billions of years. Therefore, we could get an ice-rich Ceres that still matches the observed lack of crater relaxation. We tested different crustal structures in these simulations and found that a gradational crust with a high ice content near the surface that grades down to lower ice with depth was the best way to limit relaxation of Cerean craters."

Sori is a planetary scientist whose focus is planetary geophysics. His team addresses questions about the planetary interiors, the connections between planetary interiors and surfaces, and those questions might be resolved with spacecraft missions. His work spans many solid bodies in the solar system, from the Moon and Mars to icy objects in the outer solar system.




"Ceres is the largest object in the asteroid belt, and a dwarf planet. I think sometimes people think of small, lumpy things as asteroids (and most of them are!), but Ceres really looks more like a planet," Sori said. "It is a big sphere, diameter 950 kilometers or so, and has surface features like craters, volcanoes, and landslides."

On Sept. 27, 2007, NASA launched the Dawn mission. This mission was the first and only spacecraft to orbit two extraterrestrial destinations -- the protoplanet Vesta and Ceres. Although it was launched in 2007, Dawn didn't reach Ceres until 2015. It orbited the dwarf planet until 2018.

"We used multiple observations made with Dawn data as motivation for finding an ice-rich crust that resisted crater relaxation on Ceres. Different surface features (e.g., pits, domes and landslides, etc.) suggest the near subsurface of Ceres contains a lot of ice," Pamerleau said. "Spectrographic data also shows that there should be ice beneath the regolith on the dwarf planet and gravity data yields a density value very near that of ice, specifically impure ice. We also took a topographic profile of an actual complex crater on Ceres and used it to construct the geometry for some of our simulations."

Sori says that because Ceres is the largest asteroid there was suspicion that it could have been any icy object based on some estimates of its mass made from the Earth. those factors made it a great choice for a spacecraft visit.

"To me the exciting part of all this, if we're right, is that we have a frozen ocean world pretty close to Earth. Ceres may be a valuable point of comparison for the ocean-hosting icy moons of the outer solar system, like Jupiter's moon Europa and Saturn's moon Enceladus," Sori said. "Ceres, we think, is therefore the most accessible icy world in the universe. That makes it a great target for future spacecraft missions. Some of the bright features we see at Ceres' surface are the remnants of Ceres' muddy ocean, now mostly or entirely frozen, erupted onto the surface. So we have a place to collect samples from the ocean of an ancient ocean world that is not too difficult to send a spacecraft to."

This research was supported by a NASA grant (80NSSC22K1062) in the Discovery Data Analysis Program.
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Orbitronics: New material property advances energy-efficient tech | ScienceDaily
Orbital angular momentum monopoles have been the subject of great theoretical interest as they offer major practical advantages for the emerging field of orbitronics, a potential energy-efficient alternative to traditional electronics. Now, through a combination of robust theory and experiments at the Swiss Light Source SLS at Paul Scherrer Institute PSI, their existence has been demonstrated. The discovery is published in the journal Nature Physics.


						
Whereas electronics uses the charge of the electron to transfer information, technology of the future with less environmental impact might use a different property of electrons to process information. Until recently, the main contender for a different type of 'tronics' has been spintronics. Here, the property used to transfer information is the spin of the electron.

Researchers are also exploring the possibility of using the orbital angular momentum (OAM) of electrons orbiting their atomic nucleus: an emerging field known as orbitronics. This field holds great promise for memory devices, particularly because a large magnetisation could potentially be generated with relatively small charge currents, leading to energy-efficient devices. The million-dollar question now is identifying the right materials to generate flows of OAMs, a prerequisite for orbitronics.

Now an international research team led by scientists from Paul Scherrer Institute PSI and Max Planck Institutes in Halle and Dresden in Germany have shown that chiral topological semi-metals, a new class of materials discovered at PSI in 2019, possess properties that make them a highly practical choice for generating currents of OAMs.

Chiral topological semi-metals: a straightforward solution for orbitronics

In the search for suitable materials for orbitronics, steps forward have already been made using conventional materials such as titanium. Yet since their discovery five years ago, chiral topological semi-metals have become an intriguing contender. These materials possess a helical atomic structure, which gives a natural 'handedness' like the DNA double helix and could naturally endow them with patterns or textures of OAM that enable its flow.

"This offers a significant advantage to other materials because you don't need to apply external stimuli to get OAM textures -- they're an intrinsic property of the material," explains Michael Schuler, group leader in the Center for Scientific Computing, Theory and Data at PSI, and assistant professor of physics at the University of Fribourg, who co-led the recent study. "This could make it easier to create stable and efficient currents of OAM without needing special conditions."

The attractive but elusive prospect of orbital angular momentum monopoles




There is one particular OAM texture, hypothesised in chiral topological semi-metals, that has captivated researchers: OAM monopoles. At these monopoles, OAM radiates outwards from a centre point like the spikes of a scared hedgehog curled into a ball.

Why these monopoles are so tantalising is that OAM is uniform in all directions: i.e. it is isotropic. "This is a very useful property as it means flows of OAMs could be generated in any direction," says Schuler.

Yet despite the attraction of OAM monopoles for orbitronics, until this latest study, they have remained a theoretical dream.

Hedgehogs hide between theory and experiment

To observe them experimentally, hope has lain with a technique known as Circular Dichroism in Angle-Resolved Photoemission Spectroscopy, or CD-ARPES, using circularly polarised X-rays from a synchrotron light source. Yet a gap between theory and experiment has in the past hindered researchers from interpreting the data. "Researchers may have had the data, but the evidence for OAM monopoles was buried in it," says Schuler.

In ARPES, light shines on a material, ejecting electrons. The angles and energies of these ejected electrons reveal information on the electronic structure of the material. In CD-ARPES, the incident light is circularly polarised.




"A natural assumption is that if you use circularly polarised light, you are measuring something that is directly proportional to the OAMs," explains Schuler. "The problem is, as we show in our study, this turns out to be a somewhat naive assumption. In reality, it's rather more complex."

Rigour plugs the gap 

In their study, Schuler and colleagues examined two types of chiral topological semi-metals at the Swiss Light Source SLS: those made of palladium and gallium or platinum and gallium. Determined to reveal the OAM textures hidden within the complex web of CD-ARPES data, the team challenged every assumption with rigorous theory.

Then they made an unusual, and crucial, extra experimental step of varying the photon energies. "At first, the data didn't make sense. The signal seemed to be changing all over the place," says Schuler.

Meticulously unpicking how different contributions complicated calculations of OAM from CD-ARPES data, they revealed that the CD-ARPES signal was not directly proportional to the OAMs, as previously believed, but rotated around the monopoles as the photon energy was changed. In this way, they bridged the gap between theory and experiment and proved the presence of OAM monopoles.

Doors open to exploring orbital angular momentum textures in new materials

Armed with the ability to accurately visualise OAM monopoles, Schuler and colleagues went on to show that the polarity of the monopole -- whether the spikes of OAMs point inwards or outwards -- could be reversed by using a crystal with a mirror image chirality. "This is a very useful property, as orbitronics devices could potentially be created with different directionality," says Schuler.

Now, with theory and experiment finally united, the wider research community are equipped with the means to explore OAM textures across a variety of materials and optimise their applications for orbitronics.
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Discovery of 3,775-year-old preserved log supports 'wood vaulting' as a climate solution | ScienceDaily

A team of researchers led by University of Maryland Atmospheric and Oceanic Science Professor Ning Zeng analyzed a 3,775-year-old log and the soil it was excavated from. Their analysis, published on September 27, 2024, revealed that the log had lost less than 5% carbon dioxide from its original state thanks to the low-permeability clay soil that covered it.

"The wood is nice and solid -- you could probably make a piece of furniture out of it," Zeng noted.

Understanding the unique environmental factors that kept that ancient log in mint condition could help researchers perfect an emerging climate solution known as "wood vaulting," which involves taking wood that is not commercially viable -- such as trees destroyed by disease or wildfires, old furniture or unused construction materials -- and burying it to stop its decomposition.

Trees naturally sequester carbon dioxide -- a potent planet-warming gas -- for as long as they live, making tree-planting projects a popular method of mitigating climate change. But on the flip side, when trees die and decompose, that greenhouse gas is released back into the atmosphere, contributing to global warming.

"People tend to think, 'Who doesn't know how to dig a hole and bury some wood?'" Zeng said. "But think about how many wooden coffins were buried in human history. How many of them survived? For a timescale of hundreds or thousands of years, we need the right conditions."

In 2013, while conducting a wood vaulting pilot project in Quebec, Canada, Zeng discovered the 3,775-year-old log that became the focus of the Science study -- a chance encounter that for Zeng felt "kind of miraculous." While digging a trench to bury fresh wood, Zeng and other researchers spotted the log about 6.5 feet below the surface.




"When the excavator pulled a log out of the ground and threw it over to us, the three ecologists that I had invited from McGill University immediately identified it as Eastern red cedar," Zeng recalled. "You could tell how well it was preserved. I remember standing there thinking, 'Wow, here's the evidence that we need!'"

While past studies have analyzed old samples of preserved wood, they tended to overlook the surrounding soil conditions, according to Zeng.

"There is a lot of geological and archeological evidence of preserved wood from hundreds to millions of years ago, but the focus of those studies was not 'How we can engineer a wood vault to preserve that wood?'" Zeng said. "And the problem with designing a new experiment is that we can't wait 100 years for the results."

Shortly after the Quebec dig, UMD's collaborators at MAPAQ, a government ministry in Montreal, conducted carbon dating to determine the log's age. Then, in 2021, Distinguished University Professor Liangbing Hu in UMD's Department of Materials Science and Engineering helped Zeng analyze the 3,775-year-old sample's microscopic structure, chemical composition, mechanical strength and density. They then compared those results to that of a freshly cut Eastern red cedar log, which revealed that the older sample had lost very little carbon dioxide.

The type of soil covering the log was the key reason for its remarkable preservation. The clay soil in that part of Quebec had an especially low permeability, meaning that it prevented or drastically slowed oxygen from reaching the log while also keeping out fungi and insects, the decomposers typically found in soil.

Because clay soil is common, wood vaulting could become a viable and low-cost option in many parts of the world. As a climate solution, Zeng noted that wood vaulting is best paired with other tactics to slow global warming, including reducing greenhouse gas emissions.

As he and his colleagues continue to optimize wood vaulting, he looks forward to putting what they've learned into practice to help curb climate change.

"It's quite an exciting discovery," Zeng said of this latest study. "The urgency of climate change has become such a prominent issue, so there was even more motivation to get this analysis going."
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These fish use legs to taste the seafloor | ScienceDaily
Sea robins are unusual animals with the body of a fish, wings of a bird, and walking legs of a crab. Now, researchers show that the legs of the sea robin aren't just used for walking. In fact, they are bona fide sensory organs used to find buried prey while digging. This work appears in two studies published in the Cell Press journal Current Biology on September 26.


						
"This is a fish that grew legs using the same genes that contribute to the development of our limbs and then repurposed these legs to find prey using the same genes our tongues use to taste food -- pretty wild," says Nicholas Bellono of Harvard University in Cambridge, MA.

Bellono, along with David Kingsley of Stanford University and their colleagues, didn't set out to study sea robins at all. They came across these creatures on a trip to the Marine Biological Laboratory in Woods Hole, MA. After learning that other fish follow the sea robins around, apparently due to their skills in uncovering buried prey, the researchers became intrigued and took some sea robins back to the lab to find out more. They confirmed that the sea robins could indeed detect and uncover ground-up and filtered mussel extract and even single amino acids.

As reported in one of the two new studies, they found that sea robins' legs are covered in sensory papillae, each receiving dense innervation from touch-sensitive neurons. The papillae also have taste receptors and show chemical sensitivity that drives the sea robins to dig.

"We were originally struck by the legs that are shared by all sea robins and make them different from most other fish," Kingsley says. "We were surprised to see how much sea robins differ from each other in sensory structures found on the legs. The system thus displays multiple levels of evolutionary innovation from differences between sea robins and most other fish, differences between sea robin species, and differences in everything from structure and sensory organs to behavior."

Through further developmental studies, the researchers confirmed that the papillae represent a key evolutionary innovation that has allowed the sea robins to succeed on the seafloor in ways other animals can't. In the second study, they looked deeper into the genetic basis of the fish's unique legs. They used genome sequencing, transcriptional profiling, and study of hybrid species to understand the molecular and developmental basis for leg formation.

Their analyses identified an ancient and conserved transcription factor, called tbx3a, as a major determinant of the sea robins' sensory leg development. Genome editing confirmed that they depend on this regulatory gene to develop their legs normally. The same gene also plays a critical role in the formation of sea robins' sensory papillae and their digging behavior.

"Although many traits look new, they are usually built from genes and modules that have existed for a long time," Kingsley said. "That's how evolution works: by tinkering with old pieces to build new things."

The findings show that it's now possible to expand our detailed understanding of complex traits and their evolution in wild organisms, not just in well-established model organisms, according to the researchers. They are now curious to learn more about the specific genetic and genomic changes that led to sea robins' evolution.
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This rocky planet around a white dwarf resembles Earth -- 8 billion years from now | ScienceDaily
The discovery of an Earth-like planet 4,000 light years away in the Milky Way galaxy provides a preview of one possible fate for our planet billions of years in the future, when the sun has turned into a white dwarf, and a blasted and frozen Earth has migrated beyond the orbit of Mars.


						
This distant planetary system, identified by University of California, Berkeley, astronomers after observations with the Keck 10-meter telescope in Hawaii, looks very similar to expectations for the sun-Earth system: it consists of a white dwarf about half the mass of the sun and an Earth-size companion in an orbit twice as large as Earth's today.

That is likely to be Earth's fate. The sun will eventually inflate like a balloon larger than Earth's orbit today, engulfing Mercury and Venus in the process. As the star expands to become a red giant, its decreasing mass will force planets to migrate to more distant orbits, offering Earth a slim opportunity to survive farther from the sun. Eventually, the outer layers of the red giant will be blown away to leave behind a dense white dwarf no larger than a planet, but with the mass of a star. If Earth has survived by then, it will probably end up in an orbit twice its current size.

The discovery, to be published this week in the journal Nature Astronomy, tells scientists about the evolution of main sequence stars, like the sun, through the red giant phase to a white dwarf, and how it affects the planets around them. Some studies suggest that for the sun, this process could begin in about 1 billion years, eventually vaporizing Earth's oceans and doubling Earth's orbital radius -- if the expanding star doesn't engulf our planet first.

Eventually, about 8 billion years from now, the sun's outer layers will have dispersed to leave behind a dense, glowing ball -- a white dwarf -- that is about half the mass of the sun, but smaller in size than Earth.

"We do not currently have a consensus whether Earth could avoid being engulfed by the red giant sun in 6 billion years," said study leader Keming Zhang, a former doctoral student at the University of California, Berkeley, who is now an Eric and Wendy Schmidt AI in Science Postdoctoral fellow at UC San Diego. "In any case, planet Earth will only be habitable for around another billion years, at which point Earth's oceans would be vaporized by runaway greenhouse effect -- long before the risk of getting swallowed by the red giant."

The planetary system provides one example of a planet that did survive, though it is far outside the habitable zone of the dim white dwarf and unlikely to harbor life. It may have had habitable conditions at some point, when its host was still a sun-like star.




"Whether life can survive on Earth through that (red giant) period is unknown. But certainly the most important thing is that Earth isn't swallowed by the sun when it becomes a red giant," said Jessica Lu, associate professor and chair of astronomy at UC Berkeley. "This system that Keming's found is an example of a planet -- probably an Earth-like planet originally on a similar orbit to Earth -- that survived its host star's red giant phase."

Microlensing makes star brighten a thousandfold

The far-away planetary system, located near the bulge at the center of our galaxy, came to astronomers' attention in 2020 when it passed in front of a more distant star and magnified that star's light by a factor of 1,000. The gravity of the system acted like a lens to focus and amplify the light from the background star.

The team that discovered this "microlensing event" dubbed it KMT-2020-BLG-0414 because it was detected by the Korea Microlensing Telescope Network in the Southern Hemisphere. The magnification of the background star -- also in the Milky Way, but about 25,000 light years from Earth -- was still only a pinprick of light. Nevertheless, its variation in intensity over about two months allowed the team to estimate that the system included a star about half the mass of the sun, a planet about the mass of Earth and a very large planet about 17 times the mass of Jupiter -- likely a brown dwarf. Brown dwarfs are failed stars, with a mass just shy of that required to ignite fusion in the core.

The analysis also concluded that the Earth-like planet was between 1 and 2 astronomical units from the star -- that is, about twice the distance between the Earth and sun. It was unclear what kind of star the host was because its light was lost in the glare of the magnified background star and a few nearby stars.

To identify the type of star, Zhang and his colleagues, including UC Berkeley astronomers Jessica Lu and Joshua Bloom, looked more closely at the lensing system in 2023 using the Keck II 10-meter telescope in Hawaii, which is outfitted with adaptive optics to eliminate blur from the atmosphere. Because they observed the system three years after the lensing event, the background star that had once been magnified 1,000 times had become faint enough that the lensing star should have been visible if it was a typical main-sequence star like the sun, Lu said.




But Zhang detected nothing in two separate Keck images.

"Our conclusions are based on ruling out the alternative scenarios, since a normal star would have been easily seen," Zhang said. "Because the lens is both dark and low mass, we concluded that it can only be a white dwarf."

"This is a case of where seeing nothing is actually more interesting than seeing something," said Lu, who looks for microlensing events caused by free-floating stellar-mass black holes in the Milky Way.

Finding exoplanets through microlensing

The discovery is part of a project by Zhang to more closely study microlensing events that show the presence of a planet, in order to understand what types of stars exoplanets live around.

"There is some luck involved, because you'd expect fewer than one in 10 microlensing stars with planets to be white dwarfs," Zhang said.

The new observations also allowed Zhang and colleagues to resolve an ambiguity regarding the location of the brown dwarf.

"The original analysis showed that the brown dwarf is either in a very wide orbit, like Neptune's, or well within Mercury's orbit. Giant planets on very small orbits are actually quite common outside the solar system," Zhang said, referring to a class of planets called hot Jupiters. "But since we now know it is orbiting a stellar remnant, this is unlikely, as it would have been engulfed."

The modeling ambiguity is caused by so-called microlensing degeneracy, where two distinct lensing configurations can give rise to the same lensing effect. This degeneracy is related to the one Zhang and Bloom discovered in 2022 using an AI method to analyze microlensing simulations. Zhang also applied the same AI technique to rule out alternative models for KMT-2020-BLG-0414 that may have been missed.

"Microlensing has turned into a very interesting way of studying other star systems that can't be observed and detected by the conventional means, i.e. the transit method or the radial velocity method," Bloom said. "There is a whole set of worlds that are now opening up to us through the microlensing channel, and what's exciting is that we're on the precipice of finding exotic configurations like this."

One purpose of NASA's Nancy Grace Roman Telescope, scheduled for launch in 2027, is to measure light curves from microlensing events to find exoplanets, many of which will need follow up using other telescopes to identify the types of stars hosting the exoplanets.

"What is required is careful follow up with the world's best facilities, i.e. adaptive optics and the Keck Observatory, not just a day or a month later, but many, many years into the future, after the lens has moved away from the background star so you can start disambiguating what you're seeing," Bloom said.

Zhang noted that even if Earth gets engulfed during the sun's red giant phase in a billion or so years, humanity may find a refuge in the outer solar system. Several moons of Jupiter, such as Europa, Callisto and Ganymede, and Enceladus around Saturn, appear to have frozen water oceans that will likely thaw as the outer layers of the red giant expand.

"As the sun becomes a red giant, the habitable zone will move to around Jupiter and Saturn's orbit, and many of these moons will become ocean planets," Zhang said. "I think, in that case, humanity could migrate out there."

Other co-authors are Weicheng Zang and Shude Mao of Tsinghua University in Beijing, China, who co-authored the first paper about KMT-2020-BLG-0414; former UC Berkeley doctoral student Kareem El-Badry, now an assistant professor at the California Institute of Technology in Pasadena; Eric Agol of the University of Washington in Seattle; B. Scott Gaudi of The Ohio State University in Columbus; Quinn Konopacky of UC San Diego; Natalie LeBaron of UC Berkeley; and Sean Terry of the University of Maryland in College Park.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240926132019.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Increased antioxidants and phenolic compounds produced in salted red perilla leaves during Japanese apricot pickling | ScienceDaily
Shiso-zuke umeboshi, a traditional Japanese apricot pickle made with salted red perilla leaves, is known for its health-promoting properties due to its high content of phenolic compounds. These compounds, with antioxidant, anti-inflammatory, and antimicrobial properties, making it popular in both culinary and medical applications. Recent research focused on the quantitative and qualitative changes in phenolic profiles and antioxidant activity of Shiso-zuke Umeboshi during processing and digestion simulated in vitro. The study revealed significantly higher phenolic content during processing, with a gradual increase in antioxidant levels and activity observed throughout different stages of digestion, further supporting the health benefits of this pickling method.


						
The diverse biochemical composition of Japanese apricot fruits explains their broad spectrum of action on the human body. The high levels of key phenolic compounds and hydroxycinnamic acids contribute to various health benefits including anti-inflammatory, antioxidant, and antimicrobial properties.

A recent study published in Food Research Internationalon July 19, 2024, led by Prof. Yukiharu Ogawa and Jutalak Suwannachot from Chiba University, quantitatively evaluated the changes in phenolic compounds and antioxidant activity during the production of Shiso-zuke Umeboshi (PP). The study also simulated the digestive process to characterize the release of these compounds and their antioxidant activity.

"Some of the benefits have been observed in pickling with red perilla (PP), but the current data are still limited. Many recent efforts have been focused on creating functional foods, which are designed to provide health benefits and essential nutrients in addition to the traditional micronutrients. However, there remains uncertainty regarding the specific effects of apricot pickled with red perilla (Shiso-zuke Umeboshi, PP). This motivated our study," explains Prof. Ogawa.

In this study, the production of perilla-pickled apricots involved three methods: simple salt pickling (SP), pickling with salted perilla leaves for 30 days (30-PP), and pickling with salted perilla leaves for 60 days (PP). The pickle samples underwent ultrasonic-assisted treatment, after which the supernatants were extracted from the mixture by centrifugation to quantify free and esterified phenolics in the aqueous phase. The remaining residue was used to analyze the insoluble-bound phenolics in the organic phase.

All three phenolic fractions were assessed using liquid chromatography-mass spectrometry (HPLC-PDA-QDa), with a focus on their peak areas at 280 and 320 nm wavelengths.

The researchers evaluated total phenolic content (TPC) using the Folin-Ciocalteu reagent test. The Total flavonoid content (TFC) was determined via a 96-well microplate method combined with an aluminum chloride (AlCl3) colorimetric assay. Antioxidant activity was then assessed at 740 nm, with results expressed in millimoles (mmol).




The scientists modeled the gastrointestinal digestion of apricot pickles. They adjusted the sample's pH to simulate the conditions of the different parts of the digestive tract. Next, digestive enzymes were introduced, and the digested fractions were filtered. The components were then identified, and their antioxidant activity was measured.

The HPLC chromatogram revealed rosmarinic, caffeic, p-coumaric, and ferulic acids as the main phenolic compounds detected. A comparative analysis of the three samples showed an increase in the concentration of bioactive compounds from the 30-day pickling stage (30-PP) to the finished product (PP). Among all phenolics, rosmarinic acid (RA) was the most predominant in all the samples. Ferulic acid was detected in smaller concentrations, particularly in esterified fractions that also showed higher levels of caffeic and p-coumaric acids. The lower concentration of ferulic acid is likely due to its low water solubility.

In the simulated in vitro digestion, differences between salt pickling (SP) and salt pickling with perilla (PP) were analyzed at various stages: before digestion (G0), 60 minutes after gastric digestion (G60), at the transition to intestinal digestion after 60 minutes (G60), and 120 min into small intestinal digestion (I120).

The highest release of bioactive compounds occurred at G0, while the lowest levels were observed at G60. However, a significant increase in bioactive compound release was noted between G60 and I120. At I120, both SP and PP showed the highest release of TPC and TFC. These results can be attributed to the influence of pH conditions and intestinal enzymes, which likely enhanced TPC and TFC levels.

For antioxidant activity, PP demonstrated a higher potential throughout the in vitro gastrointestinal digestion from 1 hour of gastric digestion through the final stage of small intestinal digestion, in contrast, SP exhibited a more steady trend. Overall, the acidic conditions during pickling appear to enhance the availability of RA and other perilla compounds.

"The health benefits of Japanese apricot pickles are mainly derived from the antioxidant compounds of the red perilla, which acts as both a natural food color and a health-promoting ingredient," concludes the lead researcher Jutalak Suwannachot.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240926132007.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Recording the cats in the hats | ScienceDaily
In a world first, veterinary scientists at Universite de Montreal have found a way to scan the brains of cats while they're awake, using electrodes concealed under specially knitted wool caps.


						
When being tested for chronic pain from common conditions like osteoarthritis, awake cats tend to shake off and chew the wired electrodes placed on their heads to produce electroencephalograms (EEGs).

To prevent that, cats are normally sedated through the procedure.

Now, in a study published in the Journal of Neuroscience Methods, researchers led by Eric Troncy and Aude Castel of UdeM's Groupe de recherche en pharmacologie animale du Quebec report a new technique to keep the electrodes in place: by placing them in crocheted beanies.

In all, 11 adult cats with osteoarthritis were tested.

After assessing their stress and pain through stimuli passed through the electrodes, the scientists then went about exposing the cats to soothing stimuli such as coloured lights and comforting smells, as a way to ease their suffering.

'New avenues opened'

The study -- which is already beginning to make headlines around the world -- "opens new avenues for investigating feline chronic pain and its potential modulation through sensory interventions," the study concludes.




Next up: a national and international blitz to make the work even better known.

Co-author Alienor Delsart, a Ph.D. student, recently presented preliminary results of the UdeM team's work on several applications of the EEG assessments -- in particular, pain sensitization -- to the Royal Society of Medicine, in London, England.

"We now plan to obtain NSERC -- Alliance funding, in partnership with private companies, to enable us to establish a genuine EEG signature for chronic pain, and many other applications that will enable us to automate chronic pain detection in the future," said Troncy.

One example: a collaboration with UdeM computational psychiatry professor and CHU Sainte-Justine researcher Guillaume Dumas to test the synchronicity of cerebral waves between cats (and also dogs) and their owners.
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Scientists uncover a critical component that helps killifish regenerate their fins | ScienceDaily
Spontaneous injuries like the loss of a limb or damage to the spinal cord are impossible for humans to repair. Yet, some animals have an extraordinary capacity to regenerate after injury, a response that requires a precise sequence of cellular events. Now, new research from the Stowers Institute for Medical Research has unveiled a critical timing factor -- specifically how long cells actively respond to injury -- involved in regulating regeneration.


						
A recent study published in iScience on September 20, 2024, sought to understand exactly how an organism knows how much tissue has been lost post-injury. Led by former Predoctoral Researcher Augusto Ortega Granillo, Ph.D., in the lab of Stowers President and Chief Scientific Officer Alejandro Sanchez Alvarado, Ph.D., the team investigated how African killifish properly regrow their tail fin following damage. By analyzing tissue dynamics during regrowth, they found that in addition to known factors, including how many cells are participating and where they are located, the length of time cells spend engaged in the repair process is also key.

"One of the greatest unsolved mysteries of regeneration is how an organism knows what has been lost after injury," said Sanchez Alvarado. "Essentially, the study points to a new variable in the equation of regeneration. If we can modulate the rate and the length of time that a tissue can launch a regenerative response, this could help us devise therapies that may activate and perhaps prolong the regenerative response of tissues that normally would not do so."

Shortly after a killifish tail injury, the remaining tissue needs to know how much damage has occurred. Then, this tissue must enlist the right number of repair cells to the site of injury for the right amount of time. Damage sensing, repair cell recruitment, and timing somehow must work together to regrow the tail.

"If an animal that can regenerate extremities, like a tail, loses just a tiny portion, how does it know not to regenerate a whole new tail but just the missing piece?" said Sanchez Alvarado. To address this question, the team probed different locations of injury in the killifish tail fin.

They found that skin cells both near an injury and in distant, uninjured regions launch a genetic program that primes the whole animal to prepare for a repair response. Then, skin cells at the site of injury sustain this response and temporarily change their state to modify the surrounding material called the extracellular matrix. Ortega Granillo likens this matrix to a sponge that absorbs secreted signals from the injured tissue that then guides repair cells to get to work. If the signals are not received or not interpreted correctly, the regeneration process may not restore the tail's original shape and size.

"We very clearly defined when and where -- at 24 hours post-injury and in the extracellular matrix -- the transient cell state is acting in the fin tissue," said Ortega Granillo. "Knowing when and where to look allowed us to make genetic disruptions and gain a better understanding of the function of these cell states during regeneration."

To investigate whether these distinct cellular states communicate information to the extracellular matrix -- the supportive structure surrounding cells -- during the repair process, the researchers employed the CRISPR-Cas9 gene editing technique. They specifically targeted a gene known to modify the extracellular matrix, as they had observed its activation at the onset of the regeneration response. By disrupting the function of this gene, the team aimed to determine its role in relaying information from cells to the matrix during regeneration.




"These modified animals no longer know how much tissue was lost," said Ortega Granillo. "They still regenerated, but the speed of tissue growth was deficient. This is telling us that by changing the extracellular space, skin cells inform the tissue how much was lost and how fast it should grow."

Indeed, the speed and amount of tissue regenerated in these genetically modified killifish increased regardless of whether the tail injury was mild or severe. This finding opens the possibility that cell states that modify the matrix increase regenerative regrowth. If the cell states could be adjusted, it may be a way to stimulate a more robust regeneration response.

From an evolutionary perspective, understanding why certain organisms excel at regeneration while others, such as humans, have limited regenerative abilities is a driving force in the field of regenerative biology. By identifying general principles in organisms with high regenerative capacity, researchers aim to potentially apply these insights to enhance regeneration in humans. This comparative approach not only sheds light on the evolutionary aspects of regeneration but also holds promise for developing novel therapeutic strategies in regenerative medicine.

"Our goal is to understand how to shape and grow tissues," said Ortega Granillo. "For people who sustain injuries or organ failure, regenerative therapies could restore function that was compromised during illness or following injury."

Additional authors include Daniel Zamora, Robert Schnittker, Allison Scott, Alessia Spluga, Jonathon Russell, Carolyn Brewster, Eric Ross, Daniel Acheampong, Ning Zhang, Ph.D., Kevin Ferro, Ph.D., Jason Morrison, Boris Rubinstein, Ph.D., Anoja Perera, and Wei Wang, Ph.D.

This work was funded by institutional support from the Stowers Institute for Medical Research and the Howard Hughes Medical Institute. 




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/09/240926131936.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



NASA's Hubble finds that a black hole beam promotes stellar eruptions | ScienceDaily
In a surprise finding, astronomers using NASA's Hubble Space Telescope have discovered that the blowtorch-like jet from a supermassive black hole at the core of a huge galaxy seems to cause stars to erupt along its trajectory. The stars, called novae, are not caught inside the jet, but apparently in a dangerous neighborhood nearby.


						
The finding is confounding researchers searching for an explanation. "We don't know what's going on, but it's just a very exciting finding," said lead author Alec Lessing of Stanford University. "This means there's something missing from our understanding of how black hole jets interact with their surroundings."

A nova erupts in a double-star system where an aging, swelled-up, normal star spills hydrogen onto a burned-out white dwarf companion star. When the dwarf has tanked up a mile-deep surface layer of hydrogen that layer explodes like a giant nuclear bomb. The white dwarf isn't destroyed by the nova eruption, which ejects its surface layer and then goes back to siphoning fuel from its companion, and the nova-outburst cycle starts over again.

Hubble found twice as many novae going off near the jet as elsewhere in the giant galaxy during the surveyed time period. The jet is launched by a 6.5-billion-solar-mass central black hole surrounded by a disk of swirling matter. The black hole, engorged with infalling matter, launches a 3,000-light-year-long jet of plasma blazing through space at nearly the speed of light. Anything caught in the energetic beam would be sizzled. But being near its blistering outflow is apparently also risky, according to the new Hubble findings.

The finding of twice as many novae near the jet implies that there are twice as many nova-forming double-star systems near the jet or that these systems erupt twice as often as similar systems elsewhere in the galaxy.

"There's something that the jet is doing to the star systems that wander into the surrounding neighborhood. Maybe the jet somehow snowplows hydrogen fuel onto the white dwarfs, causing them to erupt more frequently," said Lessing. "But it's not clear that it's a physical pushing. It could be the effect of the pressure of the light emanating from the jet. When you deliver hydrogen faster, you get eruptions faster. Something might be doubling the mass transfer rate onto the white dwarfs near the jet." Another idea the researchers considered is that the jet is heating the dwarf's companion star, causing it to overflow further and dump more hydrogen onto the dwarf. However, the researchers calculated that this heating is not nearly large enough to have this effect.

"We're not the first people who've said that it looks like there's more activity going on around the M87 jet," said co-investigator Michael Shara of the American Museum of Natural History in New York City. "But Hubble has shown this enhanced activity with far more examples and statistical significance than we ever had before."

Shortly after Hubble's launch in 1990, astronomers used its first-generation Faint Object Camera (FOC) to peer into the center of M87 where the monster black hole lurks. They noted that unusual things were happening around the black hole. Almost every time Hubble looked, astronomers saw bluish "transient events" that could be evidence for novae popping off like camera flashes from nearby paparazzi. But the FOC's view was so narrow that Hubble astronomers couldn't look away from the jet to compare with the near-jet region. For over two decades, the results remained mysteriously tantalizing.




Compelling evidence for the jet's influence on the stars of the host galaxy was collected over a nine-month interval of Hubble observing with newer, wider-view cameras to count the erupting novae. This was a challenge for the telescope's observing schedule because it required revisiting M87 precisely every five days for another snapshot. Adding up all of the M87 images led to the deepest images of M87 that have ever been taken.

Hubble found 94 novae in the one-third of M87 that its camera can encompass. "The jet was not the only thing that we were looking at -- we were looking at the entire inner galaxy. Once you plotted all known novae on top of M87 you didn't need statistics to convince yourself that there is an excess of novae along the jet. This is not rocket science. We made the discovery simply by looking at the images. And while we were really surprised, our statistical analyses of the data confirmed what we clearly saw," said Shara.

This accomplishment is entirely due to Hubble's unique capabilities. Ground-based telescope images do not have the clarity to see novae deep inside M87. They cannot resolve stars or stellar eruptions close to the galaxy's core because the black hole's surroundings are far too bright. Only Hubble can detect novae against the bright M87 background.

Novae are remarkably common in the universe. One nova erupts somewhere in M87 every day. But since there are at least 100 billion galaxies throughout the visible universe, around 1 million novae erupt every second somewhere out there.
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