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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Fearful memories of others seen in mouse brain
        Researchers have revealed that the CA1 and CA2 regions in the brain respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky.

      

      
        Mpox vaccine is safe and generates a robust antibody response in adolescents, study finds
        A clinical trial of an mpox vaccine in adolescents found it was safe and generated an antibody response equivalent to that seen in adults, according to a planned interim analysis of study data. Adolescents are among the population groups affected by mpox in the current Clade I mpox outbreak.

      

      
        Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children
        A new study has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviors in their children.

      

      
        High potency cannabis use leaves unique signature on DNA, study shows
        A new study suggests that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use.

      

      
        Out-of-this-world simulation key to collecting moon dust
        Teleoperated robots for gathering moon dust are a step closer, according to new research.

      

      
        Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease
        Researchers used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after traumatic brain injury (TBI).

      

      
        Engineers set new record on how fast data can be sent wirelessly
        A new world record in wireless transmission, promising faster and more reliable wireless communications, has been set by researchers. The total bandwidth of 145GHz is more than five times higher than the previous wireless transmission world record.

      

      
        Real-time visualization of chick embryo development from egg to chick
        Researchers have developed a method for culturing fertilized chick eggs without their shells. The eggs were placed in an artificial culture vessel made of transparent film, allowing for real-time observation of the chick embryo's development from laying to hatching.

      

      
        Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase
        Researchers investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice.

      

      
        Rewriting the future: New molecules reversibly change with light and heat
        Researchers have developed photoswitching molecules that reversibly change properties not only with light, but also with heat. They showed that the molecules can be used as a rewritable recording medium as well.

      

      
        Analysis of retinal proteins identifies new drug targets for treating inherited retinal degenerations
        Researchers have identified new drug targets for therapies that could benefit patients with different forms of retinitis pigmentosa and other inherited retinal diseases. Using advanced proteomics techniques, they unveiled shared critical pathways in retinitis pigmentosa disease models. The study represents significant progress in understanding how the proteome may change in different retinal dystrophies.

      

      
        Echoes from the past: A geological mystery unravelled on Easter Island
        A mysterious find on Easter Island, investigated by a team of geologists, suggests that the Earth's mantle seems to behave differently than once thought.

      

      
        Researchers develop Janus-like metasurface technology that acts according to the direction of light
        Researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

      

      
        Mechanism of cobalt-manganese catalysts deciphered
        Conventional catalysts for hydrogen production via water electrolysis usually contain precious metals and are expensive. However, cheaper alternatives have been developed -- for example, cobalt-manganese catalysts. They have a high activity and are stable over a long period of time. The decisive factor for these characteristics is their manganese content. Why manganese plays this essential role was unknown for a long time. The mechanism behind this has now been deciphered.

      

      
        Don't kill the messenger RNA!
        A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. A research team has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation.

      

      
        Grasslands live in the climate change fast lane
        Grasslands are responding to climate change almost in real time, according to new research.

      

      
        Chickpeas: Sustainable and climate-friendly foods of the future
        Climate change has a negative impact on food security. Researchers have now conducted a study to investigate the natural variation of different chickpea genotypes and their resistance to drought stress. The scientists were able to show that chickpeas are a drought-resistant legume plant with a high protein content that can complement grain cultivation systems even in urban areas.

      

      
        Feeling sleepy and worried about your mental alertness?
        Australian researchers have identified a new, brain-based measure of chronic sleepiness that could be diagnosed in just two minutes, predicting whether someone is safe to drive, operate machinery, or even alert enough to sit an exam.

      

      
        New study on microRNAs could lead to better fertility treatment
        Researchers have mapped how small RNA molecules, such as the recently Nobel Prize-awarded microRNAs, control cell development in the human embryo during the first days after fertilization. The findings may eventually contribute to improved fertility treatment.

      

      
        Invention quickly detects earliest sign of heart attack
        With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.

      

      
        The neutron lifetime problem -- and its possible solution
        How long do free neutrons live until they decay? This has been a hotly debated topic, because different measurement techniques lead to different results. A possible new solution has now been proposed: All the results can be explained, assuming there are different neutron states with different lifetimes.

      

      
        The monarch butterfly may not be endangered, but its migration is, researchers find
        With vigorous debate surrounding the health of the monarch butterfly, new research may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?

      

      
        Standing more may not reduce cardiovascular disease risk, could increase circulatory disease, research finds
        New research has shown that over the long-term, standing more compared with sitting does not improve cardiovascular health (coronary heart disease, stroke and heart failure), and could increase the risk of circulatory issues related to standing, such as varicose veins and deep vein thrombosis.

      

      
        Study may help boost performance and reduce side effects of mRNA vaccines
        A new study has provided a detailed analysis of how mRNA vaccines circulate and break down in the human bloodstream. The research aimed to help improve the safety and effectiveness of these vaccines, including reducing the side effects that people commonly experience such as headaches, fever and fatigue.

      

      
        Men and women process pain differently, study finds
        According to new research, men and women rely on different biological systems for pain relief, which could help explain why our most powerful pain medications are often less effective in women.

      

      
        Zebrafish as a model for studying rare genetic disease
        Nager syndrome (NS) is an extremely rare disease that causes developmental problems and anomalies in facial bone structures and limbs. While the causative gene is known, its underlying mechanisms remain obscure. Researchers from Japan employed genetically engineered zebrafish and found that the mutation in the gene that causes NS, suppresses the Fgf8 levels. This, in turn, affects the expression pattern of a critical cell population called neural crest cells in facial development.

      

      
        Bacterial vaccine shows promise as cancer immunotherapy
        Researchers have engineered bacteria as personalized cancer vaccines that activate the immune system to specifically seek out and destroy cancer cells.

      

      
        Are nearby planets sending radio signals to each other?
        Researchers have developed a new method using the Allen Telescope Array to search for interplanetary radio communication in the TRAPPIST-1 star system.

      

      
        Boy or girl? Researchers identify genetic mutation that increases chance of having a daughter
        Researchers have detected a human genetic variant that influences the sex ratio of children. Additionally, they found that many hidden genetic variants of sex ratio may exist in human populations.

      

      
        Plastic pollution harms bees, review finds
        A new review systematically shows the harmful effects of nano- and microplastics on bees and other beneficial insects. Their function as pollinators is impaired by the plastic particles. This harbors risks for global food security.

      

      
        Uncovering a way for pro-B cells to change trajectory
        Researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that YY1 knockout pro-B cells can generate T lineage cells helping B cells produce antibodies.

      

      
        Human skin map gives 'recipe' to build skin and could help prevent scarring
        Prenatal human skin atlas and organoid will accelerate research into congenital diseases and lead to clinical applications for regenerative medicine.

      

      
        New app performs real-time, full-body motion capture with a smartphone
        Engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors. Instead, it requires only a smartphone, smartwatch or earbuds.

      

      
        NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle
        Experts have announced that the Sun has reached its solar maximum period, which could continue for the next year. Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots du...

      

      
        Machine learning analysis sheds light on who benefits from protected bike lanes
        A new analysis leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit? The research team use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

      

      
        New research reveals how large-scale adoption of electric vehicles can improve air quality and human health
        A new study suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits. The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050. Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running in...

      

      
        Good physical fitness from childhood protects mental health
        A recent study found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%--30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.

      

      
        Seven new frog species discovered in Madagascar: Sounds like something from Star Trek
        Researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.

      

      
        New temperatures in two thirds of key tropical forest
        Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.

      

      
        Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold
        New study highlights the vital role of wildlife rangers in lion conservation and identifies Uganda's Nile Delta as a key area for protection.

      

      
        Climate change impacts internal migration worldwide
        The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.

      

      
        New test improves diagnosis of allergies
        Researchers have developed a test to simplify the diagnosis of allergies. Its effectiveness has now been confirmed in clinical samples from children and adolescents suffering from a peanut allergy. The results could fundamentally improve the clinical diagnosis of allergies in future.

      

      
        Older adults appear less emotionally affected by heat
        When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a new study found that emotional responses to heat are highly individualized and only one factor moderated it -- age. Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more unc...

      

      
        Study uncovers how silkworm moth's odor detection may improve robotics
        Researchers explore how the domesticated flightless silkworm moth (Bombyx mori), a prominent insect model in olfactory research, uses wing flapping to manipulate airflow, enhancing their ability to detect distant pheromones. These findings highlight how moths guide pheromones to their odor sensors in antennae, and suggest potential applications for designing advanced robotic systems for odor source localization. This could inspire future innovations in drones and provide design guidelines for rob...

      

      
        Researchers develop system cat's eye-inspired vision for autonomous robotics
        Researchers have unveiled a vision system inspired by feline eyes to enhance object detection in various lighting conditions. Featuring a unique shape and reflective surface, the system reduces glare in bright environments and boosts sensitivity in low-light scenarios. By filtering unnecessary details, this technology significantly improves the performance of single-lens cameras, representing a notable advancement in robotic vision capabilities.

      

      
        Computer simulations point the way towards better solar cells
        More stable and efficient materials for solar cells are needed in the green transition. So-called halide perovskites are highlighted as a promising alternative to today's silicon materials. Researchers have gained new insights into how perovskite materials function, which is an important step forward.

      

      
        Comprehensive efforts needed to develop health-promoting learning environments
        Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students.

      

      
        Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds
        A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.

      

      
        US air pollution monitoring network has gaps in coverage, say researchers
        The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.

      

      
        Large-scale study of children with genetic disorders finds huge benefit of diagnosis
        Genetic results from the Deciphering Developmental Disorders (DDD) study have enabled thousands of children with severe developmental disorders to receive better treatment.
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Fearful memories of others seen in mouse brain | ScienceDaily
How do we distinguish threat from safety? It's a question important not just in our daily lives, but for human disorders linked with fear of others, such as social anxiety or post-traumatic stress disorder (PTSD). A microscope image, from the laboratory of Steven A. Siegelbaum, PhD, at Columbia's Zuckerman Institute, displays a powerful technique scientists used to help us find an answer.


						
The scientists were investigating the hippocampus, a brain area that plays a key role in memory in humans and mice. Specifically, they focused on the CA2 region, which is significant for social memory, the ability to remember other individuals, and the CA1 region, which is important for remembering places.

In this new study, the researchers for the first time reveal that CA1 and CA2 respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky. The scientists published their findings on October 15 in the journal Nature Neuroscience.

"It's vital to all species that live in social communities, including mice and humans, to have social memories that can help one avoid future experiences with others that might prove harmful while keeping ourselves open to individuals who may be beneficial," saidPegah Kassraian, PhD, a postdoctoral research fellow in the Siegelbaum lab and lead author of the new study. "Fearful memories are important for survival and help to keep us safe."

To investigate where fearful social memories originate in the brain, Dr. Kassraian and her colleagues gave individual mice a choice. They could scamper to one place, meet another mouse that was unknown to them, and receive a mild foot shock (much like a static electricity zap people might get after walking on a carpet and touching a doorknob). Scurrying in the opposite direction to meet a different stranger was safe. Normally, the mice quickly learned to avoid the strangers and locations that were associated with the shocks, and these memories lasted for at least 24 hours.

To determine where in the hippocampus these memories were stored, the researchers genetically altered the mice to enable them to selectively suppress the CA1 or CA2 regions. Surprisingly, turning off each region had very different effects. When the scientists silenced CA1, the mice could no longer remember where they were zapped, but they could still remember which stranger was associated with the threat. When they silenced CA2, the mice remembered where they were shocked, but became indiscriminately afraid of both strangers they met.

These new findings reveal that CA2 helps mice remember whether past encounters with others were threatening or safe. The results also are consistent with prior research detailing how CA1 is home to place cells, which encode locations.




Previous research has implicated CA2 in various neuropsychiatric conditions such as schizophrenia and autism. The new study suggests that further investigating CA2 might help scientists better understand social anxiety, post-traumatic stress disorder and other conditions that can lead to social withdrawal.

"It's possible that social withdrawal symptoms are related to an inability to discriminate between who is a threat and who is not," said Dr. Siegelbaum, who is also a professor and chair of the department of neuroscience at Columbia's Vagelos College of Physicians and Surgeons. "Targeting CA2 could be a useful way of diagnosing or treating disorders linked with a fear of others."

The paper, "The hippocampal CA2 region discriminates social threat from social safety," was published online in Nature Neuroscience on October 15, 2024.

The full list of authors includes Pegah Kassraian, Shivani K. Bigler, Diana M. Gilly, Neilesh Shrotri, Anastasia Barnett, Heon-Jin Lee, W. Scott Young, and Steven A. Siegelbaum.

The authors report no conflicts of interest.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016121031.htm
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Mpox vaccine is safe and generates a robust antibody response in adolescents, study finds | ScienceDaily
A National Institutes of Health (NIH)-funded clinical trial of an mpox vaccine in adolescents found it was safe and generated an antibody response equivalent to that seen in adults, according to a planned interim analysis of study data. Adolescents are among the population groups affected by mpox in the current Clade I mpox outbreak. The interim results of this trial were presented at the IDWeek2024 conference in Los Angeles.


						
The first human case of mpox was recorded in 1970 in the Democratic Republic of the Congo (DRC). Two types of the virus that causes mpox have been identified. Clade I is endemic in Central Africa and can cause severe illness. Clade II, endemic in West Africa, caused the global mpox outbreak that began in 2022 and tends to result in milder illness. People with compromised immune systems, children, and those who are pregnant are especially vulnerable to severe mpox regardless of the virus clade. A large proportion of people affected in the current Clade I outbreak in the DRC and other African countries are adolescents and children. The modified vaccinia Ankara-Bavarian Nordic (MVA-BN) vaccine is approved in several countries for the prevention of mpox and smallpox in adults, but insufficient data are available to support licensure for people younger than 18 years.

NIH's National Institute of Allergy and Infectious Diseases (NIAID) is sponsoring a mid-stage study in the United States to evaluate the safety and immune response generated by two doses of MVA-BN in adolescents aged 12-17 years, comparing outcomes to those in adults aged 18-50 years. In a planned interim analysis, study investigators measured antibody levels two weeks after the second dose (study day 43) and monitored safety through 180 days after the second dose (study day 210). The analysis showed that the MVA-BN vaccine generated antibody levels in adolescents equivalent to those observed in adults at day 43 and found that the vaccine was well tolerated through study day 210. The overall frequency of adverse events was comparable between the study groups. Reports of dizziness were more common in adolescents than adults, but similar to the frequency of dizziness reported when other vaccines are administered in adolescents.

According to the study team, the interim data support the safety and quality of the immune response generated by the MVA-BN vaccine in adolescents, findings relevant to the United States and other areas where mpox cases have occurred. The authors underscored the need to evaluate the MVA-BN vaccine in younger children to extend the evidence base to all people affected by mpox.

NIH is grateful to the research sites and volunteers who participate in studies to improve the mpox response.

For more information about this study, please visit ClinicalTrials.gov and use the identifier NCT05512949.
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Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children | ScienceDaily

A new study by Simon Fraser University researchers has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviours in their children.

Researchers from SFU's Faculty of Health Sciences, led by PhD candidate Joshua Alampi, published the study in the journal Environmental Health Perspectives.

"Folic acid supplementation during pregnancy has numerous benefits to child health, especially brain development," says Alampi. "Our study suggests that adequate folic acid supplementation mitigates the neurotoxic effects of lead."

The SFU-led study is the first to observe that adequate folic acid supplementation may reduce the risk between gestational lead exposure and autism. It found that associations between blood lead levels and autistic-like behaviours in toddlers were stronger among pregnant women with less than 0.4 milligrams per day of folic acid supplementation.

Folate and folic acid, a synthetic version of folate found in fortified food, have long been established as a beneficial nutrient during pregnancy. Folate consumption plays a key role in brain development and prevents neural tube defects. Previous studies have found that the associations between autism and exposure to pesticides, air pollutants and phthalates (chemicals commonly found in soft plastics) during pregnancy tend to be stronger when folic acid supplementation is low.

The team used data collected during 2008-2011 from 2,000 Canadian women enrolled in the MIREC study (Mother-Infant Research on Environmental Chemicals). The MIREC team measured blood-lead levels collected during first and third trimesters and surveyed participants to quantify their folic acid supplementation. Children born in this cohort study were assessed at ages three or four using the Social Responsiveness Scale (SRS), a common caregiver-reported tool that documents autistic-like behaviours in toddlers.

However, researchers also found that high folic acid supplementation (> 1.0 milligram per day) did not appear to have any extra benefit for mitigating the neurotoxic effects of lead exposure.

"The study's finding aligns with Health Canada's recommendation that all people who are pregnant, lactating, or could become pregnant, should take a daily multivitamin containing 0.4 milligrams of folic acid."
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High potency cannabis use leaves unique signature on DNA, study shows | ScienceDaily
High potency cannabis use leaves a distinct mark on DNA, according to new research by the Institute of Psychiatry, Psychology & Neuroscience (IoPPN) at King's College London and the University of Exeter.


						
Published in Molecular Psychiatry, this is the first study to suggest that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use. High potency cannabis is defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or more.

The research also showed the effect of cannabis use on DNA is different in people experiencing their first episode of psychosis compared to users who have never experienced psychosis, suggesting there could be potential for DNA blood tests to help characterise those cannabis users at risk of developing psychosis to inform preventative approaches.

The study was funded by the Medical Research Council, the National Institute for Health and Care Research (NIHR) Maudsley Biomedical Research Centre (BRC) and the NIHR Exeter BRC.

Senior author Marta Di Forti, Professor of Drugs, Genes and Psychosis at King's IoPPN said: "With the increasing prevalence of cannabis use and more availability of high potency cannabis, there is a pressing need to better understand its biological impact, particularly on mental health. Our study is the first to show high potency cannabis leaves a unique signature on DNA related to mechanisms around the immune system and energy production. Future research needs to explore if the DNA signature for current cannabis use, and in particular the one of high potency types, can help identify those users most at risk to develop psychosis, both in recreational and medicinal use settings."

Researchers explored the effects of cannabis use on DNA methylation -- a chemical process detected in blood samples that alters how genes are functioning (whether they are switched 'on' or 'off'). DNA methylation is a type of epigenetic change, which means it alters gene expression without affecting the DNA sequence itself and is considered a vital factor in the interplay between risk factors and mental health.

The laboratory team at the University of Exeter conducted complex analyses of DNA methylation across the whole human genome using blood samples from both people who have experienced first-episode psychosis and those who have never had a psychotic experience. The researchers investigated the impact of current cannabis use, including frequency and potency, on DNA of a total of 682 participants

The analysis showed that frequent users of high-potency cannabis had changes in genes related to mitochondrial and immune function, particularly the CAVIN1 gene, which could affect energy and immune response. These changes were not explained by the well-established impact that tobacco has on DNA methylation, which is usually mixed into joints by most cannabis users.




Dr Emma Dempster, Senior Lecturer at the University of Exeter and the study's first author, said: "This is the first study to show that frequent use of high-potency cannabis leaves a distinct molecular mark on DNA, particularly affecting genes related to energy and immune function. Our findings provide important insights into how cannabis use may alter biological processes. DNA methylation, which bridges the gap between genetics and environmental factors, is a key mechanism that allows external influences, such as substance use, to impact gene activity. These epigenetic changes, shaped by lifestyle and exposures, offer a valuable perspective on how cannabis use may influence mental health through biological pathways."

Dr Emma Dempster meta-analysed data from two cohorts: the GAP study, which consists of patients with first episode psychosis in South London and Maudsley NHS Foundation Trust, and the EU-GEI study, which consists of patients with first episode psychosis and healthy controls across England, France, the Netherlands, Italy, Spain and Brazil. This totalled 239 participants with first episode psychosis and 443 healthy controls representing the general population from both studies sites who had available DNA samples.

Most of the cannabis users in the study used high-potency cannabis more than once a week (defined as frequent use) and had first used cannabis at age 16-years-old, on average. High potency cannabis was defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or greater. THC is the principal psychoactive constituent in cannabis.
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Out-of-this-world simulation key to collecting moon dust | ScienceDaily
Teleoperated robots for gathering moon dust are a step closer, according to new research by scientists at the University of Bristol.


						
The team were able to complete a sample collection task by controlling a virtual simulation, which then sent commands to a physical robot to mirror the simulation's actions. They were able to do so while only monitoring the simulation -- without needing physical camera streams -- meaning this tool could be particularly useful for delayed teleoperation on the Moon.

Alongside a boom in lunar lander missions this decade, several public and private organisations are now researching how best to extract valuable resources, such as oxygen and water, from readily available materials such as lunar regolith (moon dust). Remote handling of regolith will be an essential step in these activities, as it would first need to be collected from the Moon's surface. Beyond this, moon dust is not easy to work with. It's sticky and abrasive, and will be handled under reduced gravity.

Lead author Joe Louca from the Bristol's School of Engineering Mathematics and Technology, and the Bristol Robotics Laboratory, explained: "One option could be to have astronauts use this simulation to prepare for upcoming lunar exploration missions.

"We can adjust how strong gravity is in this model, and provide haptic feedback, so we could give astronauts a sense of how Moon dust would feel and behave in lunar conditions -- which has a sixth of the gravitational pull of the Earth's.

"This simulation could also help us to operate lunar robots remotely from Earth, avoiding the problem of signal delays."

Using a virtual model of regolith can also reduce the barriers to entry for people looking to develop lunar robots. Instead of needing to invest in expensive simulants (artificial dust with the same properties as regolith), or have access to facilities, people developing lunar robots could use this simulation to carry out initial tests on their systems.




Now, the team will investigate how people actually respond to this system when controlling a robot with several seconds of delay. Systems with human operators that are technically effective may still have to overcome non-technical barriers, like whether a person trusts that the system will work.

Joe added: "The model predicted the outcome of a regolith simulant scooping task with sufficient accuracy to be considered effective and trustworthy 100% and 92.5% of the time.

"In the next decade we're going to see several crewed and uncrewed missions to the Moon, such as NASA's Artemis program and China's Chang'e program.

"This simulation could be a valuable tool to support preparation or operation for these missions."

The testing was carried out at the European Space Agency's European Centre for Space Applications and Telecommunications site in Harwell.

Paper: 'Demonstrating Trustworthiness in Open-Loop Model Mediated Teleoperation for Collecting Lunar Regolith Simulant' by Joe Louca, Aliz Zemeny, Antonia Tzemanaki and Romain Charles presented at the IROS 2024 (IEEE/RSJ International Conference on Intelligent Robots and Systems)
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Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease | ScienceDaily
Each year, about 2.5 million people suffer from traumatic brain injuries (TBI), which often increases their risk for developing Alzheimer's disease later in life.


						
Researchers led by The Ohio State University Wexner Medical Center and College of Medicine used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after TBI.

"Because of the prevalence of both TBI and Alzheimer's in humans, understanding the molecular mechanism that underlies the transition from TBI to Alzheimer's is vital to developing future therapies that reduce this risk," said study senior author Hongjun "Harry" Fu, PhD, assistant professor of neuroscience at Ohio State.

Study findings are published online in the journal Acta Neuropathologica.

Researchers found that TBI increases hyperphosphorylated tau, astro- and microgliosis, synaptic dysfunction and cognitive impairments linked to developing Alzheimer's disease. Furthermore, they found that downregulation of BAG3, a protein involved in protein clearance through the autophagy-lysosome pathway, contributes to the accumulation of hyperphosphorylated tau in neurons and oligodendrocytes after TBI in the mouse models and human post-mortem brain tissue with the history of TBI.

Using an AAV-based approach of overexpressing BAG3 in neurons, they found that BAG3 overexpression ameliorates tau hyperphosphorylation, synaptic dysfunction, and cognitive deficits, likely through the enhancement of the autophagy-lysosome pathway.

"Based on our findings, we believe that targeting neuronal BAG3 may be a therapeutic strategy for preventing or reducing Alzheimer's disease-like pathology," said study first author Nicholas Sweeney, an Ohio State neuroscience research assistant.




This work builds on their earlier research that had identified BAG3 as a hub gene controlling tau homeostasis from non-diseased human post-mortem tissue. Hence, BAG3 may be a contributing factor to the cellular and regional vulnerability to tau pathology in AD, said co-first author Tae Yeon Kim, a PhD student of Ohio State's Biomedical Sciences Graduate Program.

"Since previous research using human tissue and mouse models shows that tau pathology increases after TBI, we wondered if BAG3 may be a contributing factor to tau accumulation after TBI," Fu said. "Indeed, we found that BAG3 dysfunction contributes to disruption of protein clearance mechanisms that results in tau accumulation in mouse models and in human post-mortem tissue with TBI and Alzheimer's."

Future research will try to validate the relationship between TBI, BAG3, tau pathology, gliosis and neurodegeneration using a new model of TBI. Known as the Closed Head Induced Model of Engineered Rotational Acceleration (CHIMERA), this model mimics most common mild TBI conditions in humans, Fu said.

"Completion of future studies will allow us to further understand how TBI and Alzheimer's are biologically linked and develop novel therapies that can reduce the risk of developing Alzheimer's after TBI," Fu said.

The research team included scientists from Ohio State, Arizona, New York, West Virginia and Japan.

This work was supported by the Department of Defense, the National Institute on Aging of the National Institutes of Health, the Neurological Research Institute seed grant from The Ohio State University, and the Summer Undergraduate Research Fellowship from The Ohio State University Chronic Brain Injury Discovery Theme.

The authors disclose no conflicts of interest.
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Engineers set new record on how fast data can be sent wirelessly | ScienceDaily
A new world record in wireless transmission, promising faster and more reliable wireless communications, has been set by researchers from UCL.


						
The team successfully sent data over the air at a speed of 938 Gigabits per second (Gb/s) over a record frequency range of 5-150 Gigahertz (GHz).

This speed is up to 9,380 times faster than the best average 5G download speed in the UK, which is currently 100 Megabits per second (Mb/s) or over1. The total bandwidth of 145GHz is more than five times higher than the previous wireless transmission world record.

Typically, wireless networks transmit information using radio waves over a narrow range of frequencies. Current wireless transmission methods, such as wi-fi and 5G mobile, predominantly operate at low frequencies below 6GHz.

But congestion in this frequency range has limited the speed of wireless communications.

Researchers from UCL Electronic & Electrical Engineering overcame this bottleneck by transmitting information through a much wider range of radio frequencies by combining both radio and optical technologies for the first time. The results are described in a new study published in The Journal of Lightwave Technology.

This more efficient use of the wireless spectrum is expected to help meet growing demand for wireless data capacity and speed over the next three to five years.




Dr Zhixin Liu, senior author of the study from UCL Electronic & Electrical Engineering, said: "Current wireless communication systems are struggling to keep up with the increasing demand for high-speed data access, with capacity in the last few metres between the user and the fibre optic network holding us back.

"Our solution is to use more of the available frequencies to increase bandwidth, while maintaining high signal quality and providing flexibility in accessing different frequency resources. This results in super-fast and reliable wireless networks, overcoming the speed bottleneck between user terminals and the Internet.

"Our new approach combines two existing wireless technologies for the first time, high-speed electronics and millimetre wave photonics, to overcoming these barriers. This new system allows for the transmission of large amounts of data at unprecedented speeds, which will be crucial for the future of wireless communications."

To address the current limitations of wireless technology, researchers from UCL developed a novel approach that combines advanced electronics, which performs well in the 5-50 GHz range, and a technology called photonics that uses light to generate radio information, which performs well in the 50-150GHz range.

The team generated high-quality signals by combining electronic digital-to-analogue signal generators with light-based radio signal generators, allowing data to be transmitted across a wide range of frequencies from 5-150 GHz.

Impact on wireless technologies

State-of-the-art communications networks rely on several technologies to function. Optical fibre communications systems transmit data over long distances, between continents and from data centres to people's homes. Wireless technology often comes in at the final stage, when data is transmitted a short distance, for example from a household internet router to the devices connected to it over wi-fi.




While optical fibre, which forms the backbone of modern communications networks, has made big advances in bandwidth and speed in recent years, these gains are limited without similar advances in the wireless technology that transmits information the final few metres in homes, workplaces and public spaces around the world.

The new UCL-developed technology has the potential to revolutionise various sectors, not least the wi-fi connectivity that people rely on at home and in other public places.

Mobile phone users can expect faster mobile internet speeds and more stable connections, with 5G and later 6G networks powered by this type of system. This would allow more people to use the network in densely populated urban environments or at large event like concerts without experiencing slowdown, or provide the same number of users with much faster speeds.

For example, a two-hour 4k Ultra HD film (around 14GB of data) would take 19 minutes to download over 5G at 100 Mb/s. Using the new technology it could be downloaded in just 0.12 seconds.

Professor Izzat Darwazeh, an author of the study and director of UCL Institute of Communications and Connected Systems (ICCS) from UCL Electronic & Electrical Engineering, said: "The beauty of wireless technology is its flexibility in terms of space and location. It can be used in scenarios where optical cabling would be challenging, such as in a factory containing complex arrangements of equipment.

"This work brings wireless technology up to speed with the increased bandwidths and speeds that have been achieved with the radio frequency and optical communications systems within next-generation digital communications infrastructure."

While the technology has only currently been demonstrated in the laboratory, work is underway to produce a prototype system that can be used for commercial testing. If this is successful, the technology will be ready to incorporate into commercial equipment within three to five years.

Professor Polina Bayvel, an author of the study, co-director of ICCS and Head of the UCL Optical Networks Group, said: "We are grateful to UKRI and the EPSRC for supporting this work to enable us to establish world-leading testbed and experimental capabilities in these areas. They are essential for the future of the UK's national communications infrastructure, which is a critical resource."

This work is supported by the Engineering and Physical Sciences Research Council (EPSRC).

Note: 

1 A detailed breakdown of UK mobile internet speeds is available in the Ofcom report Mobile Matters 2024.The report highlights that in 2024, 47% of 5G connections had an average download speed of 100Mbit/s or higher. Average speeds vary by network provider and location.
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Real-time visualization of chick embryo development from egg to chick | ScienceDaily
Researchers at University of Tsukuba, have developed a method for culturing fertilized chick eggs without their shells. The eggs were placed in an artificial culture vessel made of transparent film, allowing for real-time observation of the chick embryo's development from laying to hatching.


						
Efforts to observe chicken embryonic development date back to Aristotle date back to 300 BC. However, because the chicken's eggshell is opaque, it has been necessary to break the shell to observe the embryonic development occurring inside the egg. As a result, attempts have been made to develop transparent artificial culture vessels. A previously reported method involves removing embryos from their shells after being incubating them for 3 days and then hatching them in a transparent artificial culture vessel. However, when fertilized chick embryos immediately after laying (0-day-old embryos) were cultured using this method, they did not develop normally.

The researchers investigated the cause of this issue and discovered that the yolk membrane covering the surface of the blastoderm (the area where local cell division occurs during egg development) became dry by the third day of culture (3-day-old embryos). To prevent the yolk membrane from drying out, the researchers utilized a rotary shaker with the top plate rotating at an angle of 7deg. This innovation prevented the membrane covering the blastoderm from drying out, which subsequently improved the survival rate of the 3-day-old embryos. Furthermore, as these embryos continued to be cultured using the conventional shell-less method, embryonic development progressed, leading to the successful hatching of several normal chicks on the 21st day after the start of incubation.

The results of this research are expected to provide a foundation for various applications, including chick embryo development, toxicity assessments, and regenerative medicine.
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Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase | ScienceDaily
Researchers at University of Tsukuba investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice. Their study uncovered a neural circuit that causes a rapid decline in sexually receptive behavior at the end of the estrus period for the first time.


						
In social animals like mice, where females have a distinct estrous cycle, efficient reproduction relies not only on males identifying the estrous state of females and exhibiting male-specific sexual behaviors but also on females demonstrating female-specific sexual behaviors, such as acceptance or rejection of male sexual advances. Female mice accept male approaches only on the day of estrus when they are fertile. However, the process by which females cease to exhibit this receptive behavior after estrus remains poorly understood.

The researchers hypothesized that this process is not solely determined by hormone secretion levels supporting the endocrine states of estrus but by a neural mechanism that actively promotes a decrease in sexually receptive behavior. As a candidate for this brain mechanism, they focused on estrogen receptor beta-positive neurons, which are widely distributed in the dorsal raphe nucleus of the midbrain (DRN-ERb+ cells).

Using pharmacogenetic techniques to suppress the neural activity of DRN-ERb+ cells, the researchers found that female mice maintained high sexual receptivity even the day after estrus, similar to their behavior during estrus. Additionally, examination of the neural activity of DRN-ERb+ cells in female mice revealed that these cells responded more strongly to male sexual approaches on the day after estrus compared to the day of estrus, despite a decline in receptive behavior. The researchers also confirmed that DRN-ERb+ cells send neuronal projections to and alter the activity of several brain regions controlling receptive behavior in female mice. The study concludes that a neural circuit originating from DRN-ERb+ cells is one of the mechanisms suppressing receptive behavior at the end of the estrus phase during the estrous cycle.

This work was supported by a grant-in-aid for Scientific Research 15H05724, 21K18547, and 22H02941 to SO.
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Rewriting the future: New molecules reversibly change with light and heat | ScienceDaily
In this age of cloud storage, few people are backing up data on CD-RWs. The technology to rewrite data on compact discs was made possible by phase-change materials altered by the light and heat of lasers, though this had a limit of 1,000 rewrites. Today, scientists investigating photoswitching molecules, which change their properties when irradiated, have been finding possible applications for these materials, ranging from photopharmacology to data storage.


						
Osaka Metropolitan University Graduate School of Engineering student Shota Hamatani, Dr. Daichi Kitagawa, a lecturer, and Professor Seiya Kobatake synthesized aza-diarylethenes, which have nitrogen in place of carbon in a molecular structure similar to known photoswitching diarylethenes. The new aza-diarylethenes exhibited not only photoswitching, but thermal switching as well.

They demonstrated that the new photoswitching molecules can be used as a rewritable recording medium, using light or heat to write, and erasing with light.

"Our findings are very useful for the development of switching molecules that can be reversibly altered not only by light, but also by heat," Dr. Kitagawa proclaimed. "They may also lead to the development of new functional materials."

The findings were published in Angewandte Chemie International Edition.

This work was partly supported by JSPS KAKENHI Grant Numbers JP22J21941 (S.H.), JP21KK0092, JP23K26619, JP24K01458 (D.K.), and JP21H02016 (S.K.), and Iketani Science and Technology Foundation (D.K).
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Analysis of retinal proteins identifies new drug targets for treating inherited retinal degenerations | ScienceDaily
An international team of researchers has identified new drug targets for therapies that could benefit patients with different forms of retinitis pigmentosa and other inherited retinal diseases. Using advanced proteomics techniques, they unveiled shared critical pathways in retinitis pigmentosa disease models. The study represents significant progress in understanding how the proteome may change in different retinal dystrophies. Published in Molecular & Cellular Proteomics, the study was carried out by researchers from the University of Eastern Finland (UEF), the University of California, Irvine, and the University of Ottawa.


						
Retinitis pigmentosa (RP), a group of genetic disorders that cause progressive vision loss, has long been a challenge to treat due to its genetic diversity. However, the new study led by researchers at UEF suggests that disease-modifying treatments that could benefit patients with all forms of the disease, regardless of the underlying mutation, are achievable. The researchers demonstrated that shared pathological processes occur downstream of the initial rod cell degeneration in distinct forms of RP, opening possibilities for broad-spectrum therapeutic interventions.

Better understanding of retinal proteins could accelerate the development of effective treatments

This cross-institutional, multi-methodological study provided a comprehensive analysis of retinal proteins, comparing three mouse models of inherited retinal degeneration to healthy wild-type mice. "Our data facilitate the development of new therapeutic strategies that do not rely on specific genetic mutations, potentially offering hope to millions of patients affected by retinal degenerative diseases," says Dr Henri Leinonen, the senior author of the study.

"We identified key retinal proteins and pathways that could be targeted to mitigate the progression of retinal degeneration," continues Dr Ahmed Montaser, the study's first author and a postdoctoral researcher at the Leinonen Retina Laboratory, University of Eastern Finland, School of Pharmacy.

"Additionally, we are sharing this detailed profile of retinal proteins in both healthy and diseased states with the scientific community to encourage further research and accelerate the development of effective treatments."
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Echoes from the past: A geological mystery unravelled on Easter Island | ScienceDaily
Geography textbooks describe the Earth's mantle beneath its plates as a well-mixed viscous rock that moves along with those plates like a conveyor belt. But that idea, first set out some 100 years ago, is surprisingly difficult to prove. A mysterious find on Easter Island, investigated by Cuban, Colombian and Utrecht geologists among others, suggests that the Earth's mantle seems to behave quite differently.


						
Easter Island consists of several extinct volcanoes. The oldest lava deposits formed some 2.5 million years ago on top of an oceanic plate not much older than the volcanoes themselves. In 2019, a team of Cuban and Colombian geologists left for Easter Island to accurately date the volcanic island. To do so, they resorted to a tried-and-tested recipe: dating zircon minerals. When magma cools, these minerals crystallise. They contain a bit of uranium, which 'turns' into lead through radioactive decay.

Because we know how fast that process happens, we can measure how long ago those minerals formed. The team from Colombia's Universidad de Los Andes, led by Cuban geologist Yamirka Rojas-Agramonte, therefore went in search of those minerals. Rojas-Agramonte, now at the Christian Albrechts-University Kiel, found hundreds of them. But surprisingly, not only from 2.5 million years old, but also from much further back in time, up to 165 million years ago. How could that be?

Earth's mantle

Chemical analysis of the zircons showed that their composition was more or less the same in all cases. So, they all had to have come from magma of the same composition as that of today's volcanoes. Yet those volcanoes cannot have been active for 165 million years, because the plate below them is not even that old. The only explanation then is that the ancient minerals originated at the source of volcanism, in the Earth's mantle beneath the plate, long before the formation of today's volcanoes. But that presented the team with yet another conundrum.

Hotspot volcanoes and their origins

Volcanoes like those on Easter Island are so-called 'hotspot volcanoes'. These are common in the Pacific Ocean; Hawai'i is a famous example. They form from large blobs of rock that slowly rise from the deep Earth's mantle -- so-called mantle plumes. When they get close to the base of the Earth's plates, the rocks of the plume as well as from the surrounding mantle melt and form volcanoes. Scientists have known since the 1960s that mantle plumes stay in place for a very long time while the Earth's plates move over them. Every time the plate shifts a bit, the mantle plume produces a new volcano. This explains the rows of extinct underwater volcanoes in the Pacific Ocean, with one or a few active ones at the end. Had the team found evidence that the mantle plume under Easter Island has been active for 165 million years?




Subduction zones

To answer that question, Rojas-Agramonte needed evidence from the geology of the 'Ring of Fire', an area around the ocean with many earthquakes and volcanism, where oceanic plates dip ('subduct') into the Earth's mantle. So she contacted Utrecht geologist Douwe van Hinsbergen. "The difficulty is that the plates from 165 million years ago have long since disappeared in those subduction zones," says Van Hinsbergen, who had reconstructed the vanished pieces in detail. When he added a large volcanic plateau to those reconstructions at the site of present-day Easter Island 165 million years ago, it turned out that that plateau must have disappeared under the Antarctic Peninsula some 110 million years ago. "And that just so happened to coincide with a poorly understood phase of mountain building and crust deformation in that exact spot. That mountain range, whose traces are still clearly visible, could well be the effect of subduction of a volcanic plateau that formed 165 million years ago." His reconstruction therefore showed that the Easter Island mantle plume could very well have been active for that long. This would solve the geological mystery of Easter Island: the ancient zircon minerals would be remnants of earlier magmas that were brought to the surface from deep inside the earth, along with younger magmas in volcanic eruptions.

Inconsistencies

But then another problem presents itself. The classical 'conveyor belt theory' was already difficult to reconcile with the observation that mantle plumes stay in place while everything around them continues to move. Van Hinsbergen: "People explained this by saying that plumes rise so fast that they are not affected by a mantle that was moving with the plates. And that new plume material is constantly being supplied under the plate to form new volcanoes." But in that case, old bits of the plume, with the old zircons, should have been carried off by those mantle currents, away from the location of Easter Island, and could not now be there at the surface. "From that, we draw the conclusion that those ancient minerals could have been preserved only if the mantle surrounding the plume is basically as stationary as the plume itself." The discovery of the ancient minerals on Easter Island therefore suggests that the Earth's mantle behaves fundamentally differently and moves much slower than has always been assumed; a possibility that both Rojas-Agramonte and Van Hinsbergen and their teams raised a few years ago in studies on the Galapagos Islands and New Guinea, and for which Easter Island now provides new clues.
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Researchers develop Janus-like metasurface technology that acts according to the direction of light | ScienceDaily
Metasurface technology is an advanced optical technology that is thinner, lighter, and capable of precisely controlling light through nanometer-sized artificial structures compared to conventional technologies. KAIST researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission. By applying this technology, they also proposed an innovative method to significantly enhance security by only decoding information under specific conditions.


						
KAIST (represented by President Kwang Hyung Lee) announced on the 15th of October that a research team led by Professor Jonghwa Shin from the Department of Materials Science and Engineering had developed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

Asymmetric properties, which react differently depending on the direction, play a crucial role in various fields of science and engineering. The Janus metasurface developed by the research team implements an optical system capable of performing different functions in both directions.

Like the Roman god Janus with two faces, this metasurface shows entirely different optical responses depending on the direction of incoming light, effectively operating two independent optical systems with a single device (for example, a metasurface that acts as a magnifying lens in one direction and as a polarized camera in the other). In other words, by using this technology, it's possible to operate two different optical systems (e.g., a lens and a hologram) depending on the direction of the light.

This achievement addresses a challenge that existing metasurface technologies had not resolved. Conventional metasurface technology had limitations in selectively controlling the three properties of light -- intensity, phase, and polarization -- based on the direction of incidence.

The research team proposed a solution based on mathematical and physical principles, and succeeded in experimentally implementing different vector holograms in both directions. Through this achievement, they showcased a complete asymmetric light transmission control technology.

Additionally, the research team developed a new optical encryption technology based on this metasurface technology. By using the Janus metasurface, they implemented a vector hologram that generates different images depending on the direction and polarization state of incoming light, showcasing an optical encryption system that significantly enhances security by allowing information to be decoded only under specific conditions.




This technology is expected to serve as a next-generation security solution, applicable in various fields such as quantum communication and secure data transmission.

Furthermore, the ultra-thin structure of the metasurface is expected to significantly reduce the volume and weight of traditional optical devices, contributing greatly to the miniaturization and lightweight design of next-generation devices.

Professor Jonghwa Shin from the Department of Materials Science and Engineering at KAIST stated, "This research has enabled the complete asymmetric transmission control of light's intensity, phase, and polarization, which has been a long-standing challenge in optics. It has opened up the possibility of developing various applied optical devices." He added, "We plan to continue developing optical devices that can be applied to various fields such as augmented reality (AR), holographic displays, and LiDAR systems for autonomous vehicles, utilizing the full potential of metasurface technology."

This research, in which Hyeonhee Kim (a doctoral student in the Department of Materials Science and Engineering at KAIST) and Joonkyo Jung participated as co-first authors, was published online in the international journal Advanced Materials and is scheduled to be published in the October 31 issue. (Title of the paper: "Bidirectional Vectorial Holography Using Bi-Layer Metasurfaces and Its Application to Optical Encryption")

The research was supported by the Nano Materials Technology Development Program and the Mid-Career Researcher Program of the National Research Foundation of Korea.
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Mechanism of cobalt-manganese catalysts deciphered | ScienceDaily
The energy carrier hydrogen can be obtained from water by electrolysis. This works particularly well with Cobalt spinel electrocatalysts containing manganese. However, it was unclear why.


						
Conventional catalysts for hydrogen production via water electrolysis usually contain precious metals and are expensive. However, cheaper alternatives have been developed, for example cobalt-manganese catalysts. They have a high activity and are stable over a long period of time. The decisive factor for these characteristics is their manganese content. Why manganese plays this essential role was unknown for a long time. The mechanism behind this has now been deciphered by researchers from the German institutions Ruhr University Bochum, the Max Planck Institutes for Sustainable Materials and for Chemical Energy Conversion, Forschungszentrum Julich and the University of Duisburg-Essen. They report on their findings in the journal Advanced Energy Materials from October 7, 2024.

Combination of different methods was the key to success

By applying an electrical voltage, water can be split into hydrogen and oxygen. The limiting step in this reaction is the oxygen evolution. Thus, researchers are looking for the optimal catalysts for this reaction step. Cobalt electrocatalysts with a certain geometric structure, the so-called spinel structure, are normally inefficient and not stable over the long term. However, this changes when they are doped with manganese.

The research team used various methods to investigate what exactly happens on the surface of the catalysts during the electrolysis of water. They worked together within the Collaborative Research Center 247 "Heterogeneous Oxidation Catalysis in the Liquid Phase." "Joining forces with several institutes enabled us to observe the processes at the electrode surface with different methods -- and this combination was the key to success," says Professor Tong Li, head of Atomic-Scale Characterization at Ruhr University Bochum. She is an expert in atomic probe tomography, a method that helps to visualize the spatial distribution of materials atom by atom. The team combined this method with transmission electron microscopy, x-ray fine structure absorption and x-ray photo emission spectroscopy.

Hop on, hop off: Like a passenger on a bus

The group showed that the manganese dissolves from the cobalt spinel surface during the reaction and then redeposits onto it. "It's like a passenger on a bus who keeps hopping on and off," illustrates Tong Li.
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Don't kill the messenger RNA! | ScienceDaily
mRNA-based therapeutics and vaccines are the new hope in the fight against incurable diseases. A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. The team of Peter 't Hart, group leader at the Chemical Genomics Centre at the Max Planck Institute of Molecular Physiology has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation. This study offers a promising starting point for the development of innovative mRNA-based therapeutics and tools for biologists to provide valuable insights into the process of mRNA degradation


						
mRNA transports the most valuable cellular information -- the chemical blueprint for the production of proteins -- from the nucleus into the cytoplasm. However, as soon as mRNA has delivered its message to the protein-producing factories in the cytoplasm it is no longer needed and degraded by exonucleases. Depending on how long the mRNA remains in the cytoplasm, more or less of a protein is produced -- be it health-promoting or disease-causing. The regulation of mRNA levels is one of the most promising strategies in the emerging field of RNA-based therapeutics.

How to protect the messenger

The team around Peter 't Hart has now developed a new strategy to extend the lifespan of mRNA by protecting it from its dismantling. Interestingly, mRNA is not particularly stable by nature and would be degraded prematurely without molecular caps protecting the two mRNA ends. At its so-called 3' end mRNA is equipped with a polyadenine tail with an average length of 200 nucleotides. But even this shield does not last long -- the average half-life of mRNA is only 7 hours. In a process called deadenylation, the target mRNA is recruited by RNA-binding proteins to the protein complex CCR4-NOT, which removes one adenine after the other. And this is precisely where the scientists's new strategy comes in. Based on the structure of the mRNA-binding protein, they have developed a large peptide, that can block the interaction of the CCR4-NOT complex with the target mRNA. Large peptides, however, have problems overcoming (crossing) cellular barriers, what they have to do if they are to be used as drugs. By revealing the 3D-structure of the peptide-inhibitor bound to the target the chemists were able to make modifications, that improved the cell permeability of the peptide.

Increasing the stability of potentially health-promoting proteins

The scientists were able to take their work even one step further and demonstrate the potential of their strategy in cellular assays. Treating cells with the peptide stabilized the polyadenine tails of two potential health promoting proteins: a tumor suppressor, which could have beneficial effects in cancer and a nuclear receptor, whose increasing levels could help to treat various ageing-related diseases. "The concept of stabilizing beneficial mRNAs by blocking their deadenylation has not yet been explored. Since almost all mRNAs undergo this process, blocking them can be used to develop new drugs that offer a new way to treat diseases where other strategies have failed," says 't Hart. His group is currently working on the development of further inhibitors against other components of the deadenylation machinery.
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Grasslands live in the climate change fast lane | ScienceDaily
Although all ecosystems are affected by a changing climate, the impacts can take a while to appear. Changes in forest biodiversity, for example, are known to lag behind changes in a habitat's temperature and precipitation.


						
Grasslands, on the other hand, are responding to climate change almost in real time, according to new research by the University of Michigan. Put another way, forests accumulate climate debt while grasslands are paying as they go, said the study's lead authors, Kai Zhu and Yiluan Song.

"Climate change does have consequences for our ecosystems. It's going to come sooner or later," said Song, a postdoctoral fellow at the Michigan Institute for Data and AI in Society. "Grasslands are at the faster end of the spectrum."

This work will help the scientific community better understand and predict the impacts of climate change, said Zhu, associate professor at the U-M School for Environment and Sustainability. The work will also provide key insights for the restoration of grassland vegetation.

"If you want to restore grasslands, you have to ask what types of species you will plant," Zhu said. "In order to answer that, you need to at least take climate change into consideration."

The research team reported its findings in the journal Nature Ecology & Evolution.

The team, made up of researchers from more than a dozen institutions, amassed data from years of observations across grassland communities located in what's known as the California Floristic Province.




Within this biodiversity hotspot that stretches along the U.S. West Coast, the team documented trends for 12 sites observed over decades. The researchers found that, as the climate in the region became hotter and drier, species that preferred those kinds of conditions became more dominant in plant communities.

The team also included results from long-term global change experiments in the region, enabling the group to show that climate change is able to drive the changes in communities.

"We know correlation doesn't imply causation," Zhu said. "But the experimental data allow us to attribute the causality."

The team characterized the climate preferences or niches for various species in the region. The researchers could then quantify shifts in plant communities in direct relation to temperature and precipitation changes.

This approach yielded a clear, consistent conclusion across the studied observational and experimental sites, which Zhu and Song said is uncommon for an ecological study like this.

But what stood out even more was the pace of the ecological change, they said. It was fast and comparable to the observed rate of changes in climate. And the researchers stressed that this rapid shift in plant communities should not be seen as adaptation -- at least not without further studies.




"To me, adaptation gives a positive impression that the system is changing to counter some of the negative effects of climate change," Song said. "The rapid shifts in grassland communities involve not only the gain of some hotter, drier species but also the loss of some cooler, wetter species. These shifts might have negative consequences such as dominance by non-native species and loss of biodiversity."

Although their study focused on a single region, Zhu and Song believe the results will hold in other grasslands, provided they're interpreted in the context of a given region's climate dynamics. For example, if the climate is trending warmer and wetter, species more at home in those conditions will likely start taking over at a speed that matches the changing climate.

"I would hypothesize that we may see an even greater response to climate change in other grasslands around the world," Zhu said.

Researchers from California Polytechnic State University, Clark College, the East Bay Regional Park District, the University of Oregon, the University of Washington, the University of Western Australia and Stanford University also contributed to the study. The team also included members from several University of California institutions, including UC Berkeley, UC Davis, UC Riverside, UC Santa Barbara and UC Santa Cruz, where Zhu and Song began the project.
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Chickpeas: Sustainable and climate-friendly foods of the future | ScienceDaily
Climate change has a negative impact on food security. An international research team led by Wolfram Weckwerth from the University of Vienna has now conducted a study to investigate the natural variation of different chickpea genotypes and their resistance to drought stress. The scientists were able to show that chickpeas are a drought-resistant legume plant with a high protein content that can complement grain cultivation systems even in urban areas. The study was recently published in the specialist magazine The Plant Biotechnology.


						
Long periods of drought stress have also become a reality in Central Europe due to climate change, a major threat to plant productivity, harvests and therefore food security. At the same time, there is a decline in the use of plant genetic diversity, and the global food system has become more and more uniform. While there are approximately 7,000 edible crops, two-thirds of global food production is based on just nine crop species. "This narrow genetic base can have several negative consequences, such as increased susceptibility of plants to diseases and pests, reduced resistance to factors such as drought and climate change, and increased economic fragility," explains molecular biologist Wolfram Weckwerth from the University of Vienna. "Maintaining adequate plant and genetic diversity is crucial for agriculture, which must adapt to future changing conditions. With our new study, we have taken an important step in this direction and looked at the chickpea as an important food of the future," says Weckwerth

The chickpea is currently not one of the plants mentioned above on which the global diet is currently mainly based. The international research team led by Wolfram Weckwerth has now researched the natural variations of different chickpea genotypes and their resistance to drought stress and achieved promising results. The team managed to grow many different chickpea varieties under drought stress in a field experiment in a Vienna city region, demonstrating that chickpeas are a great alternative legume plant with a high protein content that can complement grain farming systems in urban areas. "The different varieties and wild types show very different mechanisms to deal with persistent drought stress. This natural genetic variability is particularly important in order to withstand climate change and ensure the survival of the plant," says Weckwerth.

"In our study, we used a stress susceptibility index (SSI) to assess the effects of drought stress on yield. This allowed us to identify genotypes that perform best and worst under stressful conditions. Our findings are crucial for the selection of genotypes for breeding drought-tolerant chickpeas," explains Palak Chaturvedi from the University of Vienna, lead author of the study. The team used artificial intelligence, multivariate statistics and modeling to identify markers and mechanisms for better resilience to drought stress.

"With their high protein content and their drought resistance, legumes such as chickpeas are a food of the future. Another advantage is that a higher proportion of legumes in a country's agricultural systems improves the overall efficiency of nitrogen use -- this also makes agriculture more sustainable," summarizes Weckwerth.
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Feeling sleepy and worried about your mental alertness? | ScienceDaily
At some point, many of us have experienced the post-lunch sleepy hour, struggling to stay alert mid-afternoon, and reaching for the water bottle to rehydrate a tired body.


						
But what about those people who suffer from "excessive daytime somnolence," aka sleepiness that lasts throughout the day?

It's a recognised medical condition that is normally diagnosed by a doctor after a full-day hospital procedure, undergoing what is called the Multiple Wakefulness Test (MWT).

Now, researchers from the University of South Australia have identified a new, brain-based measure of sleepiness that may provide a diagnosis in just two minutes.

Electrodes attached to the scalp in the form of an electroencephalogram (EEG) measure the electrical activity of the brain and this activity can determine the length of time it takes an individual to fall asleep.

In a separate, recent paper published in Brain Research, lead researcher, UniSA neuroscientist Dr Alex Chatburn, says that using new EEG markers linked to biological processes could predict whether someone is safe enough to drive, operate machinery, or even have the mental capacity to sit an exam.

"Sleepiness is a critical biological signal that indicates the body's need for sleep, yet measuring this state in humans remains elusive," Dr Chatburn says.




"While EEG technology has long been used to study brain activity during sleep, traditional markers face significant limitations and don't tell the whole story. They don't reflect the underlying biological processes, whereas our method tracks neuronal excitability, corresponding with the brain's sleep-wake processes."

Dr Chatburn says the research has wide-ranging implications.

"A better understanding of sleepiness could not only advance scientific knowledge, but also provide practical benefits for managing sleep disorders like insomnia, sleep apnoea or other disorders where individuals experience disrupted sleep but do not feel sleepy.

"These findings could also inform workplace safety, where detecting and managing sleepiness could prevent accidents in industries that demand high levels of attention."

The team are presenting their findings at the Sleep DownUnder 2024 conference in the Gold Coast this week.
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New study on microRNAs could lead to better fertility treatment | ScienceDaily
Researchers at Karolinska Institutet in Sweden have mapped how small RNA molecules, such as the recently Nobel Prize-awarded microRNAs, control cell development in the human embryo during the first days after fertilisation. The findings, published in Nature Communications, may eventually contribute to improved fertility treatment.


						
The study focuses on tiny molecules called small non-coding RNAs (sncRNAs), which include microRNAs. Unlike mRNA (messenger RNA), these RNA molecules don't code for proteins but play a major role in regulating the activity of genes. Acting like switches, they turn genes on or off to guide how cells in the embryo grow and become different cell types.

Identify healthy embryos

The researchers have developed an atlas that shows which sncRNAs are crucial in the days following fertilisation, when a fertilised egg starts dividing and forming an early embryo (the blastocyst). These molecules help guide which cells will become the embryo and which will form the placenta and are thus crucial for a healthy pregnancy.

"Understanding these processes could help improve fertility treatments like IVF by making it easier to identify which embryos are most likely to thrive," says Sophie Petropoulos, senior researcher at the Department of Clinical Science, Intervention and Technology, Karolinska Institutet, who led the study.

Key role in cell development

The study identified important groups of sncRNAs, including two microRNA clusters (C19MC and C14MC) that play a key role in cell development and function. C19MC was found in cells that later formed the placenta, while C14MC was found in the cells that make up the embryo.

"Until now, virtually nothing has been known about sncRNAs in the human embryo," says Sophie Petropoulos. "Our study not only has implications for fertility treatment but also opens doors for future research in stem cell therapy and developmental biology, helping us better understand how life begins," she adds.

The study was financed by the Swedish Research Council, the Swedish Society for Medical Research, and the Canadian Institutes of Health Research. There are no reported conflicts of interest.
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Invention quickly detects earliest sign of heart attack | ScienceDaily
With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.


						
"Heart attacks require immediate medical intervention in order to improve patient outcomes, but while early diagnosis is critical, it can also be very challenging -- and near impossible outside of a clinical setting," said lead author Peng Zheng, an assistant research scientist at Johns Hopkins University. "We were able to invent a new technology that can quickly and accurately establish if someone is having a heart attack."

The proof-of-concept work, which can be modified to detect infectious diseases and cancer biomarkers, is newly published in Advanced Science.

Zheng and senior author Ishan Barman develop diagnostic tools through biophotonics, using laser light to detect biomarkers, which are bodily responses to conditions including disease. Here they used the technology to find the earliest signs in the blood that someone was having a heart attack. Though an estimated 800,000-plus people have heart attacks every year just in the United States, heart attacks remain one of the trickiest conditions to diagnose, with symptoms that vary widely and biological signals that can be subtle and easy to miss in the early stages of an attack, when medical intervention can do the most good.

People suspected of having heart attacks typically are given a combination of tests to confirm the diagnosis -- usually starting with electrocardiograms to measure the electrical activity of the heart, a procedure that takes about five minutes, and blood tests to detect the hallmarks of a heart attack, where lab work can take at least an hour and often has to be repeated.

The stand-alone blood test the team created provides results in five to seven minutes. It's also more accurate and more affordable than current methods, the researchers say.

Though created for speedy diagnostic work in a clinical setting, the test could be adapted as a hand-held tool that first responders could use in the field, or that people might even be able to use themselves at home.




"We're talking about speed, we're talking about accuracy, and we're talking of the ability to perform measurements outside of a hospital," said Barman, a bioengineer in the Department of Mechanical Engineering. "In the future we hope this could be made into a hand-held instrument like a Star Trek tricorder where you have a drop of blood and then, voila, in a few seconds you have detection."

The heart of the invention is a tiny chip with a groundbreaking nanostructured surface on which blood is tested. The chip's "metasurface" enhances electric and magnetic signals during Raman spectroscopy analysis, making heart attack biomarkers visible in seconds, even in ultra-low concentrations. The tool is sensitive enough to flag heart attack biomarkers that might not be detected at all with current tests, or not detected until much later in an attack.

Though designed to diagnose heart attacks, the tool could be adapted to detect cancer and infectious diseases, the researchers say.

"There is enormous commercial potential," Barman said. "There's nothing that limits this platform technology."

Next the team plans to refine the blood test and explore larger clinical trials.

Authors included Lintong Wu, Piyush Raj, Jeong Hee Kim, Santosh Paidi, all of Johns Hopkins, and Steve Semancik, of the National Institute of Standards and Technology.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016120141.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The neutron lifetime problem -- and its possible solution | ScienceDaily
Neutrons are among the basic building blocks of matter. As long as they are part of a stable atomic nucleus, they can stay there for arbitrary periods of time. However, the situation is different for free neutrons: They decay -- after about fifteen minutes, on average.


						
Strangely enough, however, different contradictory results have been obtained for this average lifetime of free neutrons -- depending on whether neutrons are measured in a neutron beam or in some kind of 'bottle'. A research team at TU Wien has now proposed a possible explanation: There could be previously undiscovered excited states of the neutron. That would mean that some neutrons could be in a state in which they have slightly more energy and a slightly different lifetime. This could explain the measured discrepancies. The team also already has ideas on how to detect this neutron state.

Two measurement methods, two results

By pure chance, without any reason at all, neutrons can spontaneously decay according to the laws of quantum theory -- turning into a proton, an electron and an antineutrino. This is particularly likely if it is a free neutron. If the neutron combines with other particles to form an atomic nucleus, it can be stable.

The average lifetime of free neutrons is surprisingly difficult to measure. "For almost thirty years, physicists have been puzzled by contradictory results on this topic," says Benjamin Koch from the Institute of Theoretical Physics at TU Wien. He analysed this puzzle together with his colleague Felix Hummel. The two are also working closely with the neutron research team led by Hartmut Abele from the Atomic Institute at TU Wien.

"For such measurements, a nuclear reactor is often used as the neutron source," explains Benjamin Koch. "Free neutrons are produced during radioactive decay in the reactor. These free neutrons can then be channelled into a neutron beam where they can be precisely measured." One can measure how many neutrons are present at the beginning of the neutron beam and how many protons are produced by the decay process. If these values are determined very precisely, the average lifetime of the neutrons in the beam can be calculated.

However, it is also possible to take a different approach and try to store neutrons in a kind of 'bottle', for example with the help of magnetic fields. "This shows that neutrons from the neutron beam live around eight seconds longer than neutrons in a bottle," says Benjamin Koch. "With an average lifespan of just under 900 seconds, this is a significant difference -- far too big to be explained by mere measurement inaccuracy."

An unknown new state?




Benjamin Koch and Felix Hummel have now been able to show: This discrepancy can be explained if one assumes that neutrons can have excited states -- previously undiscovered states with a slightly higher energy. Such states are well known for atoms and are the basis for lasers, for example. "With neutrons, it is much more difficult to calculate such states precisely," says Benjamin Koch. "However, we can estimate what properties they should have in order to explain the different results of the neutron lifetime measurements."

The researchers' hypothesis is that when the free neutrons emerge from radioactive decay, they are initially in a mixture of different states: Some of them are ordinary neutrons in the so-called ground state, but some of them are in an excited state, with a little more energy. Over time, however, these excited neutrons gradually change to the ground state. "You can think of it like a bubble bath," says Felix Hummel. "If I add energy and bubble it up, a lot of foam is created -- you could say I've put the bubble bath into an excited state. But if I wait, the bubbles burst and the bath returns to its original state all by itself."

If the theory about excited neutron states is correct, that would mean that in a neutron beam, several different neutron states are present in significant numbers. The neutrons in the bottle, on the other hand, would be almost exclusively ground-state neutrons. After all, it takes time for neutrons to cool and be captured in a bottle -- by which point, the vast majority will have already returned to their ground state.

"According to our model, the decay probability of a neutron strongly depends on its state," says Felix Hummel. Logically, this also results in different average lifetimes for neutrons in the neutron beam and neutrons in the neutron bottle.

Further experiments needed

"Our calculation model shows the parameter range in which we need to search," says Benjamin Koch. "The lifetime of the excited state must be shorter than 300 seconds, otherwise you can't explain the difference. But it also has to be longer than 5 milliseconds, otherwise the neutrons would already be back in the ground state before they reach the beam experiment."

The hypothesis of previously undiscovered neutron states can be tested using data from past experiments. However, this data has to be re-evaluated. However, further experiments will be necessary for a convincing proof. Such experiments are now being planned. To this end, the researchers are liaising closely with teams at TU Wien's Institute for Atomic and Subatomic physics, whose PERC and PERKEO experiments are well-suited for this task. Research groups from Switzerland and Los Alamos in the USA have also already shown interest in using their measurement methods to test the new hypothesis. Technically and conceptually, nothing stands in the way of the necessary measurements. So we can hope to learn soon, whether the new thesis really has solved a decades-old problem in physics.
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The monarch butterfly may not be endangered, but its migration is, researchers find | ScienceDaily
With vigorous debate surrounding the health of the monarch butterfly, new research from the University of Georgia may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?


						
Published by the Proceedings of the National Academy of Sciences, the study suggests that monarchs are dying off during their fall migration south to Mexico.

Migrating monarchs don't fly at night, so they spend their evenings in bunches on trees or shrubs, known as roosts. The study relied on 17 years of data from more than 2,600 citizen scientist observations of monarch roosts along the butterfly's migration route.

The researchers found that roost sizes have declined by as much as 80%, with these losses increasing from north to south along the migration route.

"The monarchs are increasingly failing to reach their winter destinations," said Andy Davis, lead author of the study and an assistant research scientist in UGA's Odum School of Ecology. "Either they're losing their ability to migrate or they're losing their will to migrate."

And it's likely not because they've lost habitat or food supplies along the way. The study largely ruled out this possibility.

"How do you say that the monarch butterfly is going extinct in the winter while they're perfectly healthy in the summer?" said William Snyder, co-author of the study and a professor of entomology in UGA's College of Agricultural and Environmental Sciences. "This paper fills in that gap by saying the problem is that fall migration."

What's leading to the monarchs' migration decline?




The researchers relied on data from Journey North, an organization that uses citizen sightings of various animals to track wildlife migration patterns. The study covers 17 years of citizen-reported sightings of migratory roosts and their estimated sizes, along with analyses of landscape characteristics and climate data.

The study represents the most detailed and comprehensive picture to date of the health of the monarch fall migration in eastern North America.

The researchers found that the timing of the migration hasn't changed and, if anything, the route has become greener and warmer over time. Greener, warmer locations should have led to larger roost populations.

Instead, the researchers documented steady, dramatic declines in roost sizes over the migration route that were independent of climate and landscape factors.

Some scientists suggest that climate change is allowing monarchs to forgo their migration and spend their winters in warmer parts of the U.S. Due in part to warmer temperatures and increased planting of nonnative tropical milkweed -- milkweed is the only plant on which monarchs can lay their eggs and their caterpillars can feed -- these year-round resident monarchs don't need to travel all the way to Mexico.

But the present study shows that's likely not what's driving the decline along the migration route, as the drop in roost sizes remains relatively consistent along the whole path, even before the migration reaches these regions.




Increase in parasite, captive breeding may be to blame

The researchers point to other research that suggests there are two main culprits behind the monarch migration losses.

The first is the increasing prevalence of a debilitating monarch parasite, which has increased tenfold since the early 2000s. This increase corresponds with increased plantings of nonnative milkweeds throughout the flyway.

Many infected monarch caterpillars don't make it to adulthood. Those that do can't fly well and don't live long, possibly contributing to the fallout of butterflies along the migration path. Nonnative milkweeds have longer growing seasons, and as a result these plants may lead to more monarchs becoming infected with the parasite because the infectious parasite spores can build up on their leaves.

The second possible driver is the release of captive-reared butterflies by well-meaning people who are hoping to help the monarchs.

"All of the evidence we have shows that when monarchs are reared in a captive environment, either indoors or outdoors, they're not as good at migrating," Davis said.

How can people help 'save the monarchs'?

The researchers urge people to take a less is more approach when it comes to monarchs.

Although well intended, many of the things people do to try to help, such as planting nonnative milkweeds or raising monarchs for release in captivity, may actually be harming the monarch population by interfering with their ability to migrate long distances.

Planting flowering plants -- but not tropical milkweed -- along the migration path won't hurt and may provide a source of nectar for traveling butterflies.

"One of the best things people can do to ensure that the monarchs are as robust and healthy as possible is basically just leave the caterpillars alone in your backyard," Davis said. "Resist the temptation to bring them inside and protect them because it seems like Mother Nature does a better job at creating really healthy, robust migrators than we do."

Published in PNAS, the study was co-authored by Jordan Croy, a postdoctoral associate in UGA's College of Agricultural and Environmental Sciences.
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Standing more may not reduce cardiovascular disease risk, could increase circulatory disease, research finds | ScienceDaily
Standing has gained popularity among people looking to offset the harms of a sedentary lifestyle often caused by spending long days sitting in front of the computer, television or driving wheel. Standing desks have become a popular option among office workers, and in other industries like retail, workers may opt to stand instead of sit.


						
However, their efforts may not produce the intended result. New University of Sydney research has shown that over the long-term, standing more compared with sitting does not improve cardiovascular health (coronary heart disease, stroke and heart failure), and could increase the risk of circulatory issues related to standing, such as varicose veins and deep vein thrombosis.

The study, published in the International Journal of Epidemiology also found that sitting for over 10 hours a day increased both cardiovascular disease and orthostatic incidence risk, reinforcing the need for greater physical activity throughout the day. The research also notes that standing more was not associated with heightened cardiovascular disease risk.

Lead author from the Faculty of Medicine and Health and Deputy Director of the Charles Perkins Centre's Mackenzie Wearables Research Hub, Dr Matthew Ahmadi, said there were other ways for those with a sedentary lifestyle to improve their cardiovascular health.

"The key takeaway is that standing for too long will not offset an otherwise sedentary lifestyle and could be risky for some people in terms of circulatory health. We found that standing more does not improve cardiovascular health over the long term and increases the risk of circulatory issues," Dr Ahmadi said.

While the researchers found that there were no health benefits gained from standing more, they cautioned against sitting for extended periods, recommending that people who are regularly sedentary or find themselves standing for long periods schedule regular movement throughout the day.

"For people who sit for long periods on a regular basis, including plenty of incidental movement throughout the day and structured exercise may be a better way to reduce the risk of cardiovascular disease," said Professor Emmanuel Stamatakis, Director of the Mackenzie Wearables Research Hub.




"Take regular breaks, walk around, go for a walking meeting, use the stairs, take regular breaks when driving long distances, or use that lunch hour to get away from the desk and do some movement. In Australia, we are now coming into the warmer months, so the weather is perfect for sun-safe exercise that helps you get moving," he said.

Professor Stamatakis and Dr Ahmadi's research published earlier this year found that about 6 minutes of vigorous exercise or 30 minutes of moderate-to-vigorous exercise per day could help lower the risk of heart disease even in people who were highly sedentary for more than 11 hours a day.

The study was conducted using incident heart condition and circulatory disease data taken over a period of seven to eight years from 83,013 UK adults who were free of heart disease at baseline, measured using research-grade wrist-worn wearables similar to a smartwatch.

The data used in the study was not explicitly collected on standing desk usage; instead, it measured the cardiovascular and circulatory impacts of increased standing. Standing desk use in this study likely contributes a very small fraction of total standing.
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Study may help boost performance and reduce side effects of mRNA vaccines | ScienceDaily
A study led by researchers from RMIT University and the Doherty Institute has provided the first detailed analysis of how mRNA vaccines circulate and break down in the human bloodstream.


						
The research aimed to help improve the safety and effectiveness of these vaccines, including reducing the side effects that people commonly experience such as headaches, fever and fatigue.

Since the first COVID-19 mRNA vaccines were introduced, scientists have harnessed the technology to develop vaccines and therapeutics for various other conditions including cancer.

These mRNA vaccines use genetic instructions, instead of a weakened virus, to prompt the body to produce a protein that triggers an immune response. Their rapid development, adaptability to new variants and strong safety profile made them essential in the global fight against the COVID-19 pandemic.

The study, published in ACS Nano, analysed 156 blood samples from 19 individuals over 28 days after receiving a Moderna SPIKEVAX mRNA booster immunisation. The team discovered key insights into the movement and breakdown of vaccine components in the bloodstream critical for the development of safer and more effective vaccines.

Dr Yi (David) Ju, an Australian Research Council DECRA Fellow at RMIT University is a co-senior author of the study with The University of Melbourne's Professor Stephen Kent, a Laboratory Head at the Doherty Institute.

Reducing the side effects of mRNA vaccines 

These vaccines are designed to stay in the lymph nodes to produce antibodies to fight infections, but the researchers say a tiny amount of the vaccine also found its way into the bloodstream.




"The extent to which the vaccine enters the bloodstream varies between individuals, which may explain some of the side effects such as fever, headache and fatigue, reported after vaccination," said Ju from the School of Science.

"This variation in vaccine presence in the blood could trigger inflammatory responses, leading to these side effects in certain individuals.

"Understanding the causal relationship between the amount of vaccine circulating in the blood and these side effects will be an important area for future research.

"To be clear, the amounts of the vaccine entering the bloodstream are very small so people can be confident that mRNA vaccines are safe and effective."

How long does the mRNA vaccine that reaches the bloodstream remain there?

The study revealed how mRNA and its fatty nanoparticle shell peaked in the bloodstream within two days after vaccination. In some cases, the mRNA remains detectable for up to a month.




Researchers initially predicted it was the antibodies formed in response to a commonly used vaccine compound, known as polyethylene glycol (PEG), that dictated how long a vaccine stayed in the bloodstream. However, the research team found anti-PEG antibodies were not the only factor impacting this process.

Ju said the breakdown of mRNA in the body was likely also influenced by a complex mix of individual factors.

"The mRNA vaccine in the bloodstream is like a message in a bottle. It's protected by its shell -- the fatty nanoparticles -- as it travels, but its fate depends on how the body responds to the bottle, not just the message inside," Ju said.

"However, we still found that higher levels of mRNA and fatty nanoparticles in the blood were linked to a bigger increase in anti-PEG antibodies, suggesting that some individuals may develop more antibodies to PEG."

Developing safer and more effective mRNA vaccines 

Kent said if people developed high levels of anti-PEG antibodies from mRNA vaccines it may reduce the effectiveness of future mRNA treatments for conditions including cancer, as their bodies would clear the therapeutics more quickly.

"By understanding the biodistribution of these components, we can better inform future vaccine designs to minimise risks. Our study offers valuable insights into improving mRNA vaccines for safer and more effective use," Kent said.

Researchers could use this information to optimise the fatty nanoparticle formulations to enhance mRNA stability, which could lead to prolonged immune response and reduce the likelihood of rapid clearance from the body. Further research could also help to find a way to prevent vaccines entering the bloodstream.

"By identifying the individual factors that affect mRNA circulation, future vaccines may be tailored to personal characteristics, improving efficacy on a case-by-case basis," Ju said.

'Blood distribution of SARS-CoV-2 lipid nanoparticle mRNA vaccine in humans' is published in ACS Nano.

This research was supported by the Australian Research Council, the National Health and Medical Research Council and the Victorian Critical Vaccinees Collection.
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Men and women process pain differently, study finds | ScienceDaily
In a new study evaluating meditation for chronic lower back pain, researchers at University of California San Diego School of Medicine have discovered that men and women utilize different biological systems to relieve pain. While men relieve pain by releasing endogenous opioids, the body's natural painkillers, women rely instead on other, non-opioid based pathways.


						
Synthetic opioid drugs, such as morphine and fentanyl, are the most powerful class of painkilling drugs available. Women are known to respond poorly to opioid therapies, which use synthetic opioid molecules to bind to the same receptors as naturally-occurring endogenous opioids. This aspect of opioid drugs helps explain why they are so powerful as painkillers, but also why they carry a significant risk of dependence and addiction.

"Dependence develops because people start taking more opioids when their original dosage stops working," said Fadel Zeidan, Ph.D., professor of anesthesiology and Endowed Professor in Empathy and Compassion Research at UC San Diego Sanford Institute for Empathy and Compassion. "Although speculative, our findings suggest that maybe one reason that females are more likely to become addicted to opioids is that they're biologically less responsive to them and need to take more to experience any pain relief."

The study combined data from two clinical trials involving a total of 98 participants, including both healthy individuals and those diagnosed with chronic lower back pain. Participants underwent a meditation training program, then practiced meditation while receiving either placebo or a high-dose of naloxone, a drug that stops both synthetic and endogenous opioids from working. At the same time, they experienced a very painful but harmless heat stimulus to the back of the leg. The researchers measured and compared how much pain relief was experienced from meditation when the opioid system was blocked versus when it was intact.

The study found:
    	Blocking the opioid system with naloxone inhibited meditation-based pain relief in men, suggesting that men rely on endogenous opioids to reduce pain.
    	Naloxone increased meditation-based pain relief in women, suggesting that women rely on non-opioid mechanisms to reduce pain.
    	In both men and women, people with chronic pain experienced more pain relief from meditation than healthy participants.

"These results underscore the need for more sex-specific pain therapies, because many of the treatments we use don't work nearly as well for women as they do for men," said Zeidan.

The researchers conclude that by tailoring pain treatment to an individual's sex, it may be possible to improve patient outcomes and reduce the reliance on and misuse of opioids.

"There are clear disparities in how pain is managed between men and women, but we haven't seen a clear biological difference in the use of their endogenous systems before now," said Zeidan. "This study provides the first clear evidence that sex-based differences in pain processing are real and need to be taken more seriously when developing and prescribing treatment for pain."

Co-authors on the study include Jon Dean, Mikaila Reyes, Lora Khatib, Gabriel Riegner, Nailea Gonzalez, Julia Birenbaum and Krishan Chakravarthy at UC San Diego, Valeria Oliva at Istituto Superiore di Sanita, Grace Posey at Tulane University School of Medicine, Jason Collier and Rebecca Wells at Wake Forest University School of Medicine, Burel Goodin at Washington University in St Louis and Roger Fillingim at University of Florida.

This study was funded, in part, by the National Center for Complementary and Integrative Health (grants R21-AT010352, R01-AT009693, R01AT011502) and the National Center for Advancing Translational Sciences (UL1TR001442).
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Zebrafish as a model for studying rare genetic disease | ScienceDaily
Nager syndrome, or NS, is a rare genetic disease that affects the development of the face and limbs, usually causing anomalies in the bone structures of the jaws, cheeks, and hands. With a prevalence of less than 100 cases ever reported, not much is known about the disease except the fact that mutations in the SF3B4 gene are its primary cause. Now, in a recent study made available online on September 15, 2024 and upcoming in the November issue of International Journal of Biological Macromolecules, researchers from Kyushu University have developed a convenient approach to explore the underlying mechanisms of this extremely rare disease.


						
When studying diseases or genes related to diseases, using animal models is often the best approach. The zebrafish is one such commonly used animal model. This is because many genetic disorders that affect mammals affect zebrafish in virtually the same way, allowing scientists to shed light into the nitty gritty of complex diseases.

In the present study, the researchers noted that the genetic and embryonic features of how the face and skull develop in zebrafish are similar to those in mammals. This, in turn, suggested that zebrafish could be used to model NS.

Accordingly, an international research team led by Associate Professor William Ka Fai Tse from Kyushu University's Faculty of Agriculture, genetically engineered zebrafish to carry a mutated sf3b4 gene, resulting in a condition closely mirroring human NS. "Our group employed a zebrafish model to unfold the pathogenesis of this rare craniofacial disease. We aimed to identify molecules that play critical roles in the disease's development and progression, along with potential therapies to reduce its severity," explains Dr. Zulvikar Syambani Ulhaq, a JSPS Invitational Research Fellow at Kyushu University and the first author of the study.

Once the animal model was established, the team conducted an extensive series of experiments to compare mutated and non-mutated specimens.

After careful analyses of cellular stress, bone structure, and apoptosis, the researchers determined that sf3b4-deficient zebrafish have suppressed levels of the gene fgf8. This in turn affects the expression pattern of a type of cells called neural crest cells (NCCs). NCCs play an essential role during the early development of the facial structure, and their dysregulation could be strongly linked to the features of NS.

Moreover, the team found that apoptosis triggered by excessive oxidative stress was more prominently detected in sf3b4-deficient zebrafish, possibly contributing to the pathogenesis of NS. More importantly, injecting mutant zebrafish with human-derived FGF8 significantly reduced NS features, hinting at a potential therapeutic strategy for the disease.

Tse highlights the importance of conducting basic research in less explored diseases, since the little insights that we gather can make all the difference in the lives of those affected. He further explains, "Unlike cancer or diabetes, rare diseases like NS are not priority research objectives among pharmaceutical companies, and the small groups of patients suffering from them are always overlooked. Our work sheds important light on this disease and can bring hope to those patients."

Tse's group welcomes collaborations and donations from various parties, from clinical doctors, patients, families to basic researchers. "If you agree with our concept and would like to contribute to the basic research in rare diseases, we encourage you to contact us," he says.
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Bacterial vaccine shows promise as cancer immunotherapy | ScienceDaily
Columbia researchers have engineered probiotic bacteria that educate the immune system to destroy cancer cells, opening the door for a new class of cancer vaccines that take advantage of bacteria's natural tumor-targeting properties. These microbial cancer vaccines can be personalized to attack each individual's primary tumor and metastases, and may even prevent future recurrences.


						
In studies using mouse models of advanced colorectal cancer and melanoma, the bacterial vaccine supercharged the immune system to suppress the growth of -- or in many cases eliminate -- primary and metastatic cancers. All while leaving healthy parts of the body alone.

The findings were published Oct. 16 in Nature.

The bacterial vaccine proved to be particularly more efficacious than peptide-based therapeutic cancer vaccines that have been used in numerous previous cancer clinical trials.

"The important advantage of our system is its unique ability to coordinately restructure and activate all arms of the immune system to induce a productive antitumor immune response. We believe this is why the system works so well in advanced solid tumor models which have been particularly difficult to treat with other immunotherapies," says Andrew Redenti, an MD/PhD student at Columbia University's Vagelos College of Physicians and Surgeons who helped lead the study.

"The net effect is that the bacterial vaccine is able to control or eliminate the growth of advanced primary or metastatic tumors and extend survival in mouse models," says Jongwon Im, a PhD student at Columbia University who helped lead bacterial engineering aspects of the study.

The bacterial vaccine is personalized for each tumor. "Every cancer is unique -- tumor cells harbor distinct genetic mutations that distinguish them from normal healthy cells. By programming bacteria that direct the immune system to target these cancer-specific mutations, we can engineer more effective therapies that stimulate a patient's own immune system to detect and kill their cancer cells," says Nicholas Arpaia, PhD, Associate Professor of Microbiology & Immunology in the Columbia University's Vagelos College of Physicians and Surgeons who directed the research with Tal Danino, PhD, Associate Professor of Biomedical Engineering at Columbia's School of Engineering.




"As we continue to integrate additional safety optimizations through further genetic programming, we are getting closer to the point of testing this therapy in patients," he adds.

Bacteria as cancer treatment

Bacteria have been utilized in the treatment of cancer since the late 19th century, when Dr. William Coley, who was a surgeon at New York Hospital, observed tumor regression in a subset of patients with inoperable tumors injected with bacteria. Bacteria are still employed as a therapeutic today in patients with early-stage bladder cancer. Researchers now know that some bacteria can naturally migrate to and colonize tumors, where they can thrive in the often oxygen-deprived environment and locally provoke an immune response.

But used this way, bacteria do not usually precisely control or direct the immune response to attack the cancer. "These qualities alone don't typically give bacteria enough power to stimulate immune responses capable of destroying a tumor, but they're a good starting point for building a new domain of cancer therapeutics," says Nicholas Arpaia, PhD.

Inciting multiple parts of the immune system, safely

The new system starts with a probiotic strain of E. coli bacteria. The researchers then made multiple genetic modifications to precisely control the way in which the bacteria interact with and educate the immune system to induce tumor killing.




The engineered bacteria encode protein targets -- called neoantigens -- that are specific to the cancer being treated. These bacterially-delivered neoantigens train the immune system to target and attack cancer cells that express the same proteins. Neoantigens are used as tumor targets so that normal cells, which lack these cancer-marking proteins, are left alone. Due to the nature of the bacterial system and additional genetic modifications engineered by the scientists, these bacterial cancer therapies also simultaneously overcome immunosuppressive mechanisms tumors use to block the immune system.

These genetic modifications are also designed to block the bacteria's innate ability to evade immune attacks against themselves. As a safety measure, this means the engineered bacteria can be easily recognized and eliminated by the immune system and are quickly cleared from the body if they do not find the tumor.

When tested in mice, the researchers found that these intricately programmed bacterial cancer vaccines recruit a wide array of immune cells that attack tumor cells, all the while preventing responses that would normally suppress tumor-directed immune attacks.

The bacterial vaccine also reduced the growth of cancer when administered to mice before they developed tumors, and prevented regrowth of the same tumors in mice that had been cured, suggesting the vaccine may have the ability to prevent cancer from returning in patients who've experienced remission.

Personalization

In people, the first step in creating these microbial vaccines would be to sequence a patient's cancer and identify its unique neoantigens using bioinformatics. Next, the bacteria would be engineered to produce large quantities of the identified neoantigens, as well as other immunomodulatory factors. When infused into the patient whose tumors are to be treated, the bacteria would head to the tumors, make themselves at home, and steadily produce and deliver their payload of engineered "medicines."

Once activated by the bacterial vaccine, the immune system would be prompted to eliminate cancer cells that have spread throughout the body and prevent further metastatic development.

Since each tumor has its own set of neoantigens, the immunotherapy will be custom-made for each patient. "The time to treatment will first depend on how long it takes to sequence the tumor. Then we just need to make the bacterial strains, which can be quite fast. Bacteria can be simpler to manufacture than some other vaccine platforms," Danino says.

The bacteria are also designed to counteract cancer's ability to rapidly mutate and evade treatment. "Because our platform allows us to deliver so many different neoantigens, it theoretically becomes difficult for tumor cells to lose all those targets at once and avoid the immune response," says Arpaia.

The researchers think their approach may succeed where earlier cancer vaccines have not. In the latter, while immune responses against tumor neoantigens may be induced, direct modulation of the immunosuppressive tumor environment is not accomplished to such a degree.

Arpaia adds, "Bacteria allow delivery of a higher concentration of drugs than can be tolerated when these compounds are delivered systemically throughout the entire body. Here, we can confine delivery directly to the tumor and locally modulate how we're stimulating the immune system."

More information

The study is titled, "Probiotic neoantigen delivery vectors for precision cancer immunotherapy."

All authors: Andrew Redenti, Jongwon Im, Benjamin Redenti, Fangda Li, Mathieu Rouanne, Zeren Sheng, William Sun, Candice R. Gurbatri, Shunyu Huang, Meghna Komaranchath, YoungUk Jang, Jaeseung Hahn, Edward R. Ballister, Rosa L. Vincent, Ana Vardoshivilli, Tal Danino, and Nicholas Arpaia (all at Columbia).

The research was funded by grants from the National Institutes of Health (R01CA249160, R01CA259634, U01CA247573, and T32GM145766) and the Searle Scholars Program, and by a Roy and Diana Vagelos Precision Medicine Pilot Grant.

Andrew Redenti, Jongwon Im, Tal Danino, and Nicholas Arpaia have filed a provisional patent application with the US Patent and Trademark Office related to this work.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016115915.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Are nearby planets sending radio signals to each other? | ScienceDaily
A new technique allows astronomers to home in on planets beyond our solar system that are in line with each other and with Earth to search for radio signals similar, for example, to ones used to communicate with the rovers on Mars. Penn State astronomers and scientists at the SETI Institute spent 28 hours scanning the TRAPPIST-1 star system for these signs of alien technology with the Allen Telescope Array (ATA). This project marks the longest single-target search for radio signals from TRAPPIST-1. Although the team didn't find any evidence of extraterrestrial technology, their work introduced a new way to search for signals in the future.


						
A paper describing the research was accepted for publication in the Astronomical Journal and is available online as a preprint.

"This research shows that we are getting closer to technology and methods that could detect radio signals similar to the ones we send into space," said Nick Tusay, a graduate student research fellow at Penn State and first author of the paper. "Most searches assume a powerful signal, like a beacon intended to reach distant planets, because our receivers have a sensitivity limit to a minimum transmitter power beyond anything we unintentionally send out. But, with better equipment, like the upcoming Square Kilometer Array, we might soon be able to detect signals from an alien civilization communicating with its spacecraft."

The project focused on a phenomenon called planet-planet occultations (PPOs). PPOs happen when one planet moves in front of another from Earth's perspective. If intelligent life exists in that star system, radio signals sent between planets could leak and be detected from Earth.

Using the upgraded ATA -- a series of radio antennae dedicated to the search for extraterrestrial technology located at the Hat Creek Observatory in the Cascade Mountains about 300 miles north of San Francisco -- the team scanned a wide range of frequencies, looking for narrowband signals, which are considered possible signs of alien technology. The team filtered millions of potential signals, narrowing down to about 11,000 candidates for detailed analysis. The team detected 2,264 of these signals during predicted PPO windows. However, none of the signals were of non-human origin.

The ATA's new capabilities, which include advanced software to filter signals, helped the team separate possible alien signals from Earth-based ones. The researchers said they believe that refining these methods and focusing on events like PPOs could help increase the chances of detecting alien signals in the future.

"This project included work by undergraduate students in the 2023 SETI Institute Research Experience for Undergraduates program," said Sofia Sheikh, a SETI researcher at the SETI Institute who earned her doctoral degree at Penn State. "The students looked for signals from human-made orbiters around Mars to check if the system could detect signals correctly. It was an exciting way to involve students in cutting-edge SETI research."

The TRAPPIST-1 system is a small, cool star about 41 light years from Earth. It has seven rocky planets, some of which are in the habitable zone, where conditions might allow liquid water to exist -- an essential ingredient for life as we know it. This makes TRAPPIST-1 a prime target searching for life beyond Earth.




"The TRAPPIST-1 system is relatively close to Earth, and we have detailed information about the orbit of its planets, making it an excellent natural laboratory to test these techniques," Tusay said. "The methods and algorithms that we developed for this project can eventually be applied to other star systems and increase our chances of finding regular communications among planets beyond our solar system, if they exist."

The team did not find any alien signals this time, but they will continue improving their search techniques and exploring other star systems. Future searches with bigger and more powerful telescopes could help scientists detect even fainter signals and expand our understanding of the universe, the team said.

In addition to Tusay and Sheikh, the research team includes Jason T. Wright at Penn State; Evan L. Sneed at the University of California, Riverside; Wael Farah, Andrew Siemion and David R. DeBoer at the University of California, Berkeley; and Alexander W. Pollak and Luigi F. Cruz at the SETI Institute. This research was primarily funded through grants from the U.S. National Science Foundation with additional support from the Penn State Extraterrestrial Intelligence Center and the Penn State Center for Exoplanets and Habitable Worlds, which are supported by the Penn State and the Penn State Eberly College of Science.
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Boy or girl? Researchers identify genetic mutation that increases chance of having a daughter | ScienceDaily
Each year, roughly the same numbers of boys and girls are born.


						
But in individual families, some couples have four or more daughters and no sons, and some have all male children and no female children, points out University of Michigan evolutionary geneticist Jianzhi Zhang. This has led some scientists to question whether this skewed sex ratio is a result of the genes of the parents.

Now, Zhang and U-M doctoral student Siliang Song have detected a human genetic variant that influences the sex ratio of children. Additionally, they found that many hidden genetic variants of sex ratio may exist in human populations. Their results are published in the Proceedings of the Royal Society B: Biological Sciences.

"Scientists have been pondering and researching a genetic basis for sex ratio for decades, yet no unambiguous evidence for a genetic variation that alters the human sex ratio from an approximately 50:50 ratio has been found," said Zhang, professor of ecology and evolutionary biology.

Zhang says this has led some scientists to think that the human sex ratio is not subject to mutation.

"But this scenario seems unlikely, because almost all human characteristics are subject to mutation and genetic variation," he said. "Instead, we think genetic variation of sex ratio is too difficult to detect because sex ratio is not measured precisely."

That is, each person typically has a very small number of children, which can lead to large errors in the estimation of the true sex ratio of a person's children. For example, if a person only has one child, the estimated sex ratio would be either zero (if it's a girl) or 1 (if it's a boy) even if the true sex ratio is 0.5.




To detect genetic influence on sex ratio, the researchers realized they needed a much larger sample than in all previous studies. They turned to the UK Biobank, a biomedical database that contains the genetic and phenotypic information of about 500,000 British participants.

Analyzing this data, the researchers identified a single nucleotide change named rs144724107 that is associated with a 10% increase in the probability of giving birth to a girl as opposed to a boy. But this nucleotide change is rare among the UK Biobank participants: About 0.5% of the participants carry this change. The nucleotide change is located near a gene named ADAMTS14, which is a member of the ADAMTS gene family known to be involved in spermatogenesis and fertilization. The researchers also note that their discovery has not yet been confirmed in other samples.

The researchers also identified two genes, called RLF and KIF20B, that may also influence the sex ratio.

The study's findings align with a theory in evolutionary biology called the Fisher's principle, after British statistician and population geneticist Ronald Fisher. Fisher's principle states that natural selection favors the genetic variant that increases the births of the rare sex. That is, if fewer males than females are born in a population, natural selection favors genetic variants that increase the number of males born, and vice versa. As a result, this selection yields a more or less even sex ratio in the population

"For Fisher's principle to work, there must be mutations that influence the sex ratio," Zhang said. "The fact that no genetic variation on human sex ratio had been identified has led some scientists to question the applicability of Fisher's principle in humans.

"Our study shows that in fact, human data are consistent with Fisher's principle and the reason no genetic variants of sex ratio had been discovered was the imprecision of the measure of a person's offspring sex ratio."

Zhang and Song say although they focused on human sex ratio, there are practical applications for their findings for animal husbandry.




"In agriculture, one sex -- mostly females -- is often of substantially larger economic values than the other. For example, hens are valued for egg production and female cows for milk production. Individuals of lower economic value, mostly males, are usually killed soon after birth," Zhang said. "Finding genetic variants in farm animals with effects as large as that computed for humans rs144724107 would likely bring huge profits and contribute to animal welfare."

Next, the researchers hope to verify their findings in other samples -- not an easy task, Zhang says, because of the large sample size requirement and the rareness of the identified genetic variant.

The research was sponsored by the U.S. National Institutes of Health.
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Plastic pollution harms bees, review finds | ScienceDaily
Nano- and microplastic particles (NMP) are increasingly polluting urban and rural landscapes, where bees and other beneficial insects come into contact with them. If insects ingest plastic particles from food or the air, it can damage their organs and cause changes in their behaviour, preventing them from properly performing ecosystem services such as pollination and pest control. Plastic pollution thus poses considerable risks to biodiversity, agricultural production, and global food security. These are the main findings of a new review in the journal Nature Communications, which was conducted by an international team including researchers from the University of Freiburg.


						
Plastic from films, fertilizers, water, and the air ends up on farmland

Microplastic particles are between one micrometre and five millimetres in size; still smaller particles are referred to as nanoplastics. Whereas the harmful effects of NMP in water and for individual species are well documented, there have as yet been no systematic reviews on how the particles affect agricultural ecosystems. To fill this gap, the authors of the review summarized 21 already published individual studies for the first time. They were interested particularly in the question of how pollinator insects and other beneficial insects come into contact with NMP and what consequences the ingestion of the particles has for them, as well as for the ecosystems that are dependent on them and for agricultural production.

In this way, the researchers first succeeded in identifying different sources from which NMP end up on agricultural land, including plastic films, fertilizers, polluted water, and atmospheric depositions. The plastic particles accumulate in the soil, and pollinators and beneficial insects that are important for pest control ingest them from the air and food or use them to build nests.

Damage to bees could lead to a decline in agricultural production

The authors of the study establish that the bees' ingestion of NMP leads, for example, to damage to their digestive system, to a weakening of their immune system, and to changes in their behaviour. This makes the bees more susceptible to diseases, possibly causing them to pollinate plants less effectively. 'We find microplastic in the gut of bees and see how wild bees use plastic to build nests. We therefore urgently need to investigate what interaction this has with other stressors, such as climate change, for the bees and their pollination services', says Prof. Dr. Alexandra-Maria Klein, co-author of the study and professor for nature conservation and landscape ecology at the University of Freiburg. A decline in pollination services has a negative effect on crop yield. Thus, plastic pollution could further aggravate existing uncertainties in the global food supply, the researchers warn.

Interactions with other environmental stressors exacerbate the problem

In addition, NMP also exacerbate the threats posed by other environmental stressors, such as pesticides, chemical pollution, fungi, and pathogens. For example, some areas become 'hotspots', where plastic particles interact with harmful viruses. As a result of such interactions, NMP could have serious effects on pollinators and thus on the stability of the food system.

However, the researchers also emphasize the limitations of their review. For example, only little data is available on important pollinators and beneficial insects like bumblebees and ladybirds. In addition, the current data doesnot allow for a differentiated account of the effects of different sizes and amounts of NMP. Researchers urgently need to conduct further studies to better understand the growing problem of plastic pollution and find solutions to it. 'It is already clear today, however, that there is a pressing need for political control of plastic pollution', says Klein.

The study included researchers from Westlake University (Hangzhou, China), Zhejiang University, (Hangzhou, China), Fudan University (Shanghai, China), and the Universities of Freiburg and Tubingen.
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Uncovering a way for pro-B cells to change trajectory | ScienceDaily
Development of B cells, white blood cells that make antibodies, follows a progression of stages: common lymphoid progenitors, pre-pro-B cells, pro-B cells, pre-B cells, immature B cells, and then more mature and specialized B cells. By the time the development hits the pro-B stage, the cell is fated to stay a B cell rather than another type of cell.


						
But researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that knockout of YY1in pro-B cells impairs this lineage commitment, enabling unusual plasticity in blood cell formation. YY1 is a ubiquitous transcription factor that is capable of both activation and repression functions and plays significant roles in cell proliferation and replication, DNA repair, and the development of embryos.

They found that YY1 knockout pro-B cells can generate T lineage cells -- which help B cells produce antibodies -- in vitro and in a mouse model. Their findings are published in the journal Genes & Development.

"The data has come out better than my wildest fantasy," says senior author Michael Atchison, professor of biomedical sciences at Penn Vet. He says of YY1, "Since it's expressed everywhere and it's involved with so many lineages, the potential for regenerative medicine is quite high."

He envisions the ability to temporarily knock down YY1, push cells in another direction, and then remove the block so now there is a new lineage. Muscle cells, for example, could be reimplanted into a patient with a muscle disease.

"Although B cell lineage plasticity has been observed following knockout of several lineage-specific transcription factors," the authors write, "YY1 is unique in being a ubiquitous transcription factor expressed in all cell types suggesting a potentially universal mechanism of lineage commitment."

Atchison says that, just after he came to Penn Vet as an assistant professor in 1989, one of his graduate students cloned YY1. It was a time when it was shocking that a transcription factor could activate some genes while repressing the expression of others, he says. Several labs published on this simultaneously more than 30 years ago, and another researcher named the transcription factor Yin Yang 1 because of this dual function.




Atchison says the basis for this paper began nearly a decade ago, with a former postdoctoral researcher who, looking at RNA sequencing data, had the idea that YY1 knockout pro-B cells could turn into T cells. Sarmistha Banerjee, first author on the paper, took over this work as a senior research investigator at Penn.

The researchers eliminated YY1 with Mb1-driven CRE. CRE is a protein that can delete DNA and Mb1 is a promoter that drives expression of CRE in pro-B cells.

"We saw this transition happening from B to T and thought it would be a gradual transition, but there were a few weird-looking genes that were expressed in the mature T cells that developed," Atchison says. Co-author Joshua Rhoades, a bioinformatician, suggested doing single-cell RNA sequencing, which Atchison says "turned out to be really transformative. Then we saw all these other cell types coming up."

The sequencing data showed that as YY1 knockout pro-B cells developed in culture, 85% identified as monocytic or dendritic cells, which are involved in the presentation of antigens to B and T cells to mount an immune response, while only 3% identified as T cells. But incubation for three weeks resulted in the downregulation of most of these alternative lineage genes and increased expression of T lineage genes.

"A very useful, insightful, and unexpected finding was that while we were pushing these B cells to T cells, in the appropriate T cell environment, we observed that during this transition (midway) they were making a lot of other cell types," says co-author Sarah Naiyer, a research associate in immunology at Penn. She says, "Because we showed that Notch, a receptor in a highly conserved cell signaling pathway, was involved in the process, this could mean that it's the gradient of Notch signaling that is required to make these other cell types during the early phase while also inhibiting their differentiation during later stages, pushing them to T cells."

Atchison says it was satisfying to then see these results replicated in vivo. "It's coming out pretty close to what we fantasized about how the genome has changed when you knock out YY1 and why that allows the cells to be less committed to one lineage and able to be pushed into another direction," he says.




Looking forward, the mountain of data the team amassed "can be mined for a long time to look at what's happening when you knock out YY1," Atchison says. "We've looked at a small handful of genes, but there's 20,000 genes in the genome, and there's a lot we can do just with the data we have."

Another avenue of research would be to see how well YY1 knockout works in other cell types and tissues, and another would be to see if the T cells could yet still move to another lineage.

Michael Atchison is a professor in the Department of Biomedical Sciences, director of the VMD-Ph.D. Program, and director of the NIH/Boehringer-Ingelheim Summer Research Program at the University of Pennsylvania School of Veterinary Medicine.

Sarmistha Banerjee is a former researcher in the Atchison Lab at Penn Vet.

Sarah Naiyer is a research associate in immunology at Penn Vet.

Joshua Rhoades is a bioinformatician at Penn Vet.

The other co-authors are Penn Vet's Nasreen Bano, Dawei Dong, Suchita Hodawadekar, and Sulagna Sanyal; and David Allman and Anupam Banerjee of the Department of Pathology and Laboratory Medicine at the Perelman School of Medicine.

This work was supported by the National Institutes of Health (grants R01AI162879, R01AI155540, R01AI139123, and R01AI175185) and an Aspire award from the Mark Foundation for Cancer Research.
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Human skin map gives 'recipe' to build skin and could help prevent scarring | ScienceDaily
For the first time, researchers have created a single cell atlas of prenatal human skin to understand how skin forms, and what goes wrong in disease.


						
Researchers from the Wellcome Sanger Institute, Newcastle University and their collaborators used single cell sequencing and other genomics techniques to create the atlas and uncover how human skin, including hair follicles, is formed. These insights could be used to create new hair follicles in regenerative medicine and skin transplants for burn victims.

In the study, published today (16 October) in Nature, the team also created a 'mini organ' of skin in a dish with the ability to grow hair. Using the organoid, they showed how immune cells play an important role in scarless skin repair, which could lead to clinical applications to prevent scarring after surgery, or scarless healing after wounding.

As part of the Human Cell Atlas1, which is mapping all cell types in the human body to transform understanding of health and disease, the researchers provide a molecular 'recipe' to build skin and a new organoid model to study congenital skin diseases.

Skin is the largest organ of the human body, measuring on average two square metres. It provides a protective barrier, regulates our body temperature and can regenerate itself. Skin develops in the sterile environment of the womb, with all hair follicles formed before birth -- there is follicle cycling after birth, but no new follicles are made. Before birth, skin has the unique ability to heal without scarring.

It has been very difficult to study how the human skin develops, as animal models have key differences. As part of the Human Cell Atlas, a team of researchers is focused on studying how human skin is built. Understanding how skin develops, where cells are in space and time, and the role of genetics will help reveal how specific mutations cause congenital skin disorders, such as blistering disorders and scaly skin.

In this new study, researchers at the Wellcome Sanger Institute, Newcastle University and their collaborators created the first single cell and spatial atlas of human prenatal skin.




The team used samples of prenatal skin tissue2, which they broke down to look at individual cells in suspension, as well as cells in place within the tissue. Scientists used cutting-edge single-cell sequencing and spatial transcriptomics3 to analyse individual cells in space and time, and the cellular changes that regulate skin and hair follicle development. They described the steps that outline how human hair follicles are formed and identified differences from mouse hair follicles.

Using adult stem cells4, the researchers also created a 'mini organ' of skin in a dish, known as an organoid, with the ability to grow hair. They compared the molecular characteristics of skin organoids with prenatal skin and found the skin organoid model more closely resembled prenatal skin than adult skin.

The team found that blood vessels did not form in the skin organoid as well as prenatal skin. By adding immune cells known as macrophages to the organoid, they discovered the macrophages promoted the formation of blood vessels, and the team undertook 3D imaging to assess blood vessel formation within the tissue.

It's known that these immune cells protect the skin from infection. However, this is the first time that macrophages have been shown to play a key role in the formation of human skin during early development by supporting the growth of blood vessels. This offers an option to improve vascularisation of other tissue organoids.

The team also analysed differences in cell types between prenatal skin and adult skin. They show how macrophages play an important role in scarless skin repair in prenatal skin, which could lead to clinical applications to avoid scarring after surgery or wounding.

As a result of this study, the team provides a molecular 'recipe' for how human skin is built and how hair follicles form. These insights could be used in the creation of new hair follicles for regenerative medicine, such as for skin transplants for burn victims, or those with scarring alopecia.




The prenatal human skin atlas will also be used to identify in which cells the genes are active, or expressed, that are known to cause congenital hair and skin disorders, such as blistering disorders and scaly skin. The researchers found that genes involved in these disorders are expressed in prenatal skin, meaning they originate in utero. The skin organoids created in this study offer a new, accurate model for studying these diseases.

Dr Elena Winheim, co-first author from the Wellcome Sanger Institute, said: "With our prenatal human skin atlas, we've provided the first molecular 'recipe' for making human skin and uncovered how human hair follicles are formed before birth. These insights have amazing clinical potential and could be used in regenerative medicine, when offering skin and hair transplants, such as for burn victims or those with scarring alopecia."

Dr Hudaa Gopee, co-first author from Newcastle University, said: "We're excited to have made a skin organoid model that grows hair. In this process, we uncovered a new, important role of immune cells in promoting the growth of blood vessels in developing skin tissue, which could help improve other organoid models. These immune cells, called macrophages, also appear to play a key part in scarless skin repair in prenatal skin. Our findings could inform clinical advances to avoid scarring after surgery."

Professor Muzlifah Haniffa, co-lead author and Interim Head of Cellular Genetics at the Wellcome Sanger Institute, said: "Our prenatal human skin atlas and organoid model provide the research community with freely available tools to study congenital skin diseases and explore regenerative medicine possibilities. We are making exciting strides towards creating the Human Cell Atlas, understanding the biological steps of how humans are built, and investigating what goes wrong in disease."
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New app performs real-time, full-body motion capture with a smartphone | ScienceDaily
Northwestern University engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors.


						
Instead, it requires a simple mobile device.

Called MobilePoser, the new system leverages sensors already embedded within consumer mobile devices, including smartphones, smart watches and wireless earbuds. Using a combination of sensor data, machine learning and physics, MobilePoser accurately tracks a person's full-body pose and global translation in space in real time.

"Running in real time on mobile devices, MobilePoser achieves state-of-the-art accuracy through advanced machine learning and physics-based optimization, unlocking new possibilities in gaming, fitness and indoor navigation without needing specialized equipment," said Northwestern's Karan Ahuja, who led the study. "This technology marks a significant leap toward mobile motion capture, making immersive experiences more accessible and opening doors for innovative applications across various industries."

Ahuja's team will unveil MobilePoser on Oct. 15, at the 2024 ACM Symposium on User Interface Software and Technology in Pittsburgh. "MobilePoser: Real-time full-body pose estimation and 3D human translation from IMUs in mobile consumer devices" will take place as a part of a session on "Poses as Input."

An expert in human-computer interaction, Ahuja is the Lisa Wissner-Slivka and Benjamin Slivka Assistant Professor of Computer Science at Northwestern's McCormick School of Engineering, where he directs the Sensing, Perception, Interactive Computing and Experience (SPICE) Lab.

Limitations of current systems

Most movie buffs are familiar with motion-capture techniques, which are often revealed in behind-the-scenes footage. To create CGI characters -- like Gollum in "Lord of the Rings" or the Na'vi in "Avatar" -- actors wear form-fitting suits covered in sensors, as they prowl around specialized rooms. A computer captures the sensor data and then displays the actor's movements and subtle expressions.




"This is the gold standard of motion capture, but it costs upward of $100,000 to run that setup," Ahuja said. "We wanted to develop an accessible, democratized version that basically anyone can use with equipment they already have."

Other motion-sensing systems, like Microsoft Kinect, for example, rely on stationary cameras that view body movements. If a person is within the camera's field of view, these systems work well. But they are impractical for mobile or on-the-go applications.

Predicting poses

To overcome these limitations, Ahuja's team turned to inertial measurement units (IMUs), a system that uses a combination of sensors -- accelerometers, gyroscopes and magnetometers -- to measure a body's movement and orientation. These sensors already reside within smartphones and other devices, but the fidelity is too low for accurate motion-capture applications. To enhance their performance, Ahuja's team added a custom-built, multi-stage artificial intelligence (AI) algorithm, which they trained using a publicly available, large dataset of synthesized IMU measurements generated from high-quality motion capture data.

With the sensor data, MobilePoser gains information about acceleration and body orientation. Then, it feeds this data through AI algorithm, which estimates joint positions and joint rotations, walking speed and direction, and contact between the user's feet and the ground.

Finally, MobilePoser uses a physics-based optimizer to refine the predicted movements to ensure they match real-life body movements. In real life, for example, joints cannot bend backward, and a head cannot rotate 360 degrees. The physics optimizer ensures that captured motions also cannot move in physically impossible ways.




The resulting system has a tracking error of just 8 to 10 centimeters. For comparison, the Microsoft Kinect has a tracking error of 4 to 5 centimeters, assuming the user stays within the camera's field of view. With MobilePoser, the user has freedom to roam.

"The accuracy is better when a person is wearing more than one device, such as a smartwatch on their wrist plus a smartphone in their pocket," Ahuja said. "But a key part of the system is that it's adaptive. Even if you don't have your watch one day and only have your phone, it can adapt to figure out your full-body pose."

Potential use cases

While MobilePoser could give gamers more immersive experiences, the new app also presents new possibilities for health and fitness. It goes beyond simply counting steps to enable the user to view their full-body posture, so they can ensure their form is correct when exercising. The new app also could help physicians analyze patients' mobility, activity level and gait. Ahuja also imagines the technology could be used for indoor navigation -- a current weakness for GPS, which only works outdoors.

"Right now, physicians track patient mobility with a step counter," Ahuja said. "That's kind of sad, right? Our phones can calculate the temperature in Rome. They know more about the outside world than about our own bodies. We would like phones to become more than just intelligent step counters. A phone should be able to detect different activities, determine your poses and be a more proactive assistant."

To encourage other researchers to build upon this work, Ahuja's team has released its pre-trained models, data pre-processing scripts and model training code as open-source software. Ahuja also says the app will soon be available for iPhone, AirPods and Apple Watch.
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NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle | ScienceDaily
In a teleconference with reporters on Tuesday, representatives from NASA, the National Oceanic and Atmospheric Administration (NOAA), and the international Solar Cycle Prediction Panel announced that the Sun has reached its solar maximum period, which could continue for the next year.


						
The solar cycle is a natural cycle the Sun goes through as it transitions between low and high magnetic activity. Roughly every 11 years, at the height of the solar cycle, the Sun's magnetic poles flip -- on Earth, that'd be like the North and South poles swapping places every decade -- and the Sun transitions from being calm to an active and stormy state.

NASA and NOAA track sunspots to determine and predict the progress of the solar cycle -- and ultimately, solar activity. Sunspots are cooler regions on the Sun caused by a concentration of magnetic field lines. Sunspots are the visible component of active regions, areas of intense and complex magnetic fields on the Sun that are the source of solar eruptions.

"During solar maximum, the number of sunspots, and therefore, the amount of solar activity, increases," said Jamie Favors, director, Space Weather Program at NASA Headquarters in Washington. "This increase in activity provides an exciting opportunity to learn about our closest star -- but also causes real effects at Earth and throughout our solar system."

Solar activity strongly influences conditions in space known as space weather. This can affect satellites and astronauts in space, as well as communications and navigation systems -- such as radio and GPS -- and power grids on Earth. When the Sun is most active, space weather events become more frequent. Solar activity has led to increased aurora visibility and impacts on satellites and infrastructure in recent months.

During May 2024, a barrage of large solar flares and coronal mass ejections (CMEs) launched clouds of charged particles and magnetic fields toward Earth, creating the strongest geomagnetic storm at Earth in two decades -- and possibly among the strongest displays of auroras on record in the past 500 years.

"This announcement doesn't mean that this is the peak of solar activity we'll see this solar cycle," said Elsayed Talaat, director of space weather operations at NOAA. "While the Sun has reached the solar maximum period, the month that solar activity peaks on the Sun will not be identified for months or years."

Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots during this period. Scientists anticipate that the maximum phase will last another year or so before the Sun enters the declining phase, which leads back to solar minimum. Since 1989, the Solar Cycle Prediction Panel -- an international panel of experts sponsored by NASA and NOAA -- has worked together to make their prediction for the next solar cycle.




Solar cycles have been tracked by astronomers since Galileo first observed sunspots in the 1600s. Each solar cycle is different -- some cycles peak for larger and shorter amounts of time, and others have smaller peaks that last longer.

"Solar Cycle 25 sunspot activity has slightly exceeded expectations," said Lisa Upton, co-chair of the Solar Cycle Prediction Panel and lead scientist at Southwest Research Institute in San Antonio, Texas. "However, despite seeing a few large storms, they aren't larger than what we might expect during the maximum phase of the cycle."

The most powerful flare of the solar cycle so far was an X9.0 on Oct. 3 (X-class denotes the most intense flares, while the number provides more information about its strength).

NOAA anticipates additional solar and geomagnetic storms during the current solar maximum period, leading to opportunities to spot auroras over the next several months, as well as potential technology impacts. Additionally, though less frequent, scientists often see fairly significant storms during the declining phase of the solar cycle.

NASA and NOAA are preparing for the future of space weather research and prediction. In December 2024, NASA's Parker Solar Probe mission will make its closest-ever approach to the Sun, beating its own record of closest human-made object to the Sun. This will be the first of three planned approaches for Parker at this distance, helping researchers to understand space weather right at the source.

NASA is launching several missions over the next year that will help us better understand space weather and its impacts across the solar system.




Space weather predictions are critical for supporting the spacecraft and astronauts of NASA's Artemis campaign. Surveying this space environment is a vital part of understanding and mitigating astronaut exposure to space radiation.

NASA works as a research arm of the nation's space weather effort. To see how space weather can affect Earth, please visit NOAA's Space Weather Prediction Center, the U.S. government's official source for space weather forecasts, watches, warnings, and alerts:

https://www.spaceweather.gov/
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Machine learning analysis sheds light on who benefits from protected bike lanes | ScienceDaily
A new analysis from University of Toronto Engineering researchers leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit?


						
"Right now, some people have really good access to protected biking infrastructure: they can bike to work, to the grocery store or to entertainment venues," says Madeleine Bonsma-Fisher, a postdoctoral fellow in the Department of Civil & Mineral Engineering and lead author of a new paper published in the Journal of Transport Geography.

"More lanes could increase the number of destinations they can reach, and previous work shows that will increase the number of cycle trips taken.

"However, many people have little or no access to protected cycling infrastructure at all, limiting their ability to get around. This raises a question: is it better to maximize the number of connected destinations and potential trips overall, or is it more important to focus on maximizing the number of people who can benefit from access to the network?"

Bonsma-Fisher and her team -- including her co-supervisors, Professors Shoshanna Saxe and Timothy Chan, and PhD student Bo Lin -- use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

"This kind of optimization problem is what's called an NP-hard problem, which means that the computing power needed to solve it scales very quickly along with the size of the network," says Saxe.

"If you used a traditional optimization algorithm on a city the size of Toronto, everything would just crash. But PhD student Bo Lin invented a really cool machine learning model that can consider millions of combinations of over 1,000 different infrastructure projects to test what are the most impactful places to build new cycling infrastructure."

Using Toronto as a stand-in for any large, automobile-oriented North American city, the team generated maps of future bike lane networks along major streets, optimized according to two broad types of strategies.




The first, which they called the utilitarian approach, focused on maximizing the number of trips that could be taken using only routes with protected bike lanes in under 30 minutes -- without regard for who those trips were taken by.

The second, which they termed equity-based, aimed to maximize the number of people who had at least some connection to the network.

"If you optimize for equity, you get a map that is more spread out and less concentrated in the downtown areas," says Bonsma-Fisher.

"You do get more parts of the city that have a minimum of accessibility by bike, but you also get a somewhat smaller overall gain in average accessibility."

"There is a trade-off there," says Saxe.

"This trade-off is temporary, assuming we will eventually have a full cycling network across the city, but it is meaningful for how we do things in the meantime and could last a long time given ongoing challenges to building cycling infrastructure."

Another key finding was that there are some routes that appeared to be essential no matter what strategy was pursued.




"For example, the bike lanes along Bloor West show up in all of the scenarios," says Saxe.

"Those bike lanes benefit even people who don't live near them and are a critical trunk to maximizing both the equity and utility of the bike network. Their impact is so consistent across models that it challenges the idea that bike lanes are a local issue, affecting only the people close by. Optimized infrastructure repeatedly turns out in our model to serve neighbourhoods quite a distance away.

The team is already sharing their data with Toronto's city planners to help inform ongoing decisions about infrastructure investments. Going forward, the team hopes to apply their analysis to other cities as well.

"No matter what your local issues, or what choices you end up making, it's really important to have a clear understanding of what goals you are aiming for and check if you are meeting them," says Bonsma-Fisher.

"This kind of analysis can provide an evidence-based, data-driven approach to answering these tough questions."
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New research reveals how large-scale adoption of electric vehicles can improve air quality and human health | ScienceDaily
A new study from the University of Toronto's Department of Civil & Mineral Engineering suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits.


						
The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050.

Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running into the tens of billions of dollars.

"When researchers examine the impacts of EVs, they typically focus on climate change in the form of mitigating CO2 emissions," says Professor Marianne Hatzopoulou, one of the co-authors of the study, which is published in PNAS. 

"But CO2 is not the only thing that comes out of the tailpipe of an internal combustion vehicle. They produce many air pollutants that have a significant, quantifiable impact on public health. Furthermore, evidence shows that those impacts are disproportionately felt by populations that are low-income, racialized or marginalized."

Other members of the team include lead author and postdoctoral fellow Jean Schmitt, Professors Daniel Posen and Heather Maclean, and Amir F.N. Abdul-Manan of Saudi Aramco's Strategic Transport Analysis Team.

Members of this team had previously used their expertise in life-cycle assessment to build computer models that simulated the impact of large-scale EV adoption in the U.S. market.




Among other things, they showed that while EV adoption will have a positive impact on climate change, it is not sufficient on its own to meet the Paris Agreement targets. They recommended that EV adoption be used in combination with other strategies, such as investments in public transit, active transportation and higher housing density.

In their latest study, the team wanted to account for the non-climate benefits of EV adoption. They adapted their models to simulate the production of air pollutants that are common in fossil fuel combustion, such as nitrogen oxides, sulphur oxides and small particles known as PM2.5.

"Modelling these pollutants is very different from modelling CO2, which lasts for decades and ends up well-mixed throughout the atmosphere," says Posen.

"In contrast, these pollutants, and their associated health impacts, are more localized. It matters not only how much we are emitting, but also where we emit them."

While EVs do not produce any tailpipe emissions, they can still be responsible for air pollution if the power plants that supply them run on fossil fuels such as natural gas or coal. This also has the effect of displacing air pollution from busy highways to the communities that live near those power plants.

Another complication is that neither the air pollution from the power grid nor that from internal combustion vehicles is expected to stay constant over time.




"Today's gasoline-powered cars produce a lot less pollution than those that were built 20 years ago, many of which are still on the road," says Schmitt.

"So, if we want to fairly compare EVs to internal combustion vehicles, we have to account for the fact that air pollution will still go down as these older vehicles get replaced. We can also see that the power grid is getting greener over time, as more renewable generation gets installed."

In the model, the team chose two main scenarios to simulate out to the year 2050. In the first, they assumed that no more EVs will be built, but that older internal combustion vehicles will continue to be replaced with newer more efficient ones.

In the second, they assumed that by 2035, all new vehicles sold will be electric. The researchers described this as "aggressive," but it is in line with the stated intentions of many countries. For example, Norway plans to eliminate sales of non-electric vehicles next year, and Canada plans to follow suit by 2035.

For each of these scenarios, they also considered various rates for the transition of the electric grid to low-emitting and renewable energy sources, i.e., whether it stays roughly the same as the current rate, slows down, or accelerates over the next couple of decades.

Under each of these sets of conditions, the team simulated levels of air pollution across the United States. They then used established calculations commonly used by epidemiologists, actuaries and government policy analysts to correlate these pollution levels with statistical estimates of the number of years of life lost, as well as with estimates of economic value.

"Our simulation shows that the cumulative public health benefits of large-scale EV adoption between now and 2050 could run into the hundreds of billions of dollars," says Posen.

"That's significant, but another thing we found is that we only get these benefits if the grid continues to get greener. We are already transitioning away from fossil fuel power generation, and it's likely to continue in the future. But for the sake of argument, we modelled what would happen if we artificially freeze the grid in its current state. In that case, we'd actually be better off simply replacing our old internal combustion vehicles with new ones -- but again, this is not a very realistic scenario."

This finding raises another question: is it more important to decarbonize the transportation sector through EV adoption, or to first decarbonize the power generation sector, which is the ultimate source of pollution associated with EVs?

"To that I would say that it's important to remember that the vehicles being sold today will continue to be used for decades," says Hatzopoulou.

"If we buy more internal combustion vehicles now, however efficient they may be, we will be locking ourselves into those tailpipe emissions for years to come, and they will spread that pollution everywhere there are roads.

"We still need to decarbonize the power generation system -- and we are -- but we should not wait until that process is complete to get more EVs on the road. We need to start on the path to a healthier future today."
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Good physical fitness from childhood protects mental health | ScienceDaily
A recent Finnish study has found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%-30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.


						
In a study by the Faculty of Sport and Health Sciences at the University of Jyvaskyla and the Institute of Biomedicine at the University of Eastern Finland, the physical fitness of 241 adolescents was followed from childhood to adolescence for eight years. The study showed that better cardiorespiratory fitness and improvements in it from childhood to adolescence were associated with fewer stress and depressive symptoms in adolescence.

Additionally, the study found that better motor fitness from childhood to adolescence was associated with better cognitive function and fewer stress and depressive symptoms. However, the association between motor fitness and depressive symptoms was weaker than the one between cardiorespiratory fitness and depressive symptoms. Screen time measured in adolescence partly explained the associations of cardiorespiratory fitness and motor fitness with mental health.

These findings advocate for investment in physical fitness early in life as a potential strategy for mitigating mental health and cognitive issues in adolescence.

"The concern about the declining physical fitness in children and adolescents is real. However, the focus has been on physical health," says Eero Haapala, Senior Lecturer of Sports and Exercise Medicine at the Faculty of Sport and Health Sciences, University of Jyvaskyla.

"Our results should encourage policymakers as well as parents and guardians to see the significance of physical fitness more holistically, as poor physical fitness can increase mental health challenges and impair cognitive skills needed for learning."

"The whole of society should support physical fitness development in children and adolescents by increasing physical activity participation at school, during leisure time, and in hobbies," emphasises Haapala.

This study is based on longitudinal data from the ongoing Physical Activity and Nutrition in Children (PANIC) studyconducted at the Institute of Biomedicine, University of Eastern Finland, and led by Professor Timo Lakka. The study followed the physical fitness of 241 individuals for eight years, from childhood to adolescence. Mental health assessments were conducted during adolescence. The study was published in Sports Medicine.

The PANIC Study is part of the Metabolic Diseases Research Community at the University of Eastern Finland. The research community is dedicated to investigating major cardiometabolic diseases. By leveraging genetics, genomics, translational research, and lifestyle interventions, the community aims to provide robust evidence on disease mechanisms and advance early diagnosis, prevention, and personalized treatment. The research community consists of 20 research groups, spanning basic research to patient care.
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Seven new frog species discovered in Madagascar: Sounds like something from Star Trek | ScienceDaily
An international team of researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.


						
If you think all frogs croak, you'd be wrong. Seven newly discovered species from the tree frog genus Boophis, found across the rainforests of Madagascar, emit special bird-like whistling sounds in their communication with other frogs.

These whistling sounds reminded the research team, led by Professor Miguel Vences of the Technische Universitat Braunschweig, Germany, of Star Trek, where similar whistle-like sound effects are frequently used.

"That's why we named the frogs after Kirk, Picard, Sisko, Janeway, Archer, Burnham, and Pike -- seven of the most iconic captains from the sci-fi series," says Professor Vences.

"Not only do these frogs sound like sound-effects from Star Trek, but it seems also fitting that to find them, you often have to do quite a bit of trekking! A few species are found in places accessible to tourists, but to find several of these species, we had to undertake major expeditions to remote forest fragments and mountain peaks. There's a real sense of scientific discovery and exploration here, which we think is in the spirit of Star Trek," explains Assistant Professor Mark D. Scherz from the Natural History Museum of Denmark at the University of Copenhagen, who was senior author on the study.

To Drown Out the Sound of Water

The otherworldly calls of these frogs are known as "advertisement calls" -- a type of self-promotion that, according to the researchers, may convey information about the male frog's suitability as a mate to females. This particular group live along fast-flowing streams in the most mountainous regions of Madagascar -- a loud background that may explain why the frogs call at such high pitches.




For fans of Star Trek, some of the frog calls might remind them of sounds from the so-called 'boatswain whistle' and a device called the 'tricorder.' To others, they might sound like a bird or an insect.

"If the frogs just croaked like our familiar European frogs, they might not be audible over the sound of rushing water from the rivers they live near. Their high-pitched trills and whistles stand out against all that noise," explains Dr Jorn Kohler, Senior Curator of Vertebrate Zoology at the Hessisches Landesmuseum Darmstadt, Germany, who played a key role in analyzing the calls of the frogs.

"The appearance of the frogs has led to them being confused with similar species until now, but each species makes a distinctive series of these high-pitched whistles, that has allowed us to tell them apart from each other, and from other frogs," he says.

The calls also lined up with the genetic analysis the team performed.

Vulnerable to Climate Change

Madagascar is renowned for its immense biodiversity, and research in its rainforests continues to uncover hidden species, making it a true paradise for frogs. Madagascar, an island roughly the size of France, is home to about 9% of all the world's frog species.

"We've only scratched the surface of what Madagascar's rainforests have to offer. Every time we go into the forest, we find new species, and just in terms of frogs, there are still several hundred species we haven't yet described," says Professor Andolalao Rakotoarison of the Universite d'Itasy in Madagascar. Just in the last ten years, she and the rest of this team have described around 100 new species from the island.

The researchers behind the discovery hope that this new knowledge will strengthen conservation efforts in Madagascar's rainforests. The species often live in close geographic proximity but at different altitudes and in different microhabitats. This division makes them particularly vulnerable to changes in climate or the environment.

Thus, the research team urges greater awareness around the conservation of Madagascar's biodiversity to ensure that these unique species and their habitats are preserved for the future. But they also hope to continue exploring, to seek out new species in forests where no scientist has gone before.
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New temperatures in two thirds of key tropical forest | ScienceDaily
Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.


						
KBAs identify the most important places on Earth for species and their habitats.

The new study -- by Exeter, Manchester Metropolitan and Cambridge universities -- assessed 30 years of temperature conditions below the forest canopy in KBAs in tropical forests worldwide.

It found that 66% of KBAs in tropical forests have recently transitioned to new "temperature regimes" (more than 40% of temperature measurements being outside the range previously recorded there).

The remaining 34% are not yet seeing new temperature regimes -- and the researchers suggest these places may be vital refuges for biodiversity.

The paper is published ahead of the United Nations Biodiversity Conference (COP16) in Colombia, which begins on October 21.

"Beneath the canopy of tropical forests, a wealth of biodiversity exists in a very stable climate," said Dr Brittany Trew, from the Environment and Sustainability Institute on Exeter's Penryn Campus in Cornwall.




"As such, species there are at particularly high risk from new annual temperature regimes because they have evolved under a narrow range of conditions. They may only be able to tolerate a small margin of warming above what they're used to."

The Post-2020 Global Biodiversity Framework includes a draft target that at least 30% of land area globally is conserved by 2030 -- and specifically identifies KBAs as a core priority for this.

Dr Alexander Lees, Reader in Biodiversity at Manchester Metropolitan University, said: "The amount of political and economic capital dedicated to safeguarding biodiversity is woefully inadequate.

"Our findings show that the painful process of conservation triage -- selecting new protected areas -- must therefore consider the impact of ongoing climate changes on those sites in prioritisation assessments."

KBAs do not automatically receive formal protection -- this is decided by national governments in the areas identified.

The paper highlights that -- of the 34% of tropical forest KBAs not seeing new temperature regimes -- more than half are not currently protected.




"We need 'climate-smart' policies that protect these vital refuges," Dr Trew said.

The researchers used temperature measurements, satellite data and a microclimate model to assess near-ground hourly temperatures across the world's tropical KBAs.

The proportion of KBAs in Africa and Latin America with new temperature regimes was particularly high (72% and 59%), while fewer KBAs across Asia and Oceania shifted to new temperatures (49%).

Some KBAs across Latin America (2.9%) -- and a small number in Asia and Oceania (0.4%) -- have recently transitioned to almost entirely new temperature regimes (more than 80% of temperature measurements outside the previous range.

In Latin America, these KBAs were all located in Ecuador, Colombia, Venezuela or Panama, with the tropical Andes particularly affected.

The paper, published in the journal Conservation Letters, is entitled: "Identifying climate-smart tropical Key Biodiversity Areas for protection in response to widespread temperature novelty."
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Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold | ScienceDaily

The study reveals that wildlife rangers, a critical component of global conservation efforts but often underutilised in scientific research, can play a pivotal role in the conservation science surrounding the world's most beloved big cat.

Rangers are effective at monitoring lions and are an underutilised resource

The study showed rangers trained in search-encounter surveys (the scientific gold standard for lion monitoring) provided robust and cost-effective data on lion populations.

With 102 detections over 76 days, the lion density in the Murchison Falls Nile Delta was estimated at 13.91 lions per 100 km2, highlighting this area as a significant stronghold for lion conservation.

While rangers were often on the front lines of wildlife protection, they were rarely included in scientific research efforts.

This study is one of the first to demonstrate that rangers could effectively lead and contribute to data collection and population monitoring of threatened wildlife.




Their intimate knowledge of the landscapes and behaviour of target species make them invaluable champions for conservation.

Cost-effectiveness of rangers

One of the most striking results of the study was the cost efficiency of ranger-led surveys.

The cost of the ranger effort was 50% lower than using remote infrared camera traps, another popular method used for surveying big cats, showing that ranger-led initiatives could be a more sustainable and cost-effective method for monitoring lions in Africa.

Despite deploying 64 infrared camera traps, the cameras yielded only two usable detections for individual identification, suggesting that camera traps, in their current form, were not yet suitable for lion population monitoring.

Murchison's Nile Delta a critical lion stronghold

The study identified the Nile Delta within Murchison Falls National Park (Uganda's largest protected area) as a vital area for lion conservation.




The region supported high lion densities, despite significant pressures from poaching and oil exploration, making it a critical priority conservation area in the country.

Incorporate rangers' skills in future studies

By empowering rangers and focusing on protecting critical habitats such as the Nile Delta, we could ensure a future for Uganda's lions.

This study offered a useful case study for scaling up lion monitoring efforts across Africa, using the invaluable skills of rangers to safeguard these iconic predators.

The authors advocated for a broader adoption of incorporating the field skills of wildlife rangers to survey lions across Africa to ensure more consistent and reliable wildlife data, which was critical for adaptive conservation management.

Dr Alex Braczkowski, lead author: "Rangers are the unsung heroes of wildlife conservation, our co-authors, Lilian Namukose and Silva Musobozi, have worked for the Uganda Wildlife Authority for over a decade and their deeply intimate knowledge for where lions were in the Murchison landscape allowed us to get a good idea of the status of lions in this critical area. Our study shows bringing rangers into wildlife monitoring and census efforts could be immensely powerful for lions across Africa."

Mrs Lilian Namukose, Uganda Wildlife Authority ranger and co-author on the study: "This was the first scientific study of wildlife where I directly participated and my first entry point into science. Through rigorous training in three workshops across three national parks, we quickly learnt to incorporate lion data collection alongside our daily field duties. We are grateful to the Uganda Wildlife Authority for the opportunity to be involved in this work."

Mr Silva Musobozi, Uganda Wildlife Authority ranger and co-author on the study: "Rangers are arguably the closest group to wildlife on the ground and have good knowledge of animal behaviour. Through capacity building and training, rangers can be better incorporated into the scientific and management process." 

Mr Orin Cornille, field coordinator of the Volcanoes Safaris Partnership Trust and co-author on the study: "Incorporating Uganda Wildlife Authority Rangers allowed our broader research team to focus on other parts of this very large national park. Their field knowledge of lion behaviour meant a high sample size of great data."

Professor Duan Biggs, Associate Professor at Northern Arizona University and co-author on the study: "Our paper shows that by partnering with in-country conservation agencies and enabling local rangers - we can obtain a precise estimate of lion numbers at a fraction of the cost of other techniques."
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Climate change impacts internal migration worldwide | ScienceDaily
The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new IIASA-led study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.


						
While public discourses often focus on international migration, existing scientific evidence indicates that when climatic factors drive migration, it often results in short distance moves within national borders. However, there is a lack of scientific studies examining climate-induced internal migration across different countries. The new study, published in Nature Climate Change, used census microdata from 72 countries spanning the period from 1960 to 2016 to provide the first worldwide assessment of how environmental stress affects migration within national borders.

"Our analysis shows that internal migration -- which we defined as movement between subnational regions within a country -- increases in regions affected by drought and aridification, especially in hyper-arid and arid regions. The effects are most pronounced in agriculturally dependent and rural areas, where livelihoods are highly vulnerable to changing climate conditions. Many climate-induced migrants move to urban areas, contributing to the accelerated urbanization trends observed in numerous countries," explains lead author Roman Hoffmann, who leads the Migration and Sustainable Development Research Group at IIASA.

The analysis revealed regional differences in impacts. The effects of drought and aridification were, for example, found to be strongest in parts of Africa, the Middle East, South America, South Asia, and Southern Europe, where agricultural livelihoods are prevalent and the climate is already dry. In these regions, the combination of economic hardship and environmental challenges creates strong incentives for migration.

Globally, the findings indicate overall more mobility in wealthier areas where migration constraints may be lower. Within countries, it is typically poorer regions that tend to have higher outmigration rates toward wealthier areas when they are affected by climatic stress. In addition to regional differences, the study also documents major heterogeneities in migration patterns across population groups. In less developed countries, younger working-age adults (15-45) with medium levels of education are most likely to migrate in response to drought and increased aridity. In wealthier countries, older populations across all education levels show stronger migration patterns.

"As climate change continues to increase the frequency and severity of droughts and water scarcity worldwide, more populations will face pressures to seek better living conditions. Our work underscores the need for policies that address both the drivers of migration and the consequences for destination regions. Adequate infrastructure, health services, and social support systems are critical in urban areas that are increasingly absorbing climate-induced migrants," notes coauthor Guy Abel, a researcher in the IIASA Migration and Sustainable Development Research Group.

Additionally, the research highlights the importance of supporting vulnerable populations, including those who cannot migrate due to resource constraints. Policies that promote livelihood diversification, social safety nets, and resilience-building in affected communities can help mitigate forced migration and displacement, while also protecting those who remain.

Although the study represents a major step forward in understanding the links between climate change and internal migration, the authors also acknowledge the challenges posed by limited and non-comparable migration data. The dataset used in the study, extracted from census microdata, provides a robust longitudinal view on internal migration for a large number of countries. At the same time, it does not capture other forms of movement, including temporal or short-distance mobility, which are also highly relevant in the context of climate change.

"As climate change continues to reshape migration trends, more comprehensive data and continued research will be essential for developing targeted interventions and policy solutions to address the complex relationship between environmental factors and human mobility. Our work highlights the urgent need for a holistic approach to policy development that accounts for both spatial and social differences, recognizing the complex and context-dependent nature of migration dynamics," concludes coauthor Raya Muttarak, a researcher in the IIASA Migration and Sustainable Development Research Group and professor of Demography and the Department of Statistical Sciences at the University of Bologna, Italy.
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New test improves diagnosis of allergies | ScienceDaily
Food allergies are a major health problem worldwide. In some countries, up to 10% of the population is affected, mainly young children. Peanut allergy, in particular, is one of the most common diseases and often manifests itself in severe, potentially life-threatening reactions. The stress of food allergies not only affects the individuals concerned, but also has far-reaching consequences for their families, the health system and the food industry. The oral food challenge test, in which people consume the allergen (such as peanut extract) under supervision to test the allergic reaction, is still considered the gold standard in diagnosis. However, the method is complex and carries health risks. The allergen skin prick test and blood test are often not very accurate, which can lead to misdiagnoses and unnecessary food avoidance.


						
A team of researchers led by Prof. Dr. Alexander Eggel from the Department for BioMedical Research (DBMR) at the University of Bern and the Department of Rheumatology and Immunology, Bern University Hospital, and Prof. Dr. Thomas Kaufmann from the Institute of Pharmacology at the University of Bern, developed an alternative test in 2022. It mimics the allergic reaction in a test tube and thus offers an attractive alternative to standard tests. The researchers from Bern have now investigated the effectiveness of the test on samples from children and adolescents with confirmed peanut allergy and a healthy control group in a clinical study in collaboration with partners from the Hospital for Sick Kids in Toronto, Canada. They were able to show that the new test has a higher diagnostic accuracy than the methods used so far. The study was recently published in the European Journal for Allergy and Clinical Immunology (Allergy).

Mast cell activation test as appropriate alternative

"The most common food allergies are type I allergies. They develop when the body produces immunoglobulin E (IgE) antibodies in response to substances that are actually harmless (allergens)," explains Alexander Eggel. These antibodies bind to specific receptors on the mast cells, which are immune cells that play an important role in allergic reactions and inflammation. They are mainly located in the tissue, for example, in the intestinal mucosa, and are prepared for and sensitized to the allergen by binding to the antibodies. Upon renewed contact with the allergen, it binds directly to the mast cells loaded with antibodies, activating them and triggering an allergic reaction. "In the Hoxb8 mast cell activation test (Hoxb8 MAT), which we developed, mast cells grown in the laboratory are brought into contact with blood serum from allergic patients. The mast cells bind the IgE antibodies from the serum and are sensitized by them. We can then stimulate the mast cells with different amounts of the allergens to be tested," says Eggel. Quantifying the activated mast cells suggests how allergic a patient is to the allergen tested without needing to consume the food.

Higher diagnostic accuracy than standard tests

The study used serum samples from a total of 112 children and adolescents who had already participated in a study in Canada and for whom clear diagnostic data on their peanut allergy status were available. The mast cells cultured in the laboratory were sensitized with their serum and then stimulated with peanut extract. "The cell-based test was easy to carry out and worked perfectly. All samples were measured within two days, which was very fast," says Thomas Kaufmann. The results showed that a large number of sera from allergic patients exhibited allergen dose-dependent activation, while almost all samples from the non-allergic control subjects did not activate the mast cells. "An exceptionally high diagnostic accuracy of 95% could be calculated from these data," Eggel adds.

In addition, the data measured in the study were analyzed in direct comparison with other diagnostic methods established at the hospital. It was found that the Hoxb8 MAT test had significantly higher accuracy than the standard measurement of allergen-specific IgE antibodies in the blood or the frequently used skin test. "Comparison with other clinical tests was crucial to determine which of them reflected the patients' allergic reaction best. The new mast cell activation test has the advantage that it is functional and therefore incorporates many parameters that are important for triggering the allergy," says Thomas Kaufmann, adding: "The new test is also based on stable blood serum, which can be drawn using simple blood sampling and then stored in the freezer. This eliminates the challenging logistical obstacles that arise with other methods." The study also showed that the Hoxb8 MAT test leads to less false negative results.

"What has been shown in this study on the diagnosis of peanut allergies can also be applied to other allergies in a simple way. The technology is a perfect example of how basic research from the University of Bern can be brought to the clinical practice, and might ultimately simplify life for patients and physicians," concludes Eggel.
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Older adults appear less emotionally affected by heat | ScienceDaily
When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a Washington State University-led study found that emotional responses to heat are highly individualized and only one factor moderated it -- age.


						
Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more uncomfortable in high heat more quickly, but it did not affect their mood as much as it did younger adults.

"Older adults in general have worse thermoregulation, so this makes them more vulnerable to heat -- so that was not surprising -- but what was really interesting is that on average, older adults showed low levels of negative emotional states, even though they experienced more discomfort in the heat," said Kim Meidenbauer, a WSU psychology researcher and lead author on the study published in the journal BMC Psychology.

While the reason for this difference could not be pinpointed from this study, Meidenbauer said that other research on personality traits across the lifespan found that emotional stability tends to increase with age.

The goal of the current study was to try to better understand why high outside temperatures are associated with increases in violent crime and mental health hospital admissions. This connection has long been noted by scientists, but the causes remain unclear.

Since negative emotional states are linked to people acting out aggressively, Meidenbauer and her colleagues sought to investigate the connection among outside temperature, physical discomfort and "negative affect," such as feeling irritable, anxious or gloomy. They recruited about 400 participants in the Chicago area who used an app to report levels of comfort and emotional states while outside during the summer of 2022. The researchers used geolocation to determine the actual temperature at the time and place when the participants logged their self-reports.

The study found no direct connection between the actual temperature outside and people's emotional states. Perceived temperature, or how hot they felt it was, was more important, but even then, it depended on the individual whether the temperature caused discomfort leading to a negative mood.




"People really varied in the extent to which they found consistently extreme temperatures as hot or uncomfortable. Some people were experiencing 100-degree days, and they were still feeling good," said Meidenbauer.

When the participants did feel that discomfort though, more of them, and especially the younger adults, had an associated negative emotional state.

"This research is suggesting that for some people there is a really strong relationship between heat and negative affect working through discomfort," she said. "Because there is also an association between being in a particularly angry or irritable emotional state and then acting out aggressively -- this is a plausible mechanism at play."

Because the thermal discomfort is so variable, Meidenbauer said that it would likely be hard to link objective temperature to individual psychological experiences and behaviors without directly measuring them. As a next step, she plans to test the emotional response to heat in a laboratory setting.

Co-authors on this study included researchers from the University of Chicago, University of Michigan, University of Illinois, the Argonne National Laboratory and the Santa Fe Institute. This research received support for the National Science Foundation and NASA.
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Study uncovers how silkworm moth's odor detection may improve robotics | ScienceDaily

The silkworm moth (Bombyx mori) is an insect that no longer flies due to domestication. The males use their antennae to detect pheromones emitted by females and respond very acutely, and have been used as model insects for the study of their odor source localization. Flying insects flap their wings when they fly, and silkworm moths are also known to flap their wings (called fanning) when they detect pheromones, even though they do not fly. As pheromone molecules move through space in the air, the air flows produced by the flapping of wings have undoubtedly a strong influence on odor detection. However, the effect of this flapping of wings was not known quantitatively.

To address this question, a group of scientists led by Dr. Toshiyuki Nakata from the Graduate School of Engineering, Chiba University, investigated how B. mori detects pheromones. "We understand that silkworm moths detect pheromones by flapping their wings to induce airflows around them. However, the precise impact of this wing flapping on the moths' ability to localize the odor source is unclear," explains Nakata, while elaborating on the rationale for conducting this study. The team included co-first author, Daigo Terutsuki from the Faculty of Textile Science and Technology, Shinshu University; Chihiro Fukui, from the Graduate School of Science & Engineering, Chiba University; Ryohei Kanzaki, from the Research Center for Advanced Science and Technology, The University of Tokyo; and Hao Liu, from the Graduate School of Engineering, Chiba University.

Their study, published on August 2, 2024, in Volume 14 of Scientific Reports, employed high-speed photogrammetry -- a technique that uses high-speed cameras to capture and reconstruct the motion and geometry of objects -- to computationally analyze the aerodynamic consequences of wing motions of B. mori. Researchers meticulously recorded the wing movements during fanning and built a detailed computational model of the insects and surrounding airflow. Using the simulated data, they subsequently calculated the motion of particles that resemble the pheromone molecules around the fanning silkworm moth.

One of the key findings of the study was that B. mori samples the pheromone selectively from the front. The moth scans the space by rotating its body while fanning to locate the pheromone sources. The directional sampling of the pheromone molecules is particularly helpful when searching for an odor source since the moth can determine the direction of the odor plume upon the detection of the pheromone.

Needless to say, the implications of this research extend beyond the study of insects. The insights gained from how B. mori manipulates airflow could lead to advancements in robotic odor source localization technologies. A team led by Dr. Daigo Terutsuki is working on developing drones equipped with insect antennae for odor detection, with potential applications such as locating individuals in emergencies. "The findings from this study highlight the importance of creating directional airflow when searching for odor sources using flying robots. This involves carefully adjusting the drone's orientation and the configuration of its propellers and odor sensors to optimize detection capabilities," notes Dr. Nakata.

Furthermore, the study highlights the need for future research to consider environmental factors such as airflow turbulence and antenna structure, which also influence odor detection. "Currently, robots rely heavily on vision and auditory sensors for navigation. However, as demonstrated by disaster rescue dogs, utilizing the sense of smell can be highly effective for locating humans. While the application of sensing smell in robots is still in its early stages, this research could help in developing robots that efficiently search for odor sources in disaster situations," says Dr. Nakata optimistically.

In summary, this study not only advances our knowledge of insects' odor-detecting strategies but also provides valuable design principles for the next generation of aerial odor-detecting robots.
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Researchers develop system cat's eye-inspired vision for autonomous robotics | ScienceDaily
Autonomous systems like drones, self-driving cars, and robots are becoming more common in our daily lives. However, they often struggle to "see" well in different environments -- like bright sunlight, low light, or when objects blend into complex backgrounds. Interestingly, nature may already have the solution to this problem.


						
Cats are known for their amazing vision in both bright light and darkness. Their eyes are uniquely adapted: during the day, vertical slit-shaped pupils help them focus and reduce glare. At night, their pupils widen to let in more light, and a reflective layer called the tapetum lucidum boosts their night vision, giving their eyes that familiar glow.

A group of Korean researchers led by Professor Young Min Song from Gwangju Institute of Science and Technology (GIST)designed a new vision system that uses an advanced lens and sensors inspired by feline eyes. The system includes a slit-like aperture that, like a cat's vertical pupil, helps filter unnecessary light and focus on key objects. It also uses a special reflective layer similar to the one found in cat eyes that improves visibility in low-light conditions. This research was published in the journal Science Advances on September 18, 2024, and represents a significant advancement in artificial vision systems, demonstrating enhanced object detection and recognition capabilities and positioning it at the forefront of technological breakthroughs in autonomous robotics.

"Robotic cameras often struggle to spot objects in busy or camouflaged backgrounds, especially when lighting conditions change. Our design solves this by letting robots blur out unnecessary details and focus on important objects," explains Prof. Song. This approach has the additional benefit of being energy-efficient, as it relies on the design of the lens rather than on heavy computer processing.

This groundbreaking technology unlocks exciting possibilities for real-world applications, transforming the landscape of robotic vision. The advanced vision system promises to elevate the precision of drones, security robots, and self-driving vehicles, enabling them to adeptly navigate intricate environments and execute tasks with unparalleled accuracy. "From search-and-rescue operations to industrial monitoring, these cutting-edge robotic eyes stand ready to complement or even replace human efforts in a variety of critical scenarios," emphasizes Prof. Song.
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Computer simulations point the way towards better solar cells | ScienceDaily
More stable and efficient materials for solar cells are needed in the green transition. So-called halide perovskites are highlighted as a promising alternative to today's silicon materials. Researchers at Chalmers University of Technology, in Sweden, have gained new insights into how perovskite materials function, which is an important step forward.


						
Halide perovskites is the collective name for a group of materials that are considered very promising and cost-effective for flexible and lightweight solar cells and various optical applications, such as LED lighting. This is because many of these materials absorb and emit light in an extremely efficient way. However, perovskite materials may degrade quickly, and in order to know how best to apply these materials, a deeper understanding is required of why this happens and how the material functions.

Computer simulations and machine learning as aids

Within the perovskite group, there are both 3D and 2D materials, the latter often being more stable. Using advanced computer simulations and machine learning, a research team at the Department of Physics at Chalmers University of Technology studied a series of 2D perovskite materials and gained crucial insights into what influences properties. The research results are presented in an article in ACS Energy Letters.

"By mapping out the material in computer simulations and subjecting it to different scenarios, we can draw conclusions about how the atoms in the material react when exposed to heat, light, and so on. In other words, we now have a microscopic description of the material that is independent of what experiments on the material have shown, but which we can show to lead to the same behaviour as the experiments. The difference between simulations and experiments is that we can observe, at a detailed level, exactly what led to the final measurement points in the experiments. This gives us much greater insight into how 2D perovskites work," says Professor Paul Erhart, a member of the research team at Chalmers University of Technology.

Larger systems could be studied over longer time periods

Using machine learning has been an important approach for the researchers. They have been able to study larger systems, over a longer period, than was previously possible with the standard methods used just a few years ago.




"This has given us both a much broader overview than before, but also the ability to study materials in much more detail. We can see that in these very thin layers of material, each layer behaves differently, and that's something that is very, very difficult to detect experimentally," says Associate Professor Julia Wiktor from the research team, which also included researcher Erik Fransson.

Better understanding of the material's composition

2D perovskite materials consist of inorganic layers stacked on top of each other, separated by organic molecules. Understanding the precise mechanisms that influence the interaction between the layers and these molecules is crucial for designing efficient and stable optoelectronic devices based on perovskite materials.

"In 2D perovskites you have perovskite layers that are linked with organic molecules.What we have discovered is that you can directly control how atoms in the surface layers move through the choice of the organic linkers and how this affects the atomic movements deep inside the perovskite layers. Since that movement is so crucial to the optical properties, it's like a domino effect," says Paul Erhart.

The research results provide greater insight into how 2D perovskite materials can be used to design devices for different applications and temperature variations.

"This really gives us an opportunity to understand where stability can come from in 2D perovskite materials, and thus possibly allows us to predict which linkers and dimensions can make the material both more stable and more efficient at the same time. Our next step is to move to even more complex systems and in particular interfaces that are fundamental for the function of devices," says Julia Wiktor.
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Comprehensive efforts needed to develop health-promoting learning environments | ScienceDaily
Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students. This is shown by a literature review conducted at the University of Gothenburg.


						
"The fact that mental ill-health is increasing, not only in Sweden but all over the world, suggests that the causes could be structural and/or environmental," says Therese Skoog, who is the senior author of the study.

She and her research colleagues have reviewed more than 8,000 studies of interventions in higher education globally to counteract students' poor well-being. In the literature review, the researchers wanted to get an overview of the types of interventions that have been made and how these have been received by students. Two thirds of the interventions have been aimed at changing pedagogy. Most common among the measures that instead focused on more structural changes is to offer individual health counselling. All this is good, says Therese Skoog, but not enough.

"As things stand, higher education institutions will simply not have the capacity to adapt teaching to all the diagnoses and needs students may have. And unless the trend of increasing mental health problems is reversed, there is a risk that academic performance and degree completion will decrease," says Therese Skoog.

Instead, she argues that learning environments as a whole must be changed to promote sustainable learning. Everything from the physical environment to course design, requirements, opportunities for recovery, the relationship between students and teachers, and so on, needs to be included when higher education institutions take a holistic approach to learning environments.

"And the opportunities to change for the better are great," says Therese Skoog.

One promising initiative she points to is the 'Healthy Universities' model developed by higher education institutions in the UK. The model is based on a holistic perspective on health that includes both learning environments and organisational culture.




"Another is the Universal Design for Learning guide, which is essentially about designing learning environments to make them more accessible to the whole group of students while keeping course objectives the same."

For most people, starting academic studies is a big step; often it means moving to a new environment, getting to know new people, learning how to navigate within new contexts.

"The more welcoming the environment is, the less stressful it will be for students," says Therese Skoog.

Professor Skoog has been responsible for the Sustainable and Accessible Learning Environments project at the University of Gothenburg. The project aimed to investigate how higher education institutions can work structurally to promote not only learning but also students' mental health. The project has attracted interest from other universities. At the University of Gothenburg a project with a special focus on the physical learning environments is launched as a follow-up.

"It is inspiring that more and more universities are taking this issue seriously. And to see how initiatives are being taken in different parts of the world to reverse the negative trend and improve students' mental health," says Therese Skoog.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241015141334.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds | ScienceDaily
A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.


						
The research is important because small mammals such as the western spotted skunk face major threats from human-induced land use change, said Marie Tosa, who as an Oregon State University graduate student spent 21/2 years studying the skunks. Her findings provide data to shape future skunk monitoring efforts and identify threats they face.

The western spotted skunk, which typically weighs 1 to 2 pounds and is about the size of a squirrel, is smaller than the striped skunk that is common in urban environments.

"The easiest way to describe them is a tube sock," said Tosa, who is now a postdoctoral researcher at Oregon State. "They're a black and white tube sock. They are mostly black but they have white spots all over them. They have this giant white spot on their forehead. And they're really, really adorable."

The western spotted skunk prefers more undisturbed habitat, such as mountainous areas, and is nocturnal, so it is rarely seen. Yet it lives in areas from New Mexico to British Columbia and California to Colorado

"For such an abundant carnivore in these forests, we don't really know anything about them," said Taal Levi, an associate professor at Oregon State's College of Agricultural Sciences and advisor to Tosa. "This project was trying to figure out more about them: trying to learn about their natural history; what they do in these forests; what do they need; how do they influence the ecosystem that they are in."

Tosa, Levi and Damon Lesmeister of the U.S. Forest Service's Pacific Northwest Research Station in Corvallis studied the western spotted skunk in part because of what happened to the eastern spotted skunk, which lives in the central and southeastern United States.




The population of that species declined about 90% between 1940 and 1950 and by 99% by 1980. It is now listed as vulnerable by the International Union for Conservation of Nature and was considered for listing under the Endangered Species Act.

"Habitat loss is believed to be a factor in the population decline, but the reasons are not well understood because the species was not well studied prior to or during the decline," said Lesmeister, who conducted research on the eastern spotted skunk in the 2000s.

Tosa conducted her research from 2017 to 2019 in the H.G. Andrews Experimental Forest, a nearly 16,000-acre research forest about an hour east of Eugene. The landscape is steep, with hills and deep valleys and elevation ranges from 1,350 to 5,340 feet.

That landscape made finding and tracking skunks difficult. Tosa started by setting trail cameras with sardines and cat food as bait to lure the skunks. Camera images gave her a general sense of where the skunks were and informed where she placed box traps, which she also baited and camouflaged with burlap, moss and bark.

She then spent hundreds of days driving thousands of miles to check more than 100 cameras and 50 to 100 traps.

When she found a skunk in a trap, she would carefully open it up, secure the animal, tranquilize it to temporarily sedate it and place a radio collar on it. This inevitably led to being sprayed. She estimates she was sprayed 50 to 100 times.




She said the spray smells like really strong raw garlic. Her method to remove the smell? A paste of hydrogen peroxide, Dawn dish soap and baking soda.

Once collared, she could use radio telemetry day and night to locate and track the skunks' movement.

With that data, she determined that the skunks have a home range up to 12 square miles. That far exceeds similar size mammals and even deer, which have a home range of less than one-half of a square mile. She thinks the skunks are covering so much ground because of limited food resources.

Other findings included:
    	The skunks appear to like old growth forests and younger forests. The younger forests are likely appealing because they contain more food, such as berries and small mammals.
    	Skunks are vulnerable to winter weather, particularly cold temperatures and accumulated snow. This was particularly evident during a heavy snow event in February 2019.
    	Skunks were distributed across 63% of the study area with highly overlapping home ranges, indicating a lack of territoriality.

Tosa's field research concluded before three wildfires burned in the forest during the past four years. She speculated that the skunks are likely well adapted to fire and is interested in conducting a post-fire study of the skunks.

The research findings were recently published in Ecosphere.
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US air pollution monitoring network has gaps in coverage, say researchers | ScienceDaily
The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers in ACS' Environmental Science & Technology Letters. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.


						
"The national air pollution monitoring network aims to act as an umbrella to protect all Americans," says lead author Yuzhou Wang. "But we saw that unfortunately, millions of people, especially underrecognized populations, will not receive adequate protection from the monitors. Thus, they will receive fewer benefits from the more stringent standard."

Most of the harmful effects from outdoor air pollution in the U.S. are linked to inhalation of fine particulate matter (PM). These suspended particles, like soot or liquid aerosol droplets, are smaller than 2.5 micrometers in diameter, garnering the designation PM2.5. In February 2024, to better protect Americans from health burdens caused by inhaling particles, the EPA adopted a more stringent standard for PM2.5.The EPA tracks compliance with air pollution standards through a network of about 1,000 costly and highly accurate monitoring stations placed in cities and towns nationwide. Prior research shows that people of color and people with low socioeconomic status living in the U.S. are disproportionately affected by outdoor PM2.5 exposure. However, these populations have fewer monitoring stations than other areas to measure air pollutants, meaning they may not be fully protected by the tighter air pollution standards.

While the EPA is now modifying the national air pollution monitoring network to account for environmental justice, the adequacy of this network to correctly identify areas that do not meet the new air pollution standards has not been thoroughly investigated. So, researchers led by Joshua Apte used a statistical model to identify gaps in the monitoring network's coverage across the continental U.S. The model is based on observations and geographic variables, called an empirical model, and it identifies potential areas with PM2.5 levels that exceed the agency's new lower standard.

To assess the monitoring gaps, Apte and colleagues compared PM2.5 levels from 2017 to 2019 at both monitored and unmonitored locations, using PM2.5 level predictions from the U.S. Center for Air, Climate, and Energy Solutions and population data from the 2020 U.S. Census. Their findings revealed that the network misses pollution hotspots and underestimates exposure disparities, which highlights the need for enhanced monitoring in historically underrecognized communities. Overall, they find that:
    	About 44% of highly populated metro areas in the U.S., which affect about 20 million people, have inadequate monitoring networks to comply with new EPA air quality standards.
    	PM2.5 hotspots identified with monitoring data and predicted by the model have significantly higher percentages of people of color and people with low socioeconomic status compared to the overall population.
    	Around 2.8 million people live in PM2.5 hotspots that are not captured by the air monitoring network.

"Fortunately, even adding 10 monitors in the right places could make a big difference in correctly identifying which cities are breathing unhealthy air," says Apte. However, he adds that "our network of about 1,000 official regulatory air monitors is generally not well-suited for capturing exposure disparities in every city in the country. There are just too few monitors to capture every hotspot."

The team identified metro locations to add new air pollution monitors across the U.S. that could help identify large populations that currently breathe air more polluted than the EPA's new standards. The metro areas are in Texas, Ohio, California, Wisconsin, Pennsylvania, Missouri and Idaho.
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Large-scale study of children with genetic disorders finds huge benefit of diagnosis | ScienceDaily
Thousands of children with severe developmental disorders have benefited from more targeted treatments and support with genetic insights from the large-scale Deciphering Developmental Disorders (DDD) study, finds a new study.


						
Researchers from the University of Exeter and the Royal Devon University Healthcare NHS Foundation Trust followed up on the impact of those diagnosed as part of the DDD study, a collaboration between the NHS and the Wellcome Sanger Institute. This large-scale project, which began over a decade ago, has led to life-changing diagnoses for over 5,500 families across the UK and Ireland and the discovery of 60 new genetic conditions.

The findings, published in Genetics in Medicine Open (14 October), reveal that over a thousand of those diagnosed were able to alter their treatment or undergo further medical testing based on their genetic findings, significantly improving their quality of life.

The Deciphering Developmental Disorders (DDD) study included 13,500 families, recruited from 24 regional genetics services across the UK and Ireland. All the families had children with a severe developmental disorder, which was undiagnosed despite prior testing and likely to be caused by a single genetic change. The Wellcome Sanger Institute sequenced all the genes in the children's' and parents' genomes to look for answers, a search which is still ongoing.

In this new study, researchers analysed outcomes for 4,237 of the families who received a genetic diagnosis, finding 76 per cent (3,214 people) were given condition-specific information or support. A further 28 per cent (1,183 people) of people were able to change treatment or get further medical testing because of their diagnosis. Over 20 per cent (880 people) joined patient support groups, such as Unique to connect with others facing similar challenges.

Additionally, 143 people were able to start, stop or adjust specific therapies, which can have a major impact on quality of life, and even be lifesaving. Researchers expect this number to grow, as new genetic therapies continue to develop.

Caroline Wright, Professor of Genomic Medicine at the University of Exeter and author of the study, said: "Around 1 in 17 people are affected by a rare genetic disorder, the majority of whom are children, and making the right diagnosis is critical to getting the best treatment and care. We now have the technology to make a genetic diagnosis swiftly in around 50 per cent of people affected by rare conditions -- but the challenge can be having enough data to understand each condition, as they're so rare individually. Our study is part of global research giving answers that families need so desperately, to ensure they are on the best management pathway for them. It's so gratifying to hear stories ... where a genetic diagnosis really is life-changing. Our research will lead to more families being diagnosed as early as possible in future."

Helen Firth, Professor of Clinical Genomics at the University of Cambridge, Honorary Faculty Member at Wellcome Sanger Institute and author of the study, said: "Genomic testing is enabling far more people to receive a molecular genetic diagnosis of their rare disorder. These diagnoses are a launch pad to more tailored management and treatment based on the specific genetic diagnosis. This paper studied the impact of a genetic diagnosis for patients diagnosed by the DDD study. It provides a template for improving care and support following a genetic diagnosis."




Professor Matthew Hurles, Director of the Wellcome Sanger Institute and lead of the DDD study, said: "It is both deeply gratifying and sobering to understand the impact that our research has had on thousands of DDD families. We can feel proud that through the integration of the nationwide scale of the NHS and being on the cutting edge of new genomic technologies, the UK has been pioneering in the application of new genomic technologies to diagnose rare disorders. However, this study also highlights how much more work is needed to find treatments for the majority of rare disorders. Nevertheless, it is clear that even without a disease-specific therapy being available, participating families can benefit substantially from having a definitive molecular diagnosis for their child's condition."

Sarah Wynn, Chief Executive Officer of Unique, which supports families affected by rare genetic disorders and has been involved in the DDD study from the outset, said: "This study has provided so many families with an explanation for their child's developmental delay, and has also identified numerous genes involved in causing their conditions. Many of these families have waited a long time to get this answer, and they are now able to better understand their child and their needs, enabling access to the appropriate care and support. Families are also understandably desperate for information about how their child may be affected now, and in the future, but for rare conditions such as these, there is often a complete lack of information. A vital output of the DDD project has been the collaboration with Unique to produce much-needed family-friendly patient literature, which benefits not only the project participants, but all those subsequently diagnosed."

Andrew Gwynne, UK Minister for Public Health and Prevention, said: "Innovative research is vital to increasing our understanding of all illnesses, and saving lives, just like Jaydi's. Helping people get a final diagnosis faster is one of the key priorities in the UK Rare Diseases Framework and we are continuously committed to making improvements to the health and care system for people living with rare conditions."
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        The monarch butterfly may not be endangered, but its migration is, researchers find
        With vigorous debate surrounding the health of the monarch butterfly, new research may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?

      

      
        Men and women process pain differently, study finds
        According to new research, men and women rely on different biological systems for pain relief, which could help explain why our most powerful pain medications are often less effective in women.

      

      
        Bacterial vaccine shows promise as cancer immunotherapy
        Researchers have engineered bacteria as personalized cancer vaccines that activate the immune system to specifically seek out and destroy cancer cells.

      

      
        Are nearby planets sending radio signals to each other?
        Researchers have developed a new method using the Allen Telescope Array to search for interplanetary radio communication in the TRAPPIST-1 star system.

      

      
        Human skin map gives 'recipe' to build skin and could help prevent scarring
        Prenatal human skin atlas and organoid will accelerate research into congenital diseases and lead to clinical applications for regenerative medicine.

      

      
        NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle
        Experts have announced that the Sun has reached its solar maximum period, which could continue for the next year. Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots du...

      

      
        Good physical fitness from childhood protects mental health
        A recent study found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%--30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.

      

      
        Major step toward fully 3D-printed active electronics
        Researchers produced 3D-printed, semiconductor-free logic gates, which perform computations in active electronic devices. As they don't require semiconductor materials, they represent a step toward 3D printing an entire active electronic device.

      

      
        Liftoff! NASA's Europa Clipper sails toward ocean moon of Jupiter
        NASA's Europa Clipper has embarked on its long voyage to Jupiter, where it will investigate Europa, a moon with an enormous subsurface ocean that may have conditions to support life. The largest spacecraft NASA ever built for a mission headed to another planet, Europa Clipper also is the first NASA mission dedicated to studying an ocean world beyond Earth.

      

      
        New 3D printing technique creates unique objects quickly and with less waste
        A new technique enables makers to finely tune the color, shade, and texture of 3D-printed objects using only one material. The method is faster and uses less material than other approaches.

      

      
        New paradigm of drug discovery with world's first atomic editing?
        Researchers have successfully develop single-atom editing technology that maximizes drug efficacy.

      

      
        'Inside-out' galaxy growth observed in the early universe
        Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.

      

      
        Dance, gibbon, dance!
        Female crested gibbons display jerky, almost geometric patterns of movement. Researchers have studied these conspicuous movements, which are comparable to human dances. They describe the structure of the dances, their rhythm and the contexts in which the dances occur.

      

      
        Researchers find clues to the mysterious heating of the sun's atmosphere
        Researchers have made a significant advancement in understanding the underlying heating mechanism of the sun's atmosphere, finding that reflected plasma waves could drive the heating of coronal holes.

      

      
        Evolution in real time
        Snails on a tiny rocky islet evolved before scientists' eyes. The marine snails were reintroduced after a toxic algal bloom wiped them out from the skerry. While the researchers intentionally brought in a distinct population of the same snail species, these evolved to strikingly resemble the population lost over 30 years prior.

      

      
        Genomic study identifies human, animal hair in 'man-eater' lions' teeth
        Scientists analyzed hairs extracted from the broken teeth of two 19th century 'man-eater' lions. Their analysis revealed DNA from giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, along with hairs that originated from the lions.

      

      
        Scientists cut harmful pollution from hydrogen engines
        Scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen internal combustion engines by improving the efficiency of their catalytic converters. The researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting unhealthful nitrogen oxides into harmless nitrogen gas and water vapor.

      

      
        How your skin tone could affect your meds
        Skin pigmentation may act as a 'sponge' for some medications, potentially influencing the speed with which active drugs reach their intended targets, a pair of scientists report.

      

      
        A look into 'mirror molecules' may lead to new medicines
        Chemists have developed a new chemical reaction that will allow researchers to synthesize selectively the left-handed or right-handed versions of 'mirror molecules' found in nature and assess them for potential use against cancer, infection, depression, inflammation and a host of other conditions.

      

      
        'Islands' of regularity discovered in the famously chaotic three-body problem
        When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.

      

      
        Ordered defects may be key for solution-deposited semiconductors, enabling high-speed printable circuits and next-generation displays
        A new solution deposition process for semiconductors yields high-performing transistors by introducing more defects, counterintuitively. Researchers used these devices to construct high- speed logic circuits and an operational high-resolution inorganic LED display.

      

      
        Bilingualism makes the brain more efficient, especially when learned at a young age
        A new study from The Neuro (Montreal Neurological Institute-Hospital) of McGill university, the University of Ottawa and the University of Zaragoza in Spain elaborates on bilingualism's role in cognition, showing increased efficiency of communication between brain regions.

      

      
        Lightning strikes kick off a game of electron pinball in space
        When lightning cracks on Earth, especially high-energy electrons may fall out of Earth's inner radiation belt, according to a new study -- an electron 'rain' that could threaten satellites, and even humans, in orbit.

      

      
        How playing songs to Darwin's finches helped biologists confirm link between environment and the emergence of new species
        They say that hindsight is 20/20, and though the theory of ecological speciation -- which holds that new species emerge in response to ecological changes -- seems to hold in retrospect, it has been difficult to demonstrate experimentally, until now. Biologists have identified a key connection between ecology and speciation in Darwin's finches, famous residents of the Galapagos Islands, Ecuador. Prior work on these birds had established that birds' beaks adapt to changing ecological environments, ...

      

      
        Loss of lake ice has wide-ranging environmental and societal consequences
        The world's freshwater lakes are freezing over for shorter periods of time due to climate change. This shift has major implications for human safety, as well as water quality, biodiversity, and global nutrient cycles.

      

      
        How a bunch of seemingly disorganized cells go on to form a robust embryo
        Embryo development starts when a single egg cell is fertilized and starts dividing continuously. Initially a chaotic cluster, it gradually evolves into a highly organized structure. Scientists have now provided new insights into the process, emphasizing the critical role of both chaos and order.
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The monarch butterfly may not be endangered, but its migration is, researchers find | ScienceDaily
With vigorous debate surrounding the health of the monarch butterfly, new research from the University of Georgia may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?


						
Published by the Proceedings of the National Academy of Sciences, the study suggests that monarchs are dying off during their fall migration south to Mexico.

Migrating monarchs don't fly at night, so they spend their evenings in bunches on trees or shrubs, known as roosts. The study relied on 17 years of data from more than 2,600 citizen scientist observations of monarch roosts along the butterfly's migration route.

The researchers found that roost sizes have declined by as much as 80%, with these losses increasing from north to south along the migration route.

"The monarchs are increasingly failing to reach their winter destinations," said Andy Davis, lead author of the study and an assistant research scientist in UGA's Odum School of Ecology. "Either they're losing their ability to migrate or they're losing their will to migrate."

And it's likely not because they've lost habitat or food supplies along the way. The study largely ruled out this possibility.

"How do you say that the monarch butterfly is going extinct in the winter while they're perfectly healthy in the summer?" said William Snyder, co-author of the study and a professor of entomology in UGA's College of Agricultural and Environmental Sciences. "This paper fills in that gap by saying the problem is that fall migration."

What's leading to the monarchs' migration decline?




The researchers relied on data from Journey North, an organization that uses citizen sightings of various animals to track wildlife migration patterns. The study covers 17 years of citizen-reported sightings of migratory roosts and their estimated sizes, along with analyses of landscape characteristics and climate data.

The study represents the most detailed and comprehensive picture to date of the health of the monarch fall migration in eastern North America.

The researchers found that the timing of the migration hasn't changed and, if anything, the route has become greener and warmer over time. Greener, warmer locations should have led to larger roost populations.

Instead, the researchers documented steady, dramatic declines in roost sizes over the migration route that were independent of climate and landscape factors.

Some scientists suggest that climate change is allowing monarchs to forgo their migration and spend their winters in warmer parts of the U.S. Due in part to warmer temperatures and increased planting of nonnative tropical milkweed -- milkweed is the only plant on which monarchs can lay their eggs and their caterpillars can feed -- these year-round resident monarchs don't need to travel all the way to Mexico.

But the present study shows that's likely not what's driving the decline along the migration route, as the drop in roost sizes remains relatively consistent along the whole path, even before the migration reaches these regions.




Increase in parasite, captive breeding may be to blame

The researchers point to other research that suggests there are two main culprits behind the monarch migration losses.

The first is the increasing prevalence of a debilitating monarch parasite, which has increased tenfold since the early 2000s. This increase corresponds with increased plantings of nonnative milkweeds throughout the flyway.

Many infected monarch caterpillars don't make it to adulthood. Those that do can't fly well and don't live long, possibly contributing to the fallout of butterflies along the migration path. Nonnative milkweeds have longer growing seasons, and as a result these plants may lead to more monarchs becoming infected with the parasite because the infectious parasite spores can build up on their leaves.

The second possible driver is the release of captive-reared butterflies by well-meaning people who are hoping to help the monarchs.

"All of the evidence we have shows that when monarchs are reared in a captive environment, either indoors or outdoors, they're not as good at migrating," Davis said.

How can people help 'save the monarchs'?

The researchers urge people to take a less is more approach when it comes to monarchs.

Although well intended, many of the things people do to try to help, such as planting nonnative milkweeds or raising monarchs for release in captivity, may actually be harming the monarch population by interfering with their ability to migrate long distances.

Planting flowering plants -- but not tropical milkweed -- along the migration path won't hurt and may provide a source of nectar for traveling butterflies.

"One of the best things people can do to ensure that the monarchs are as robust and healthy as possible is basically just leave the caterpillars alone in your backyard," Davis said. "Resist the temptation to bring them inside and protect them because it seems like Mother Nature does a better job at creating really healthy, robust migrators than we do."

Published in PNAS, the study was co-authored by Jordan Croy, a postdoctoral associate in UGA's College of Agricultural and Environmental Sciences.
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Men and women process pain differently, study finds | ScienceDaily
In a new study evaluating meditation for chronic lower back pain, researchers at University of California San Diego School of Medicine have discovered that men and women utilize different biological systems to relieve pain. While men relieve pain by releasing endogenous opioids, the body's natural painkillers, women rely instead on other, non-opioid based pathways.


						
Synthetic opioid drugs, such as morphine and fentanyl, are the most powerful class of painkilling drugs available. Women are known to respond poorly to opioid therapies, which use synthetic opioid molecules to bind to the same receptors as naturally-occurring endogenous opioids. This aspect of opioid drugs helps explain why they are so powerful as painkillers, but also why they carry a significant risk of dependence and addiction.

"Dependence develops because people start taking more opioids when their original dosage stops working," said Fadel Zeidan, Ph.D., professor of anesthesiology and Endowed Professor in Empathy and Compassion Research at UC San Diego Sanford Institute for Empathy and Compassion. "Although speculative, our findings suggest that maybe one reason that females are more likely to become addicted to opioids is that they're biologically less responsive to them and need to take more to experience any pain relief."

The study combined data from two clinical trials involving a total of 98 participants, including both healthy individuals and those diagnosed with chronic lower back pain. Participants underwent a meditation training program, then practiced meditation while receiving either placebo or a high-dose of naloxone, a drug that stops both synthetic and endogenous opioids from working. At the same time, they experienced a very painful but harmless heat stimulus to the back of the leg. The researchers measured and compared how much pain relief was experienced from meditation when the opioid system was blocked versus when it was intact.

The study found:
    	Blocking the opioid system with naloxone inhibited meditation-based pain relief in men, suggesting that men rely on endogenous opioids to reduce pain.
    	Naloxone increased meditation-based pain relief in women, suggesting that women rely on non-opioid mechanisms to reduce pain.
    	In both men and women, people with chronic pain experienced more pain relief from meditation than healthy participants.

"These results underscore the need for more sex-specific pain therapies, because many of the treatments we use don't work nearly as well for women as they do for men," said Zeidan.

The researchers conclude that by tailoring pain treatment to an individual's sex, it may be possible to improve patient outcomes and reduce the reliance on and misuse of opioids.

"There are clear disparities in how pain is managed between men and women, but we haven't seen a clear biological difference in the use of their endogenous systems before now," said Zeidan. "This study provides the first clear evidence that sex-based differences in pain processing are real and need to be taken more seriously when developing and prescribing treatment for pain."

Co-authors on the study include Jon Dean, Mikaila Reyes, Lora Khatib, Gabriel Riegner, Nailea Gonzalez, Julia Birenbaum and Krishan Chakravarthy at UC San Diego, Valeria Oliva at Istituto Superiore di Sanita, Grace Posey at Tulane University School of Medicine, Jason Collier and Rebecca Wells at Wake Forest University School of Medicine, Burel Goodin at Washington University in St Louis and Roger Fillingim at University of Florida.

This study was funded, in part, by the National Center for Complementary and Integrative Health (grants R21-AT010352, R01-AT009693, R01AT011502) and the National Center for Advancing Translational Sciences (UL1TR001442).
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Bacterial vaccine shows promise as cancer immunotherapy | ScienceDaily
Columbia researchers have engineered probiotic bacteria that educate the immune system to destroy cancer cells, opening the door for a new class of cancer vaccines that take advantage of bacteria's natural tumor-targeting properties. These microbial cancer vaccines can be personalized to attack each individual's primary tumor and metastases, and may even prevent future recurrences.


						
In studies using mouse models of advanced colorectal cancer and melanoma, the bacterial vaccine supercharged the immune system to suppress the growth of -- or in many cases eliminate -- primary and metastatic cancers. All while leaving healthy parts of the body alone.

The findings were published Oct. 16 in Nature.

The bacterial vaccine proved to be particularly more efficacious than peptide-based therapeutic cancer vaccines that have been used in numerous previous cancer clinical trials.

"The important advantage of our system is its unique ability to coordinately restructure and activate all arms of the immune system to induce a productive antitumor immune response. We believe this is why the system works so well in advanced solid tumor models which have been particularly difficult to treat with other immunotherapies," says Andrew Redenti, an MD/PhD student at Columbia University's Vagelos College of Physicians and Surgeons who helped lead the study.

"The net effect is that the bacterial vaccine is able to control or eliminate the growth of advanced primary or metastatic tumors and extend survival in mouse models," says Jongwon Im, a PhD student at Columbia University who helped lead bacterial engineering aspects of the study.

The bacterial vaccine is personalized for each tumor. "Every cancer is unique -- tumor cells harbor distinct genetic mutations that distinguish them from normal healthy cells. By programming bacteria that direct the immune system to target these cancer-specific mutations, we can engineer more effective therapies that stimulate a patient's own immune system to detect and kill their cancer cells," says Nicholas Arpaia, PhD, Associate Professor of Microbiology & Immunology in the Columbia University's Vagelos College of Physicians and Surgeons who directed the research with Tal Danino, PhD, Associate Professor of Biomedical Engineering at Columbia's School of Engineering.




"As we continue to integrate additional safety optimizations through further genetic programming, we are getting closer to the point of testing this therapy in patients," he adds.

Bacteria as cancer treatment

Bacteria have been utilized in the treatment of cancer since the late 19th century, when Dr. William Coley, who was a surgeon at New York Hospital, observed tumor regression in a subset of patients with inoperable tumors injected with bacteria. Bacteria are still employed as a therapeutic today in patients with early-stage bladder cancer. Researchers now know that some bacteria can naturally migrate to and colonize tumors, where they can thrive in the often oxygen-deprived environment and locally provoke an immune response.

But used this way, bacteria do not usually precisely control or direct the immune response to attack the cancer. "These qualities alone don't typically give bacteria enough power to stimulate immune responses capable of destroying a tumor, but they're a good starting point for building a new domain of cancer therapeutics," says Nicholas Arpaia, PhD.

Inciting multiple parts of the immune system, safely

The new system starts with a probiotic strain of E. coli bacteria. The researchers then made multiple genetic modifications to precisely control the way in which the bacteria interact with and educate the immune system to induce tumor killing.




The engineered bacteria encode protein targets -- called neoantigens -- that are specific to the cancer being treated. These bacterially-delivered neoantigens train the immune system to target and attack cancer cells that express the same proteins. Neoantigens are used as tumor targets so that normal cells, which lack these cancer-marking proteins, are left alone. Due to the nature of the bacterial system and additional genetic modifications engineered by the scientists, these bacterial cancer therapies also simultaneously overcome immunosuppressive mechanisms tumors use to block the immune system.

These genetic modifications are also designed to block the bacteria's innate ability to evade immune attacks against themselves. As a safety measure, this means the engineered bacteria can be easily recognized and eliminated by the immune system and are quickly cleared from the body if they do not find the tumor.

When tested in mice, the researchers found that these intricately programmed bacterial cancer vaccines recruit a wide array of immune cells that attack tumor cells, all the while preventing responses that would normally suppress tumor-directed immune attacks.

The bacterial vaccine also reduced the growth of cancer when administered to mice before they developed tumors, and prevented regrowth of the same tumors in mice that had been cured, suggesting the vaccine may have the ability to prevent cancer from returning in patients who've experienced remission.

Personalization

In people, the first step in creating these microbial vaccines would be to sequence a patient's cancer and identify its unique neoantigens using bioinformatics. Next, the bacteria would be engineered to produce large quantities of the identified neoantigens, as well as other immunomodulatory factors. When infused into the patient whose tumors are to be treated, the bacteria would head to the tumors, make themselves at home, and steadily produce and deliver their payload of engineered "medicines."

Once activated by the bacterial vaccine, the immune system would be prompted to eliminate cancer cells that have spread throughout the body and prevent further metastatic development.

Since each tumor has its own set of neoantigens, the immunotherapy will be custom-made for each patient. "The time to treatment will first depend on how long it takes to sequence the tumor. Then we just need to make the bacterial strains, which can be quite fast. Bacteria can be simpler to manufacture than some other vaccine platforms," Danino says.

The bacteria are also designed to counteract cancer's ability to rapidly mutate and evade treatment. "Because our platform allows us to deliver so many different neoantigens, it theoretically becomes difficult for tumor cells to lose all those targets at once and avoid the immune response," says Arpaia.

The researchers think their approach may succeed where earlier cancer vaccines have not. In the latter, while immune responses against tumor neoantigens may be induced, direct modulation of the immunosuppressive tumor environment is not accomplished to such a degree.

Arpaia adds, "Bacteria allow delivery of a higher concentration of drugs than can be tolerated when these compounds are delivered systemically throughout the entire body. Here, we can confine delivery directly to the tumor and locally modulate how we're stimulating the immune system."

More information

The study is titled, "Probiotic neoantigen delivery vectors for precision cancer immunotherapy."

All authors: Andrew Redenti, Jongwon Im, Benjamin Redenti, Fangda Li, Mathieu Rouanne, Zeren Sheng, William Sun, Candice R. Gurbatri, Shunyu Huang, Meghna Komaranchath, YoungUk Jang, Jaeseung Hahn, Edward R. Ballister, Rosa L. Vincent, Ana Vardoshivilli, Tal Danino, and Nicholas Arpaia (all at Columbia).

The research was funded by grants from the National Institutes of Health (R01CA249160, R01CA259634, U01CA247573, and T32GM145766) and the Searle Scholars Program, and by a Roy and Diana Vagelos Precision Medicine Pilot Grant.

Andrew Redenti, Jongwon Im, Tal Danino, and Nicholas Arpaia have filed a provisional patent application with the US Patent and Trademark Office related to this work.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016115915.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Are nearby planets sending radio signals to each other? | ScienceDaily
A new technique allows astronomers to home in on planets beyond our solar system that are in line with each other and with Earth to search for radio signals similar, for example, to ones used to communicate with the rovers on Mars. Penn State astronomers and scientists at the SETI Institute spent 28 hours scanning the TRAPPIST-1 star system for these signs of alien technology with the Allen Telescope Array (ATA). This project marks the longest single-target search for radio signals from TRAPPIST-1. Although the team didn't find any evidence of extraterrestrial technology, their work introduced a new way to search for signals in the future.


						
A paper describing the research was accepted for publication in the Astronomical Journal and is available online as a preprint.

"This research shows that we are getting closer to technology and methods that could detect radio signals similar to the ones we send into space," said Nick Tusay, a graduate student research fellow at Penn State and first author of the paper. "Most searches assume a powerful signal, like a beacon intended to reach distant planets, because our receivers have a sensitivity limit to a minimum transmitter power beyond anything we unintentionally send out. But, with better equipment, like the upcoming Square Kilometer Array, we might soon be able to detect signals from an alien civilization communicating with its spacecraft."

The project focused on a phenomenon called planet-planet occultations (PPOs). PPOs happen when one planet moves in front of another from Earth's perspective. If intelligent life exists in that star system, radio signals sent between planets could leak and be detected from Earth.

Using the upgraded ATA -- a series of radio antennae dedicated to the search for extraterrestrial technology located at the Hat Creek Observatory in the Cascade Mountains about 300 miles north of San Francisco -- the team scanned a wide range of frequencies, looking for narrowband signals, which are considered possible signs of alien technology. The team filtered millions of potential signals, narrowing down to about 11,000 candidates for detailed analysis. The team detected 2,264 of these signals during predicted PPO windows. However, none of the signals were of non-human origin.

The ATA's new capabilities, which include advanced software to filter signals, helped the team separate possible alien signals from Earth-based ones. The researchers said they believe that refining these methods and focusing on events like PPOs could help increase the chances of detecting alien signals in the future.

"This project included work by undergraduate students in the 2023 SETI Institute Research Experience for Undergraduates program," said Sofia Sheikh, a SETI researcher at the SETI Institute who earned her doctoral degree at Penn State. "The students looked for signals from human-made orbiters around Mars to check if the system could detect signals correctly. It was an exciting way to involve students in cutting-edge SETI research."

The TRAPPIST-1 system is a small, cool star about 41 light years from Earth. It has seven rocky planets, some of which are in the habitable zone, where conditions might allow liquid water to exist -- an essential ingredient for life as we know it. This makes TRAPPIST-1 a prime target searching for life beyond Earth.




"The TRAPPIST-1 system is relatively close to Earth, and we have detailed information about the orbit of its planets, making it an excellent natural laboratory to test these techniques," Tusay said. "The methods and algorithms that we developed for this project can eventually be applied to other star systems and increase our chances of finding regular communications among planets beyond our solar system, if they exist."

The team did not find any alien signals this time, but they will continue improving their search techniques and exploring other star systems. Future searches with bigger and more powerful telescopes could help scientists detect even fainter signals and expand our understanding of the universe, the team said.

In addition to Tusay and Sheikh, the research team includes Jason T. Wright at Penn State; Evan L. Sneed at the University of California, Riverside; Wael Farah, Andrew Siemion and David R. DeBoer at the University of California, Berkeley; and Alexander W. Pollak and Luigi F. Cruz at the SETI Institute. This research was primarily funded through grants from the U.S. National Science Foundation with additional support from the Penn State Extraterrestrial Intelligence Center and the Penn State Center for Exoplanets and Habitable Worlds, which are supported by the Penn State and the Penn State Eberly College of Science.
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Human skin map gives 'recipe' to build skin and could help prevent scarring | ScienceDaily
For the first time, researchers have created a single cell atlas of prenatal human skin to understand how skin forms, and what goes wrong in disease.


						
Researchers from the Wellcome Sanger Institute, Newcastle University and their collaborators used single cell sequencing and other genomics techniques to create the atlas and uncover how human skin, including hair follicles, is formed. These insights could be used to create new hair follicles in regenerative medicine and skin transplants for burn victims.

In the study, published today (16 October) in Nature, the team also created a 'mini organ' of skin in a dish with the ability to grow hair. Using the organoid, they showed how immune cells play an important role in scarless skin repair, which could lead to clinical applications to prevent scarring after surgery, or scarless healing after wounding.

As part of the Human Cell Atlas1, which is mapping all cell types in the human body to transform understanding of health and disease, the researchers provide a molecular 'recipe' to build skin and a new organoid model to study congenital skin diseases.

Skin is the largest organ of the human body, measuring on average two square metres. It provides a protective barrier, regulates our body temperature and can regenerate itself. Skin develops in the sterile environment of the womb, with all hair follicles formed before birth -- there is follicle cycling after birth, but no new follicles are made. Before birth, skin has the unique ability to heal without scarring.

It has been very difficult to study how the human skin develops, as animal models have key differences. As part of the Human Cell Atlas, a team of researchers is focused on studying how human skin is built. Understanding how skin develops, where cells are in space and time, and the role of genetics will help reveal how specific mutations cause congenital skin disorders, such as blistering disorders and scaly skin.

In this new study, researchers at the Wellcome Sanger Institute, Newcastle University and their collaborators created the first single cell and spatial atlas of human prenatal skin.




The team used samples of prenatal skin tissue2, which they broke down to look at individual cells in suspension, as well as cells in place within the tissue. Scientists used cutting-edge single-cell sequencing and spatial transcriptomics3 to analyse individual cells in space and time, and the cellular changes that regulate skin and hair follicle development. They described the steps that outline how human hair follicles are formed and identified differences from mouse hair follicles.

Using adult stem cells4, the researchers also created a 'mini organ' of skin in a dish, known as an organoid, with the ability to grow hair. They compared the molecular characteristics of skin organoids with prenatal skin and found the skin organoid model more closely resembled prenatal skin than adult skin.

The team found that blood vessels did not form in the skin organoid as well as prenatal skin. By adding immune cells known as macrophages to the organoid, they discovered the macrophages promoted the formation of blood vessels, and the team undertook 3D imaging to assess blood vessel formation within the tissue.

It's known that these immune cells protect the skin from infection. However, this is the first time that macrophages have been shown to play a key role in the formation of human skin during early development by supporting the growth of blood vessels. This offers an option to improve vascularisation of other tissue organoids.

The team also analysed differences in cell types between prenatal skin and adult skin. They show how macrophages play an important role in scarless skin repair in prenatal skin, which could lead to clinical applications to avoid scarring after surgery or wounding.

As a result of this study, the team provides a molecular 'recipe' for how human skin is built and how hair follicles form. These insights could be used in the creation of new hair follicles for regenerative medicine, such as for skin transplants for burn victims, or those with scarring alopecia.




The prenatal human skin atlas will also be used to identify in which cells the genes are active, or expressed, that are known to cause congenital hair and skin disorders, such as blistering disorders and scaly skin. The researchers found that genes involved in these disorders are expressed in prenatal skin, meaning they originate in utero. The skin organoids created in this study offer a new, accurate model for studying these diseases.

Dr Elena Winheim, co-first author from the Wellcome Sanger Institute, said: "With our prenatal human skin atlas, we've provided the first molecular 'recipe' for making human skin and uncovered how human hair follicles are formed before birth. These insights have amazing clinical potential and could be used in regenerative medicine, when offering skin and hair transplants, such as for burn victims or those with scarring alopecia."

Dr Hudaa Gopee, co-first author from Newcastle University, said: "We're excited to have made a skin organoid model that grows hair. In this process, we uncovered a new, important role of immune cells in promoting the growth of blood vessels in developing skin tissue, which could help improve other organoid models. These immune cells, called macrophages, also appear to play a key part in scarless skin repair in prenatal skin. Our findings could inform clinical advances to avoid scarring after surgery."

Professor Muzlifah Haniffa, co-lead author and Interim Head of Cellular Genetics at the Wellcome Sanger Institute, said: "Our prenatal human skin atlas and organoid model provide the research community with freely available tools to study congenital skin diseases and explore regenerative medicine possibilities. We are making exciting strides towards creating the Human Cell Atlas, understanding the biological steps of how humans are built, and investigating what goes wrong in disease."
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NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle | ScienceDaily
In a teleconference with reporters on Tuesday, representatives from NASA, the National Oceanic and Atmospheric Administration (NOAA), and the international Solar Cycle Prediction Panel announced that the Sun has reached its solar maximum period, which could continue for the next year.


						
The solar cycle is a natural cycle the Sun goes through as it transitions between low and high magnetic activity. Roughly every 11 years, at the height of the solar cycle, the Sun's magnetic poles flip -- on Earth, that'd be like the North and South poles swapping places every decade -- and the Sun transitions from being calm to an active and stormy state.

NASA and NOAA track sunspots to determine and predict the progress of the solar cycle -- and ultimately, solar activity. Sunspots are cooler regions on the Sun caused by a concentration of magnetic field lines. Sunspots are the visible component of active regions, areas of intense and complex magnetic fields on the Sun that are the source of solar eruptions.

"During solar maximum, the number of sunspots, and therefore, the amount of solar activity, increases," said Jamie Favors, director, Space Weather Program at NASA Headquarters in Washington. "This increase in activity provides an exciting opportunity to learn about our closest star -- but also causes real effects at Earth and throughout our solar system."

Solar activity strongly influences conditions in space known as space weather. This can affect satellites and astronauts in space, as well as communications and navigation systems -- such as radio and GPS -- and power grids on Earth. When the Sun is most active, space weather events become more frequent. Solar activity has led to increased aurora visibility and impacts on satellites and infrastructure in recent months.

During May 2024, a barrage of large solar flares and coronal mass ejections (CMEs) launched clouds of charged particles and magnetic fields toward Earth, creating the strongest geomagnetic storm at Earth in two decades -- and possibly among the strongest displays of auroras on record in the past 500 years.

"This announcement doesn't mean that this is the peak of solar activity we'll see this solar cycle," said Elsayed Talaat, director of space weather operations at NOAA. "While the Sun has reached the solar maximum period, the month that solar activity peaks on the Sun will not be identified for months or years."

Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots during this period. Scientists anticipate that the maximum phase will last another year or so before the Sun enters the declining phase, which leads back to solar minimum. Since 1989, the Solar Cycle Prediction Panel -- an international panel of experts sponsored by NASA and NOAA -- has worked together to make their prediction for the next solar cycle.




Solar cycles have been tracked by astronomers since Galileo first observed sunspots in the 1600s. Each solar cycle is different -- some cycles peak for larger and shorter amounts of time, and others have smaller peaks that last longer.

"Solar Cycle 25 sunspot activity has slightly exceeded expectations," said Lisa Upton, co-chair of the Solar Cycle Prediction Panel and lead scientist at Southwest Research Institute in San Antonio, Texas. "However, despite seeing a few large storms, they aren't larger than what we might expect during the maximum phase of the cycle."

The most powerful flare of the solar cycle so far was an X9.0 on Oct. 3 (X-class denotes the most intense flares, while the number provides more information about its strength).

NOAA anticipates additional solar and geomagnetic storms during the current solar maximum period, leading to opportunities to spot auroras over the next several months, as well as potential technology impacts. Additionally, though less frequent, scientists often see fairly significant storms during the declining phase of the solar cycle.

NASA and NOAA are preparing for the future of space weather research and prediction. In December 2024, NASA's Parker Solar Probe mission will make its closest-ever approach to the Sun, beating its own record of closest human-made object to the Sun. This will be the first of three planned approaches for Parker at this distance, helping researchers to understand space weather right at the source.

NASA is launching several missions over the next year that will help us better understand space weather and its impacts across the solar system.




Space weather predictions are critical for supporting the spacecraft and astronauts of NASA's Artemis campaign. Surveying this space environment is a vital part of understanding and mitigating astronaut exposure to space radiation.

NASA works as a research arm of the nation's space weather effort. To see how space weather can affect Earth, please visit NOAA's Space Weather Prediction Center, the U.S. government's official source for space weather forecasts, watches, warnings, and alerts:

https://www.spaceweather.gov/
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Good physical fitness from childhood protects mental health | ScienceDaily
A recent Finnish study has found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%-30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.


						
In a study by the Faculty of Sport and Health Sciences at the University of Jyvaskyla and the Institute of Biomedicine at the University of Eastern Finland, the physical fitness of 241 adolescents was followed from childhood to adolescence for eight years. The study showed that better cardiorespiratory fitness and improvements in it from childhood to adolescence were associated with fewer stress and depressive symptoms in adolescence.

Additionally, the study found that better motor fitness from childhood to adolescence was associated with better cognitive function and fewer stress and depressive symptoms. However, the association between motor fitness and depressive symptoms was weaker than the one between cardiorespiratory fitness and depressive symptoms. Screen time measured in adolescence partly explained the associations of cardiorespiratory fitness and motor fitness with mental health.

These findings advocate for investment in physical fitness early in life as a potential strategy for mitigating mental health and cognitive issues in adolescence.

"The concern about the declining physical fitness in children and adolescents is real. However, the focus has been on physical health," says Eero Haapala, Senior Lecturer of Sports and Exercise Medicine at the Faculty of Sport and Health Sciences, University of Jyvaskyla.

"Our results should encourage policymakers as well as parents and guardians to see the significance of physical fitness more holistically, as poor physical fitness can increase mental health challenges and impair cognitive skills needed for learning."

"The whole of society should support physical fitness development in children and adolescents by increasing physical activity participation at school, during leisure time, and in hobbies," emphasises Haapala.

This study is based on longitudinal data from the ongoing Physical Activity and Nutrition in Children (PANIC) studyconducted at the Institute of Biomedicine, University of Eastern Finland, and led by Professor Timo Lakka. The study followed the physical fitness of 241 individuals for eight years, from childhood to adolescence. Mental health assessments were conducted during adolescence. The study was published in Sports Medicine.

The PANIC Study is part of the Metabolic Diseases Research Community at the University of Eastern Finland. The research community is dedicated to investigating major cardiometabolic diseases. By leveraging genetics, genomics, translational research, and lifestyle interventions, the community aims to provide robust evidence on disease mechanisms and advance early diagnosis, prevention, and personalized treatment. The research community consists of 20 research groups, spanning basic research to patient care.
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Major step toward fully 3D-printed active electronics | ScienceDaily
Active electronics -- components that can control electrical signals -- usually contain semiconductor devices that receive, store, and process information. These components, which must be made in a clean room, require advanced fabrication technology that is not widely available outside a few specialized manufacturing centers.


						
During the Covid-19 pandemic, the lack of widespread semiconductor fabrication facilities was one cause of a worldwide electronics shortage, which drove up costs for consumers and had implications in everything from economic growth to national defense. The ability to 3D print an entire, active electronic device without the need for semiconductors could bring electronics fabrication to businesses, labs, and homes across the globe.

While this idea is still far off, MIT researchers have taken an important step in that direction by demonstrating fully 3D-printed resettable fuses, which are key components of active electronics that usually require semiconductors.

The researchers' semiconductor-free devices, which they produced using standard 3D printing hardware and an inexpensive, biodegradable material, can perform the same switching functions as the semiconductor-based transistors used for processing operations in active electronics.

Although still far from achieving the performance of semiconductor transistors, the 3D-printed devices could be used for basic control operations like regulating the speed of an electric motor.

"This technology has real legs. While we cannot compete with silicon as a semiconductor, our idea is not to necessarily replace what is existing, but to push 3D printing technology into uncharted territory. In a nutshell, this is really about democratizing technology. This could allow anyone to create smart hardware far from traditional manufacturing centers," says Luis Fernando Velasquez-Garcia, a principal research scientist in MIT's Microsystems Technology Laboratories (MTL) and senior author of a paper describing the devices, which appears in Virtual and Physical Prototyping.

He is joined on the paper by lead author Jorge Canada, an electrical engineering and computer science graduate student.




An unexpected project

Semiconductors, including silicon, are materials with electrical properties that can be tailored by adding certain impurities. A silicon device can have conductive and insulating regions, depending on how it is engineered. These properties make silicon ideal for producing transistors, which are a basic building block of modern electronics.

However, the researchers didn't set out to 3D-print semiconductor-free devices that could behave like silicon-based transistors.

This project grew out of another in which they were fabricating magnetic coils using extrusion printing, a process where the printer melts filament and squirts material through a nozzle, fabricating an object layer-by-layer.

They saw an interesting phenomenon in the material they were using, a polymer filament doped with copper nanoparticles.

If they passed a large amount of electric current into the material, it would exhibit a huge spike in resistance but would return to its original level shortly after the current flow stopped.




This property enables engineers to make transistors that can operate as switches, something that is typically only associated with silicon and other semiconductors. Transistors, which switch on and off to process binary data, are used to form logic gates which perform computation.

"We saw that this was something that could help take 3D printing hardware to the next level. It offers a clear way to provide some degree of 'smart' to an electronic device," Velasquez-Garcia says.

The researchers tried to replicate the same phenomenon with other 3D printing filaments, testing polymers doped with carbon, carbon nanotubes, and graphene. In the end, they could not find another printable material that could function as a resettable fuse.

They hypothesize that the copper particles in the material spread out when it is heated by the electric current, which causes a spike in resistance that comes back down when the material cools and the copper particles move closer together. They also think the polymer base of the material changes from crystalline to amorphous when heated, then returns to crystalline when cooled down -- a phenomenon known as the polymeric positive temperature coefficient.

"For now, that is our best explanation, but that is not the full answer because that doesn't explain why it only happened in this combination of materials. We need to do more research, but there is no doubt that this phenomenon is real," he says.

3D-printing active electronics

The team leveraged the phenomenon to print switches in a single step that could be used to form semiconductor-free logic gates.

The devices are made from thin, 3D-printed traces of the copper-doped polymer. They contain intersecting conductive regions that enable the researchers to regulate the resistance by controlling the voltage fed into the switch.

While the devices did not perform as well as silicon-based transistors, they could be used for simpler control and processing functions, such as turning a motor on and off. Their experiments showed that, even after 4,000 cycles of switching, the devices showed no signs of deterioration.

But there are limits to how small the researchers can make the switches, based on the physics of extrusion printing and the properties of the material. They could print devices that were a few hundred microns, but transistors in state-of-the-art electronics are only few nanometers in diameter.

"The reality is that there are many engineering situations that don't require the best chips. At the end of the day, all you care about is whether your device can do the task. This technology is able to satisfy a constraint like that," he says.

However, unlike semiconductor fabrication, their technique uses a biodegradable material and the process uses less energy and produces less waste. The polymer filament could also be doped with other materials, like magnetic microparticles that could enable additional functionalities.

In the future, the researchers want to use this technology to print fully functional electronics. They are striving to fabricate a working magnetic motor using only extrusion 3D printing. They also want to finetune the process so they could build more complex circuits

This work is funded, in part, by Empiriko Corporation.
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Liftoff! NASA's Europa Clipper sails toward ocean moon of Jupiter | ScienceDaily
NASA's Europa Clipper has embarked on its long voyage to Jupiter, where it will investigate Europa, a moon with an enormous subsurface ocean that may have conditions to support life. The spacecraft launched at 12:06 p.m. EDT Monday aboard a SpaceX Falcon Heavy rocket from Launch Pad 39A at NASA's Kennedy Space Center in Florida.


						
The largest spacecraft NASA ever built for a mission headed to another planet, Europa Clipper also is the first NASA mission dedicated to studying an ocean world beyond Earth. The spacecraft will travel 1.8 billion miles (2.9 billion kilometers) on a trajectory that will leverage the power of gravity assists, first to Mars in four months and then back to Earth for another gravity assist flyby in 2026. After it begins orbiting Jupiter in April 2030, the spacecraft will fly past Europa 49 times.

"Congratulations to our Europa Clipper team for beginning the first journey to an ocean world beyond Earth," said NASA Administrator Bill Nelson. "NASA leads the world in exploration and discovery, and the Europa Clipper mission is no different. By exploring the unknown, Europa Clipper will help us better understand whether there is the potential for life not just within our solar system, but among the billions of moons and planets beyond our Sun."

Approximately five minutes after liftoff, the rocket's second stage fired up and the payload fairing, or the rocket's nose cone, opened to reveal Europa Clipper. About an hour after launch, the spacecraft separated from the rocket. Ground controllers received a signal soon after, and two-way communication was established at 1:13 p.m. with NASA's Deep Space Network facility in Canberra, Australia. Mission teams celebrated as initial telemetry reports showed Europa Clipper is in good health and operating as expected.

"We could not be more excited for the incredible and unprecedented science NASA's Europa Clipper mission will deliver in the generations to come," said Nicky Fox, associate administrator, Science Mission Directorate at NASA Headquarters in Washington. "Everything in NASA science is interconnected, and Europa Clipper's scientific discoveries will build upon the legacy that our other missions exploring Jupiter -- including Juno, Galileo, and Voyager -- created in our search for habitable worlds beyond our home planet."

The main goal of the mission is to determine whether Europa has conditions that could support life. Europa is about the size of our own Moon, but its interior is different. Information from NASA's Galileo mission in the 1990s showed strong evidence that under Europa's ice lies an enormous, salty ocean with more water than all of Earth's oceans combined. Scientists also have found evidence that Europa may host organic compounds and energy sources under its surface.

If the mission determines Europa is habitable, it may mean there are more habitable worlds in our solar system and beyond than imagined.




"We're ecstatic to send Europa Clipper on its way to explore a potentially habitable ocean world, thanks to our colleagues and partners who've worked so hard to get us to this day," said Laurie Leshin, director, NASA's Jet Propulsion Laboratory in Southern California. "Europa Clipper will undoubtedly deliver mind-blowing science. While always bittersweet to send something we've labored over for years off on its long journey, we know this remarkable team and spacecraft will expand our knowledge of our solar system and inspire future exploration."

In 2031, the spacecraft will begin conducting its science-dedicated flybys of Europa. Coming as close as 16 miles (25 kilometers) to the surface, Europa Clipper is equipped with nine science instruments and a gravity experiment, including an ice-penetrating radar, cameras, and a thermal instrument to look for areas of warmer ice and any recent eruptions of water. As the most sophisticated suite of science instruments NASA has ever sent to Jupiter, they will work in concert to learn more about the moon's icy shell, thin atmosphere, and deep interior.

To power those instruments in the faint sunlight that reaches Jupiter, Europa Clipper also carries the largest solar arrays NASA has ever used for an interplanetary mission. With arrays extended, the spacecraft spans 100 feet (30.5 meters) from end to end. With propellant loaded, it weighs about 13,000 pounds (5,900 kilograms).

In all, more than 4,000 people have contributed to Europa Clipper mission since it was formally approved in 2015.

"As Europa Clipper embarks on its journey, I'll be thinking about the countless hours of dedication, innovation, and teamwork that made this moment possible," said Jordan Evans, project manager, NASA JPL. "This launch isn't just the next chapter in our exploration of the solar system; it's a leap toward uncovering the mysteries of another ocean world, driven by our shared curiosity and continued search to answer the question, 'are we alone?'"

More About Europa Clipper

Europa Clipper's three main science objectives are to determine the thickness of the moon's icy shell and its interactions with the ocean below, to investigate its composition, and to characterize its geology. The mission's detailed exploration of Europa will help scientists better understand the astrobiological potential for habitable worlds beyond our planet.




Managed by Caltech in Pasadena, California, NASA JPL leads the development of the Europa Clipper mission in partnership with the Johns Hopkins Applied Physics Laboratory (APL) in Laurel, Maryland, for NASA's Science Mission Directorate in Washington. The main spacecraft body was designed by APL in collaboration with NASA JPL and NASA's Goddard Space Flight Center in Greenbelt, Maryland, NASA's Marshall Space Flight Center in Huntsville, Alabama, and NASA's Langley Research Center in Hampton, Virginia. The Planetary Missions Program Office at Marshall executes program management of the Europa Clipper mission.

NASA's Launch Services Program, based at NASA Kennedy, managed the launch service for the Europa Clipper spacecraft.

Find more information about NASA's Europa Clipper mission here:

https://science.nasa.gov/mission/europa-clipper/
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New 3D printing technique creates unique objects quickly and with less waste | ScienceDaily
Multimaterial 3D printing enables makers to fabricate customized devices with multiple colors and varied textures. But the process can be time-consuming and wasteful because existing 3D printers must switch between multiple nozzles, often discarding one material before they can start depositing another.


						
Researchers from MIT and Delft University of Technology have now introduced a more efficient, less wasteful, and higher-precision technique that leverages heat-responsive materials to print objects that have multiple colors, shades, and textures in one step.

Their method, called speed-modulated ironing, utilizes a dual-nozzle 3D printer. The first nozzle deposits a heat-responsive filament and the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat.

By controlling the speed of the second nozzle, the researchers can heat the material to specific temperatures, finely tuning the color, shade, and roughness of the heat-responsive filaments. Importantly, this method does not require any hardware modifications.

The researchers developed a model that predicts the amount of heat the "ironing" nozzle will transfer to the material based on its speed. They used this model as the foundation for a user interface that automatically generates printing instructions which achieve color, shade, and texture specifications.

One could use speed-modulated ironing to create artistic effects by varying the color on a printed object. The technique could also produce textured handles that would be easier to grasp for individuals with weakness in their hands.

"Today, we have desktop printers that use a smart combination of a few inks to generate a range of shades and textures. We want to be able to do the same thing with a 3D printer -- use a limited set of materials to create a much more diverse set of characteristics for 3D-printed objects," says Mustafa Doga Dogan PhD '24, co-author of a paper on speed-modulated ironing.




This project is a collaboration between the research groups of Zjenja Doubrovski, assistant professor at TU Delft, and Stefanie Mueller, the TIBCO Career Development Professor in the Department of Electrical Engineering and Computer Science (EECS) at MIT and a member of the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL). Dogan worked closely with lead author Mehmet Ozdemir of TU Delft; Marwa AlAlawi, a mechanical engineering graduate student at MIT; and Jose Martinez Castro of TU Delft. The research will be presented at the ACM Symposium on User Interface Software and Technology.

Modulating speed to control temperature

The researchers launched the project to explore better ways to achieve multiproperty 3D printing with a single material. The use of heat-responsive filaments was promising, but most existing methods use a single nozzle to do printing and heating. The printer always needs to first heat the nozzle to the desired target temperature before depositing the material.

However, heating and cooling the nozzle takes a long time, and there is a danger that the filament in the nozzle might degrade as it reaches higher temperatures.

To prevent these problems, the team developed an ironing technique where material is printed using one nozzle, then activated by a second, empty nozzle which only reheats it. Instead of adjusting the temperature to trigger the material response, the researchers keep the temperature of the second nozzle constant and vary the speed at which it moves over the printed material, slightly touching the top of the layer.

In speed-modulated ironing, the first nozzle of a dual-nozzle 3D printer deposits a heat-responsive filament and then the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat. "As we modulate the speed, that allows the printed layer we are ironing to reach different temperatures. It is similar to what happens if you move your finger over a flame. If you move it quickly, you might not be burned, but if you drag it across the flame slowly, your finger will reach a higher temperature," AlAlawi says.




The MIT team collaborated with the TU Delft researchers to develop the theoretical model that predicts how fast the second nozzle must move to heat the material to a specific temperature.

The model correlates a material's output temperature with its heat-responsive properties to determine the exact nozzle speed which will achieve certain colors, shades, or textures in the printed object.

"There are a lot of inputs that can affect the results we get. We are modeling something that is very complicated, but we also want to make sure the results are fine-grained," AlAlawi says.

The team dug into scientific literature to determine proper heat transfer coefficients for a set of unique materials, which they built into their model. They also had to contend with an array of unpredictable variables, such as heat that may be dissipated by fans and the air temperature in the room where the object is being printed.

They incorporated the model into a user-friendly interface that simplifies the scientific process, automatically translating the pixels in a maker's 3D model into a set of machine instructions that control the speed at which the object is printed and ironed by the dual nozzles.

Faster, finer fabrication

They tested their approach with three heat-responsive filaments. The first, a foaming polymer with particles that expand as they are heated, yields different shades, translucencies, and textures. They also experimented with a filament filled with wood fibers and one with cork fibers, both of which can be charred to produce increasingly darker shades.

The researchers demonstrated how their method could produce objects like water bottles that are partially translucent. To make the water bottles, they ironed the foaming polymer at low speeds to create opaque regions and higher speeds to create translucent ones. They also utilized the foaming polymer to fabricate a bike handle with varied roughness to improve a rider's grip.

Trying to produce similar objects using traditional multimaterial 3D printing took far more time, sometimes adding hours to the printing process, and consumed more energy and material. In addition, speed-modulated ironing could produce fine-grained shade and texture gradients that other methods could not achieve.

In the future, the researchers want to experiment with other thermally responsive materials, such as plastics. They also hope to explore the use of speed-modulated ironing to modify the mechanical and acoustic properties of certain materials.
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New paradigm of drug discovery with world's first atomic editing? | ScienceDaily
In pioneering drug development, the new technology that enables the easy and rapid editing of key atoms responsible for drug efficacy has been regarded as a fundamental and "dream" technology, revolutionizing the process of discovering potential drug candidates. KAIST researchers have become the first in the world to successfully develop single-atom editing technology that maximizes drug efficacy.


						
On October 8th, KAIST (represented by President Kwang-Hyung Lee) announced that Professor Yoonsu Park's research team from the Department of Chemistry successfully developed technology that enables the easy editing and correction of oxygen atoms in furan compounds into nitrogen atoms, directly converting them into pyrrole frameworks, which are widely used in pharmaceuticals.

This research was published in the scientific journal Science on October 3rd under the title "Photocatalytic Furan-to-Pyrrole Conversion."

Many drugs have complex chemical structures, but their efficacy is often determined by a single critical atom. Atoms like oxygen and nitrogen play a central role in enhancing the pharmacological effects of these drugs, particularly against viruses.

This phenomenon, where the introduction of specific atoms into a drug molecule dramatically affects its efficacy, is known as the "Single Atom Effect." In leading-edge drug development, discovering atoms that maximize drug efficacy is key.

However, evaluating the Single Atom Effect has traditionally required multi-step, costly synthesis processes, as it has been difficult to selectively edit single atoms within stable ring structures containing oxygen or nitrogen.

Professor Park's team overcame this challenge by introducing a photocatalyst that uses light energy. They developed a photocatalyst that acts as a "molecular scissor," freely cutting and attaching five-membered rings, enabling single-atom editing at room temperature and atmospheric pressure -- a world first.




The team discovered a new reaction mechanism in which the excited molecular scissor removes oxygen from furan via single-electron oxidation and then sequentially adds a nitrogen atom.

Donghyeon Kim and Jaehyun You, the study's first authors and candidates in KAIST's integrated master's and doctoral program in the Department of Chemistry, explained that this technique offers high versatility by utilizing light energy to replace harsh conditions. They further noted that the technology enables selective editing, even when applied to complex natural products or pharmaceuticals. Professor Yoonsu Park, who led the research, remarked, "This breakthrough, which allows for the selective editing of five-membered organic ring structures, will open new doors for building libraries of drug candidates, a key challenge in pharmaceuticals. I hope this foundational technology will be used to revolutionize the drug development process."

The significance of this research was highlighted in the Perspective section of Science, a feature where a peer scientist of prominence outside of the project group provides commentary on an impactful research.

This research was supported by the National Research Foundation of Korea's Creative Research Program, the Cross-Generation Collaborative Lab Project at KAIST, and the POSCO Science Fellowship of the POSCO TJ Park Foundation.
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'Inside-out' galaxy growth observed in the early universe | ScienceDaily
Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.


						
This galaxy is one hundred times smaller than the Milky Way, but is surprisingly mature for so early in the universe. Like a large city, this galaxy has a dense collection of stars at its core but becomes less dense in the galactic 'suburbs'. And like a large city, this galaxy is starting to sprawl, with star formation accelerating in the outskirts.

This is the earliest-ever detection of inside-out galactic growth. Until Webb, it had not been possible to study galaxy growth so early in the universe's history. Although the images obtained with Webb represent a snapshot in time, the researchers, led by the University of Cambridge, say that studying similar galaxies could help us understand how they transform from clouds of gas into the complex structures we observe today. The results are reported in the journal Nature Astronomy.

"The question of how galaxies evolve over cosmic time is an important one in astrophysics," said co-lead author Dr Sandro Tacchella from Cambridge's Cavendish Laboratory. "We've had lots of excellent data for the last ten million years and for galaxies in our corner of the universe, but now with Webb, we can get observational data from billions of years back in time, probing the first billion years of cosmic history, which opens up all kinds of new questions."

The galaxies we observe today grow via two main mechanisms: either they pull in, or accrete, gas to form new stars, or they grow by merging with smaller galaxies. Whether different mechanisms were at work in the early universe is an open question which astronomers are hoping to address with Webb.

"You expect galaxies to start small as gas clouds collapse under their own gravity, forming very dense cores of stars and possibly black holes," said Tacchella. "As the galaxy grows and star formation increases, it's sort of like a spinning figure skater: as the skater pulls in their arms, they gather momentum, and they spin faster and faster. Galaxies are somewhat similar, with gas accreting later from larger and larger distances spinning the galaxy up, which is why they often form spiral or disc shapes."

This galaxy, observed as part of the JADES (JWST Advanced Extragalactic Survey) collaboration, is actively forming stars in the early universe. It has a highly dense core, which despite its relatively young age, is of a similar density to present-day massive elliptical galaxies, which have 1000 times more stars. Most of the star formation is happening further away from the core, with a star-forming 'clump' even further out.




The star formation activity is strongly rising toward the outskirts, as the star formation spreads out and the galaxy grows in size. This type of growth had been predicted with theoretical models, but with Webb, it is now possible to observe it.

"One of the many reasons that Webb is so transformational to us as astronomers is that we're now able to observe what had previously been predicted through modelling," said co-author William Baker, a PhD student at the Cavendish. "It's like being able to check your homework."

Using Webb, the researchers extracted information from the light emitted by the galaxy at different wavelengths, which they then used to estimate the number of younger stars versus older stars, which is converted into an estimate of the stellar mass and star formation rate.

Because the galaxy is so compact, the individual images of the galaxy were 'forward modelled' to take into account instrumental effects. By using stellar population modelling that includes prescriptions for gas emission and dust absorption, the researchers found older stars in the core, while the surrounding disc component is undergoing very active star formation. This galaxy doubles its stellar mass in the outskirts roughly every 10 million years, which is very rapid: the Milky Way galaxy doubles its mass only every 10 billion years.

The density of the galactic core, as well as the high star formation rate, suggest that this young galaxy is rich with the gas it needs to form new stars, which may reflect different conditions in the early universe.

"Of course, this is only one galaxy, so we need to know what other galaxies at the time were doing," said Tacchella. "Were all galaxies like this one? We're now analysing similar data from other galaxies. By looking at different galaxies across cosmic time, we may be able to reconstruct the growth cycle and demonstrate how galaxies grow to their eventual size today."
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Dance, gibbon, dance! | ScienceDaily
Female crested gibbons display jerky, almost geometric patterns of movement. Researchers from Heinrich Heine University Dusseldorf (HHU), Oslo in Norway and Paris have studied these conspicuous movements, which are comparable to human dances. In the scientific journal Primates, they describe the structure of the dances, their rhythm and the contexts in which the dances occur.


						
Zoo visitors have perhaps already seen how female crested gibbons perform conspicuous sequences of twitching movements involving the rump, arms and legs. This behaviour can be observed in zoos and also in the wild. This video provides a clear impression of the dances of female crested gibbons.

Crested gibbons belong to the family of small apes. There has been little scientific interest in this special display to date. Dr Kai R. Caspar from the Institute of Cell Biology at HHU, Dr Camille Coye from the Institut Jean Nicod in Paris and Professor Dr Pritty Patel-Grosz from the University of Oslo in Norway have now analysed this striking behaviour of the gibbons in more detail and present their results in the journal Primates. They focused on the sequence of movements, rhythm and intentionality -- i.e. the circumstances in which the gibbons perform the dances.

Dr Coye, lead author of the study: "Our examination of video material from various zoos and rescue centres proves that all species of crested gibbons perform these dances. They represent a common and intentional form of visual communication." It is an indicator of the intentional usage of the dances that the gibbons often check during a performance whether the audience is paying attention.

Professor Patel-Grosz: "Only sexually mature females dance. Within species, the dances are evidently primarily used to solicit copulation, but they also occur in a wide range of situations related to non-sexual arousal or frustration and are also frequently directed at humans when performed in captivity in zoos."

The researchers also observed that the dance movements display a grouping structure. Dr Caspar: "They are often organised in groups of up-down or left-right movements and they follow a clear rhythm. Depending on the individual, the movement sequences may vary in complexity."

The researchers can see similarities between crested gibbon and human dances, but presume that they evolved independently of each other. This conclusion is based among other things on the fact that other species of apes do not display this type of behaviour. Furthermore, gibbon dances are also likely to be innate, while human dance is primarily determined by culture. Human dance is also frequently accompanied by music or song, while this is never the case with gibbons.

"The dance behaviour was noticed by chance, but is now being reported from various zoos," says Dr Caspar. Dancing crested gibbons can be seen at Duisburg Zoo and Burgers' Zoo in Arnhem in the Netherlands, among other locations.
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Researchers find clues to the mysterious heating of the sun's atmosphere | ScienceDaily
There is a profound mystery in our sun. While the sun's surface temperature measures around 10,000 degrees Fahrenheit, its outer atmosphere, known as the solar corona, measures more like 2 million degrees Fahrenheit, about 200 times hotter. This increase in temperature away from the sun is perplexing and has been an unsolved mystery since 1939, when the high temperature of the corona was first identified. In the ensuing decades, scientists have tried to determine the mechanism that could cause this unexpected heating, but so far, they have not succeeded.


						
Now, a team led by Sayak Bose, a researcher at the U.S.Department of Energy's (DOE)Princeton Plasma Physics Laboratory (PPPL), has made a significant advancement in understanding the underlying heating mechanism. Their recent findings show that reflected plasma waves could drive the heating of coronal holes, which are low-density regions of the solar corona with open magnetic field lines extending into interplanetary space. These findings represent major progress toward solving one of the most mysterious quandaries about our closest star.

"Scientists knew that coronal holes have high temperatures, but the underlying mechanism responsible for the heating is not well understood," said Bose, the lead author of the paper reporting the results in The Astrophysical Journal. "Our findings reveal that plasma wave reflection can do the job. This is the first laboratory experiment demonstrating that Alfven waves reflect under conditions relevant to coronal holes."

First predicted by Swedish physicist and Nobel Prize winner Hannes Alfven, the waves that bear his name resemble the vibrations of plucked guitar strings, except that in this case, the plasma waves are caused by wiggling magnetic fields.

Bose and other members of the team used the 20-meter-long plasma column of the Large Plasma Device (LAPD) at the University of California-Los Angeles (UCLA) to excite Alfven waves under conditions that mimic those occurring around coronal holes. The experiment demonstrated that when Alfven waves encounter regions of varying plasma density and magnetic field intensity, as they do in the solar atmosphere around coronal holes, they can be reflected and travel backward toward their source. The collision of the outward-moving and reflected waves causes turbulence that, in turn, causes heating.

"Physicists have long hypothesized that Alfven wave reflection could help explain the heating of coronal holes, but it has been impossible to either verify in the laboratory or directly measure," said Jason TenBarge, a visiting research scholar at PPPL, who also contributed to the research. "This work provides the first experimental verification that Alfven wave reflection is not only possible, but also that the amount of reflected energy is sufficient to heat coronal holes."

Along with conducting the laboratory experiments, the team performed computer simulations of the experiments, which corroborated the reflection of Alfven waves under conditions similar to coronal holes. "We routinely conduct multiple verifications to ensure the accuracy of our observed results," said Bose, "and conducting simulations was one of those steps. The physics of Alfven wave reflection is very fascinating and complicated! It is amazing how profoundly basic physics laboratory experiments and simulations can significantly improve our understanding of natural systems like our sun."

Collaborators included scientists from Princeton University; the University of California-Los Angeles; and Columbia University. The research was funded by the DOE under contracts DE-AC0209CH11466, and DE-SC0021261, as well as the National Science Foundation (NSF) under grant number 2209471. The experiment was performed at the Basic Plasma Science Facility, which is a collaborative user facility that is part of the DOE Office of Science Fusion Energy Sciences program and is funded by DOE contract DE-FC02-07ER54918 and the NSF under contract NSF-PHY 1036140.
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Evolution in real time | ScienceDaily
It is 1988. The Koster archipelago, a group of islands off the Swedish west coast near the border with Norway, is hit by a particularly dense bloom of toxic algae, wiping out marine snail populations. But why would anyone care about the fate of a bunch of snails on a three-square-meter rock in the open sea? As it turns out, this event would open up the opportunity to predict and see evolution unfolding before our eyes.


						
Before, the islands and their small intertidal skerries -- rocky islets -- were home to dense and diverse populations of marine snails of the species Littorina saxatilis. While the snail populations of the larger islands -- some of which were reduced to less than 1% -- were restored within two to four years, several skerries could not seem to recover from this harsh blow.

Marine ecologist Kerstin Johannesson from the University of Gothenburg, Sweden, saw a unique opportunity. In 1992, she re-introduced L. saxatilis snails to their lost skerry habitat -- starting an experiment that would have far-reaching implications more than 30 years later. It allowed an international collaboration led by researchers from the Institute of Science and Technology Austria (ISTA), Nord University, Norway, the University of Gothenburg, Sweden, and The University of Sheffield, UK, to predict and witness evolution in the making.

Wave snails and Crab snails 

L. saxatilis is a common species of marine snails found throughout the North Atlantic shores, where different populations evolved traits adapted to their environments. These traits include size, shell shape, shell color, and behavior. The differences among these traits are particularly striking between the so-called Crab- and Wave-ecotype. These snails have evolved repeatedly in different locations, either in environments exposed to crab predation or on wave-exposed rocks away from crabs. Wave snails are typically small, and have a thin shell with specific colors and patterns, a large and rounded aperture, and bold behavior. Crab snails, on the other hand, are strikingly larger, have thicker shells without patterns, and a smaller and more elongated aperture. Crab snails also behave more warily in their predator-dominated environment.

The Swedish Koster archipelago is home to these two different L. saxatilis snail types, often neighboring one another on the same island or only separated by a few hundred meters across the sea. Before the toxic algal bloom of 1988, Wave snails inhabited the skerries, while nearby shores were home to both Crab and Wave snails. This close spatial proximity would prove crucial.

Rediscovering old traits

Seeing that the Wave snail population of the skerries was entirely wiped out due to the toxic algae, Johannesson decided in 1992 to reintroduce snails to one of these skerries, but of the Crab-ecotype. With one to two generations each year, she rightfully expected the Crab snails to adapt to their new environment before scientists' eyes. "Our colleagues saw evidence of the snails' adaptation already within the first decade of the experiment," says Diego Garcia Castillo, a graduate student in the Barton Group at ISTA and one of the authors leading the study. "Over the experiment's 30 years, we were able to predict robustly what the snails will look like and which genetic regions will be implicated. The transformation was both rapid and dramatic," he adds.




However, the snails did not evolve these traits entirely from scratch. Co-corresponding author Anja Marie Westram, a former postdoc at ISTA and currently a researcher at Nord University, explains, "Some of the genetic diversity was already available in the starting Crab population but at low prevalence. This is because the species had experienced similar conditions in the recent past. The snails' access to a large gene pool drove this rapid evolution."

Diversity is key to adaptation

The team examined three aspects over the years of the experiment: the snails' phenotype, individual gene variabilities, and larger genetic changes affecting entire regions of the chromosomes called "chromosomal inversions."

In the first few generations, the researchers witnessed an interesting phenomenon called "phenotypic plasticity": Very soon after their transplantation, the snails modified their shape to adjust to their new environment. But the population also quickly started to change genetically. The researchers could predict the extent and direction of the genetic changes, especially for the chromosomal inversions. They showed that the snails' rapid and dramatic transformation was possibly due to two complementary processes: A fast selection of traits already present at a low frequency in the transplanted Crab snail population and gene flow from neighboring Wave snails that could have simply rafted over 160 meters to reach the skerry.

Evolution in the face of pollution and climate change

In theory, scientists know that a species with high enough genetic variation can adapt more rapidly to change. However, few studies aimed to experiment with evolution over time in the wild. "This work allows us to have a closer look at repeated evolution and predict how a population could develop traits that have evolved separately in the past under similar conditions," says Garcia Castillo.

The team now wants to learn how species can adapt to modern environmental challenges such as pollution and climate change. "Not all species have access to large gene pools and evolving new traits from scratch is tediously slow. Adaptation is very complex and our planet is also facing complex changes with episodes of weather extremes, rapidly advancing climate change, pollution, and new parasites," says Westram. She hopes this work will drive further research on maintaining species with large and diverse genetic makeups. "Perhaps this research helps convince people to protect a range of natural habitats so that species do not lose their genetic variation," Westram concludes.

Now, the snails Johannesson brought to the skerry in 1992 have reached a thriving population of around 1,000 individuals.
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Genomic study identifies human, animal hair in 'man-eater' lions' teeth | ScienceDaily
In 1898, two male lions terrorized an encampment of bridge builders on the Tsavo River in Kenya. The lions, which were massive and maneless, crept into the camp at night, raided the tents and dragged off their victims. The infamous Tsavo "man-eaters" killed at least 28 people before Lt. Col. John Henry Patterson, the civil engineer on the project, shot them dead. Patterson sold the lions' remains to the Field Museum of Natural History in Chicago in 1925.


						
In a new study, Field Museum researchers collaborated with scientists at the University of Illinois Urbana-Champaign on an in-depth analysis of hairs carefully extracted from the lions' broken teeth. The study used microscopy and genomics to identify some of the species the lions consumed. The findings are reported in the journal Current Biology.

The original discovery of the hairs occurred in the early 1990s, when Thomas Gnoske, a collections manager at the Field Museum, found the lions' skulls in storage and examined them for signs of what they had consumed. He was the first to determine that they were fully grown older adult males -- despite being maneless. He also was the first to notice that thousands of broken and compacted hairs had accumulated in exposed cavities in the lions' damaged teeth during their lifetimes.

In 2001, Gnoske and Julian Kerbis Peterhans, a professor at Roosevelt University and Field Museum adjunct curator, first reported on the damaged condition of the teeth -- which they hypothesized may have contributed to the lions' predation of humans -- and the presence of hairs embedded in broken and partially healed teeth. A preliminary analysis of some of the hairs suggested that they were from eland, impala, oryx, porcupine, warthog and zebra.

In the new study, Gnoske and Peterhans facilitated a new examination of some of the hairs. Co-authors Ogeto Mwebi, a senior research scientist at the National Museums of Kenya; and Nduhiu Gitahi, a researcher at the University of Nairobi, conducted the microscopic analysis of the hairs. U. of I. postdoctoral researcher Alida de Flamingh led a genomic investigation of the hairs with U. of I. anthropology professor Ripan S. Malhi. They focused on a separate sample of four individual hairs and three clumps of hairs extracted from the lions' teeth.

Malhi, de Flamingh and their colleagues are developing new techniques to learn about the past by sequencing and analyzing ancient DNA preserved in biological artifacts. Their work in partnership with Indigenous communities has yielded numerous insights into human migration and the pre- and postcolonial history of the Americas. They have helped develop tools for determining the species and geographic origins of present-day and ancient tusks of African elephants. They have advanced efforts to isolate and sequence DNA from museum specimens and have traced the migration and genomic history of dogs in the Americas.

In the current work, de Flamingh first looked for, and found, familiar hallmarks of age-related degradation in what remained of the nuclear DNA in the hairs from the lions' teeth.




"To establish the authenticity of the sample we're analyzing, we look to see whether the DNA has these patterns that are typically found in ancient DNA," she said.

Once the samples were authenticated, de Flamingh focused on mitochondrial DNA. In humans and other animals, the mitochondrial genome is inherited from the mother and can be used to trace matrilineal lineages through time.

There are several advantages to focusing on mtDNA in hair, the researchers said. Previous studies have found that hair structure preserves mtDNA and protects it from external contamination. MtDNA also is much more abundant than nuclear DNA in cells.

"And because the mitochondrial genome is much smaller than the nuclear genome, it's easier to reconstruct in potential prey species," de Flamingh said.

The team built a database of mtDNA profiles of potential prey species. This reference database was compared with mtDNA profiles obtained from the hairs. The researchers took into account the species suggested in the earlier analysis and those known to be present in Tsavo at the time the lions were alive.

The researchers also developed methods for extracting and analyzing the mtDNA from the hair fragments.




"We were even able to get DNA from fragments that were shorter than the nail on your pinky finger," de Flamingh said.

"Traditionally, when people want to get DNA from hairs, they'll focus on the follicle, which is going to have a lot of nuclear DNA in it," Malhi said. "But these were fragments of hair shafts that were more than 100 years old."

The effort yielded a treasure trove of information.

"Analysis of hair DNA identified giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, and also identified hairs that originated from lions," the researchers reported.

The lions were found to share the same maternally inherited mitochondrial genome, supporting early reports theorizing that they were siblings. Their mtDNA also was consistent with an origin in Kenya or Tanzania.

The team found that the lions had consumed at least two giraffes, along with a zebra that likely originated in the Tsavo region.

The discovery of wildebeest mtDNA was surprising because the nearest population of wildebeests in the late 1890s was about 50 miles away, the researchers said. Historical reports, however, noted that the lions left the Tsavo region for about six months before resuming their rampage on the bridge-builders' camp.

The absence of buffalo DNA and the presence of only a single buffalo hair -- identified using microscopy -- was surprising, de Flamingh said. "We know from what lions in Tsavo eat today that buffalo is the preferred prey," she said.

"Colonel Patterson kept a handwritten field journal during his time at Tsavo," Kerbis Peterhans said. "But he never recorded seeing buffalo or indigenous cattle in his journal."

At the time, the cattle and buffalo populations in this part of Africa were devastated by rinderpest, a highly contagious viral disease brought to Africa from India by the early 1880s, Kerbis Peterhans said.

"It all but wiped out cattle and their wild relatives, including cape buffalo," he said.

The mitogenome of the human hair has a broad geographic distribution and the scientists declined to describe or analyze it further for the current study.

"There may be descendants still in the region today and to practice responsible and ethical science, we are using community-based methods to extend the human aspects of the larger project," they wrote.

The new findings are an important expansion of the kinds of data that can be extracted from skulls and hairs from the past, the researchers said.

"Now we know that we can reconstruct complete mitochondrial genomes from single hair fragments from lions that are more than 100 years old," de Flamingh said.

There were thousands of hairs embedded in the lions' teeth, compacted over a period of years, the researchers said. Further analyses will allow the scientists to at least partially reconstruct the lions' diet over time and perhaps pinpoint when their habit of preying on humans began.

Malhi also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.

The National Science Foundation and U.S. Department of Agriculture supported this research.
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Scientists cut harmful pollution from hydrogen engines | ScienceDaily
Hydrogen-burning internal combustion engines offer great promise in the fight against climate change because they are powerful without emitting any earth-warming carbon.


						
They can power heavy-duty trucks and buses and are suited for off-road and agricultural equipment and backup power generators, providing cleaner alternatives to diesel engines.

Yet they are not entirely clean. They emit nitrogen oxides during the high-temperature combustion process. Nitrogen oxides react with other compounds in the atmosphere to form harmful ozone and fine particulate matter, which aggravate our lungs and lead to long-term health problems.

Fortunately, UC Riverside scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen engines by improving the efficiency of their catalytic converters.

As reported in the journal Nature Communications, the researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting them into harmless nitrogen gas and water vapor.

Compared to a catalytic converter without zeolites, the amount of nitrogen oxides converted to harmless substances increased by four to five times at an engine temperature of 250 degrees Celsius, the study found. The system was particularly effective at lower temperatures, which is crucial for reducing pollution when engines first start up and are still relatively cool.

What's more, the technology can also reduce pollution from diesel engines equipped with hydrogen injection systems, explained Fudong Liu, the corresponding author and associate professor of chemical and environmental engineering at UCR's Bourns College of Engineering. The hydrogen injection would be similar to the injection systems used in selective catalytic reduction systems for big-rig diesel trucks.




Zeolites are low-cost materials with a well-defined crystalline structure composed primarily of silicon, aluminum, and oxygen atoms. Their large surface area and three-dimensional, cage-like framework of uniform pores and channels allow for more efficient breakdown of pollutants.

By physically mixing platinum with Y zeolite -- a synthetic type from the broader family of zeolite compounds -- the researchers created a system that effectively captures water generated during the hydrogen combustion process. This water-rich environment promotes hydrogen activation, which is key to improving nitrogen reduction efficiency.

Shaohua Xie, a research scientist at UCR and lead author of the study, explained that the zeolite itself is not a catalyst. Instead, it enhances the effectiveness of the platinum catalyst by creating a water-rich environment. Liping Liu, a Ph.d. student, and Hongliang Xin, an associate professor at Virginia Tech, further validated this concept through theoretical modeling of the new catalyst system.

"This concept can also apply to other types of zeolites," Xie added. "It's a universal strategy."

Liu emphasized that the pollution reduction method is relatively simple.

"We don't need to use complicated chemical or other physical processes," Liu said. "We just mix the two materials -- platinum and zeolite -- together, run the reaction, and then we see the improvement in activity and selectivity."

UCR's Liu, Xie, and Kailong Ye mixed powders of platinum and Y zeolite and provided them to collaborating scientist, Yuejin Li at BASF Environmental Catalyst and Metal Solutions,or ECMS, in Iselin, New Jersey. The powder was made into a thick liquid slurry with binding compounds and applied to the honeycomb structures inside prototype catalytic converters. Scientists from National Synchrotron Light Source II, or NSLS-II, Brookhaven National Laboratory in Upton, New York, were also collaborators.

Liu and Xie expect BASF, which funded the study, to commercialize the technology, which is the subject of a pending patent.

"Well, we are proud," Xie said. "We've developed a new technology to deal with nitrogen oxide emission control, and we think it's an amazing technique."
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How your skin tone could affect your meds | ScienceDaily
Skin pigmentation may act as a "sponge" for some medications, potentially influencing the speed with which active drugs reach their intended targets, a pair of scientists report in a perspective article published in the journal Human Genomics.


						
The researchers argue that a sizable proportion of drugs and other compounds can bind to melanin pigments in the skin, leading to differences in how bioavailable and efficacious these drugs and other compounds are in people with varying skin tones.

"Our review paper concludes that melanin, the pigment responsible for skin color, shows a surprising affinity for certain drug compounds," said Simon Groen, an assistant professor of evolutionary systems biology in the Institute of Integrative Genome Biology at the University of California, Riverside, and a coauthor on the paper. "Melanin's implications for drug safety and dosing have been largely overlooked, raising alarming questions about the efficacy of standard dosing since people vary a lot in skin tones."

According to Groen and coauthor Sophie Zaaijer, a consultant and researcher affiliated with UC Riverside who specializes in diversity, equity, and inclusion (DEI) in preclinical R&D and clinical trials, current FDA guidelines for toxicity testing fail to adequately address the impact of skin pigmentation on drug interactions.

"This oversight is particularly concerning given the push for more diverse clinical trials, as outlined in the agency's Diversity Action Plan," Zaaijer said. "But current early-stage drug development practices still primarily focus on drug testing in white populations of Northern European descent."

In one example, the researchers found evidence of nicotine affinity for skin pigments, potentially affecting smoking habits across people with a variety of skin tones and raising questions about the efficacy of skin-adhered nicotine patches for smoking cessation.

"Are we inadvertently shortchanging smokers with darker skin tones if they turn to these patches in their attempts to quit?" Groen said.




Groen and Zaaijer propose utilizing a new workflow involving human 3D skin models with varying pigmentation levels that could offer pharmaceutical companies an efficient method to assess drug binding properties across different skin types.

"Skin pigmentation should be considered as a factor in safety and dosing estimates," Zaaijer said. "We stand on the brink of a transformative era in the biomedical industry, where embracing inclusivity is not just an option anymore but a necessity."

According to the researchers, skin pigmentation is just one example. Genetic variations among minority groups can lead to starkly different drug responses across races and ethnicities, affecting up to 20% of all medications, they said.

"Yet, our molecular understanding of these differences remains very limited," Zaaijer said.

The researchers acknowledge that transformations enhancing inclusivity -- encompassing race, ethnicity, sex, and age -- demand a comprehensive overhaul of all FDA guidelines on clinical endpoints to align with the FDA's Diversity Action Plan.

"It's a monumental task, requiring clear lines of communication between academics, industry researchers, clinicians, and regulators," Zaaijer said. "The future of medicine relies on our capacity to connect these currently isolated operational teams."

The researchers point out that a shift towards inclusive drug development is set to take place as instigated by a new law, the Food and Drug Omnibus Reform Act, enacted in 2022.




"The FDA published their draft guidelines recently," Zaaijer said. "Once final in a few months, they will mandate considering patient diversity in clinical trials and preclinical R&D. The next step is to provide guidance on what pharmacokinetic variables should be tested in drug R&D pipelines in their pursuit to equitable drugs."

The researchers hope to activate the pharmaceutical industry and academia to start doing systematic experimental evaluations in preclinical research in relation to skin pigmentation and drug kinetics.

They also encourage patients, their advocacy groups, and clinical trial participants to ask questions related to ancestry-specific drug efficacy and safety, such as, "Has this drug been tested to see if it's safe for people from different ancestral backgrounds, including mine?" Clinicians and pharmaceutical representatives should be able to provide an easy-to-understand document outlining the results of the various tests, the researchers said.

They acknowledge that in the current state of drug development this will be hard.

"In terms of risk profile testing, drugs are most often tested on one or a few human cell models that mostly come from donors of Northern European descent," Zaaijer said. "Drugs are then tested in a rodent model. If these tests are successful, drug companies push the drug through to clinical trials. But are drugs ready to be given to a diverse patient group if they haven't first been tested, for example, on human cell models of different ancestries? Would you bungee jump off a bridge if you know the ropes have not been tested for your weight category? Unlikely. So why is this currently acceptable with drugs?"

Groen explained that in different ancestral backgrounds certain genetic variants are more prevalent. Those variants can affect how a drug is metabolized and how it behaves in a body, he said.

"If different ancestral backgrounds are taken into consideration in the early stages of drug discovery, then diverse groups of people may have more trust in the drug development process and enroll in clinical trials because they will be better informed of any potential associated risks," he said.
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A look into 'mirror molecules' may lead to new medicines | ScienceDaily
A University of Texas at Dallas chemist and his colleagues have developed a new chemical reaction that will allow researchers to synthesize selectively the left-handed or right-handed versions of "mirror molecules" found in nature and assess them for potential use against cancer, infection, depression, inflammation and a host of other conditions.


						
The results are important because, while the left- and right-handed versions, or enantiomers, of chemical compounds have identical chemical properties, they differ in how they react in the human body. Developing cost-effective ways to synthesize only the version with a desired biological effect is critical to medicinal chemistry.

In a study published in the Oct. 11 issue of the journal Science, the researchers describe how their chemical synthesis method can quickly, efficiently and in a scalable manner produce a sample that is purely one enantiomer of a mirror-image pair of molecules, as opposed to a mixture of the two. The new method involves adding prenyl groups -- molecules made of five carbon atoms -- to enones by means of a newly developed catalyst in one step in the synthesis process.

"Adding a prenyl group is the way nature assembles these molecules, but it has been challenging for scientists to replicate this successfully," said Dr. Filippo Romiti, assistant professor of chemistry and biochemistry in the School of Natural Sciences and Mathematics at UT Dallas and a corresponding author of the study.

"Nature is the best synthetic chemist of all; she's way ahead of us. This research represents a paradigm shift in the way we can now synthesize large quantities of biologically active molecules and test them for therapeutic activity," said Romiti, who is also a Cancer Prevention & Research Institute of Texas (CPRIT) Scholar.

Naturally occurring compounds are a significant source of potential new medicines, but because they often occur only in minute quantities, scientists and pharmaceutical companies must develop methods to synthesize larger amounts to test in the lab or to manufacture into drugs.

In their study, the researchers demonstrated how incorporating their new chemical reaction resulted in a synthesis process that reached completion in about 15 minutes at room temperature, which is more energy-efficient than having to heat or cool substances significantly during a reaction.




Romiti collaborated with researchers at Boston College, the University of Pittsburgh and the University of Strasbourg in France to develop the new chemical reaction. Romiti's role involved creating the synthesis process.

The researchers developed their method as part of an effort to synthesize polycyclic polyprenylated acylphloroglucinols (PPAPs), which are a class of more than 400 natural products with a broad spectrum of bioactivity, including combatting cancer, HIV, Alzheimer's disease, depression, epilepsy and obesity.

Romiti and his colleagues demonstrated a proof of concept by synthesizing enantiomers of eight PPAPs, including nemorosonol, a chemical derived from a Brazilian tree that has been shown by other researchers to have antibiotic activity.

"For 20 years, we've known that nemorosonol is antimicrobial, but which enantiomer is responsible? Is it one or both?" Romiti said. "It could be that one version has this property, but the other does not."

Romiti and his colleagues tested their nemorosonol enantiomer against lung and breast cancer cell lines provided by Dr. John Minna, director of the Hamon Center for Therapeutic Oncology Research at UT Southwestern Medical Center.

"Our entantiomer of nemorosonol had pretty decent effects against cancer cell lines," Romiti said. "This was very interesting and could only have been discovered if we had access to large quantities of a pure entantiomeric sample to test."

Romiti said more research will be needed to confirm whether one nemorosonol enantiomer is specifically antimicrobial and the other anticancer.




The study results could impact drug discovery and translational medicine in several ways. In addition to informing scalable and more efficient drug-manufacturing processes, the findings will enable researchers to make more efficiently natural product analogs, which are optimized versions of the natural product that are more potent or selective in how they work in the body.

"We developed this process to be as pharma-friendly as possible," Romiti said. "This is a new tool for chemists and biologists to study 400 new drug leads that we can make, plus their analogs, and test their biological activity. We now have access to potent natural products that we previously could not synthesize in the lab."

Romiti said the next step will be to apply the new reaction to the synthesis of other classes of natural products, in addition to PPAPs. In August he received a five-year, $1.95 million Maximizing Investigators' Research Award for Early Stage Investigators from the National Institute of General Medical Sciences, a component of the National Institutes of Health (NIH), to continue his work in this area.

In addition to CPRIT, the research was supported by funding from the National Science Foundation and from the NIH (2R35GM130395, 2R35GM128779) to co-corresponding authors and chemistry professors Dr. Peng Liu at the University of Pittsburgh and Dr. Amir Hoveyda at Boston College.
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'Islands' of regularity discovered in the famously chaotic three-body problem | ScienceDaily
When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher from the University of Copenhagen has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.


						
The most popular show on Netflix at the moment is the science fiction series 3-Body Problem. Based on a Chinese novel series by Liu Cixin, the series involves a menagerie of characters, time periods and even extraterrestrial visitors. But the central premise is concerned with a star system in which three stars gravitate around one another.

Such a system, with three objects influencing each other's gravity, has fascinated scientists ever since the "father of gravity," Isaac Newton, first described it. While the interaction between two objects meeting in space is predictable, the introduction of a third massive object makes the triadic encounter not just complex, but chaotic.

"The Three-Body Problem is one of the most famous unsolvable problems in mathematics and theoretical physics. The theory states that when three objects meet, their interaction evolves chaotically, without regularity and completely detached from the starting point. But our millions of simulations demonstrate that there are gaps in this chaos -- 'isles of regularity' -- which directly depend on how the three objects are positioned relative to each other when they meet, as well as their speed and angle of approach," explains Alessandro Alberto Trani of the University of Copenhagen's Niels Bohr Institute.

Trani hopes that the discovery will pave the way for improved astrophysics models, as the Three-Body Problem is not just a theoretical challenge. The encounter of three objects in the universe is a common occurrence and its understanding is crucial.

"If we are to understand gravitational waves, which are emitted from black holes and other massive objects in motion, the interactions of black holes as they meet and merge are essential. Immense forces are at play, particularly when three of them meet. Therefore, our understanding of such encounters could be a key to comprehending phenomena such as gravitational waves, gravity itself and many other fundamental mysteries of the universe," says the researcher.

A Tsunami of Simulations

To investigate the phenomenon, Trani coded his own software program, Tsunami, which can calculate the movements of astronomical objects based on the knowledge we have about the laws of nature, such as Newton's gravity and Einstein's general relativity. Trani set it to run millions of simulations of three-body encounters within certain defined parameters.




The initial parameters for the simulations were the positions of two of the objects in their mutual orbit -- i.e., their phase along a 360-degree axis. Then, the angle of approach of the third object -- varying by 90 degrees.

The millions of simulations were spread across the various possible combinations within this framework. As a whole, the results form a rough map of all conceivable outcomes like a vast tapestry woven from the threads of initial configurations. This is where the isles of regularity appear.

The colours represent the object that is eventually ejected from the system after the encounter. In most cases, this is the object with the lowest mass.

"If the three-body problem were purely chaotic, we would see only a chaotic mix of indistinguishable dots, with all three outcomes blending together without any discernible order. Instead, regular "isles" emerge from this chaotic sea, where the system behaves predictably, leading to uniform outcomes -- and therefore, uniform colours," Trani explains.

Two Steps Forward, One Step Back

This discovery holds great promises for a deeper understanding of an otherwise impossible phenomenon. In the short term, however, it represents a challenge for researchers. Pure chaos is something they already know how to calculate using statistical methods, but when chaos is interrupted by regularities, the calculations become more complex.




"When some regions in this map of possible outcomes suddenly become regular, it throws off statistical probability calculations, leading to inaccurate predictions. Our challenge now is to learn how to blend statistical methods with the so-called numerical calculations, which offer high precision when the system behaves regularly," says Alessandro Alberto Trani.

"In that sense, my results have set us back to square one, but at the same time, they offer hope for an entirely new level of understanding in the long run," he says.

* Extra info: 4-Body Problem

During the pandemic, Alessandro Alberto Trani started a side project to investigate fractal universes within the Three-Body Problem. It was then that he came up with the idea of mapping the outcomes in search of regularities.

He knew the famous problem from his studies, but hadn't delved into the works of fiction -- the recent Netflix show or the novel behind it: "The Three-Body Problem" by Liu Cixin. Nevertheless, out of curiosity, he familiarized himself with the plot enough to conclude that it actually deals with a "4-Body Problem."

"As I understand it, it involves a star system with three stars and one planet, which is regularly thrown into chaotic developments. Such a system is actually best defined as a Four-Body Problem. However you define it though, according to my simulations, the most likely outcome is that the planet would quickly be destroyed by one of the three stars. So it would soon become a Three-Body-Problem," the researcher grins.
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Ordered defects may be key for solution-deposited semiconductors, enabling high-speed printable circuits and next-generation displays | ScienceDaily
A new solution deposition process for semiconductors yields high-performing transistors by introducing more defects, counterintuitively. Researchers used these devices to construct high- speed logic circuits and an operational high-resolution inorganic LED display.


						
Standard manufacturing techniques for semiconductor devices -- the technologies that make electronics possible -- involve processing raw materials at high temperatures in vacuum vessels. This fundamentally limits manufacturing efficiency and scalability.

Processes based on deposition from chemical solutions at lower temperatures and ambient pressure have long been pursued as a more efficient and scalable alternative, but such processes usually result in materials with large numbers of structural defects leading to inferior device performance.

The laboratory of Qing Cao, associate professor of materials science & engineering in The Grainger College of Engineering, University of Illinois Urbana-Champaign, has developed a process yielding the highest performing transistors from solution-deposited semiconductors to date. However, the research team was surprised to learn that the best semiconductor for this process has higher defect concentrations than its parent material.

"It's remarkable that even though there are more defects, their organization into ordered defect pairs are the reason our materials have the record-high performances for those made with solution deposition process," Cao said. "We went further than fundamental materials science and showed that functional circuits and systems like displays can be constructed, paving the road toward their adoption in many emerging applications requiring high-performance electronics covering large areas."

This study, recently published in the journal Science Advances, outlines a procedure for fabricating devices from the ordered defect compound semiconductor CuIn5Se8 prepared by solution deposition. They were used to form high-speed logic circuits operating in megahertz and a micro-display with a resolution of 508 pixels per inch. The transistors in the display drove inorganic micro-LEDs, a brighter and more durable alternative to the current standard of organic LEDs but requiring much more powerful transistors to drive each pixel. Cao believes that the new material and process could scale to support next-generation inorganic micro-LED displays and high-speed printable electronics for healthcare, smart packaging, and internet of things.

The promise of solution deposition

The extreme conditions required for standard semiconductor manufacturing limit the surface areas of the processed materials. While this is acceptable for chips and microelectronics, it is economically prohibitive for applications requiring many devices coordinated and distributed over a large area, such as electronic displays. Solution deposition, in which the semiconductors are dissolved in liquid and spread over a target substrate, would not only enable large-area applications but could also make processing more efficient.




"The fact that solution deposition can occur at atmospheric pressure and much lower temperatures alone makes it a desirable alternative to standard vapor deposition in terms of manufacturing throughput, cost and substrate compatibility," Cao said.

However, vapor deposition techniques have been developed to the point where the processed materials have very few defects, leading to high-performance devices. Before solution deposition is used in commercial processing, it must be developed to the point where the materials it creates have the same performance levels.

A better semiconductor

Cao recalls that copper-indium-selenium materials first drew the attention of his lab for their tunability. Changing the exact proportions of each element in the material allowed a vast material design space for them to realize effective solar cells with a copper-indium-selenium ratio of 0.9:1:2.

"The thought was. we have control over the material proportions, so can we adjust them to make good semiconductors for electronics instead of good solar cells?" Cao said. "We developed a solution deposition process for these materials, and we experimented with the proportions until we found a material good for electronics purposes, which has a copper-indium-selenium ratio of 1:5:8. In fact, the combination we found outperformed not only other solution processable semiconductors, but also most semiconductors currently used in displays."

Semiconductor performance is often quantified with charge mobility, a measure of how easily electrons move through the material when voltage is applied. Compared to amorphous silicon semiconductors used in large LCD displays, the researchers' material CuIn5Se8 has a mobility 500 times greater. Compared to metal oxide semiconductors used in state-of-the-art organic LED displays, the new material's mobility is four times greater.




The mobility of CuIn5Se8 is comparable to low-temperature polycrystalline silicon which is used in smartphone displays. However, polycrystalline silicon processing requires laser annealing, making it difficult to scale up and include in larger devices. Solution-deposited CuIn5Se8 could facilitate larger high-performance displays.

More defects, surprisingly

The researchers' next step was figuring out why CuIn5Se8 performs so well. They consulted Jian-Min Zuo, professor of materials science & engineering in Grainger Engineering and an expert in material characterization.

"Generally, as material scientists, we think that better performing materials have fewer defects, and that's what we expected initially," Cao said. "But then, professor Zuo got back to us after using transmission electron microscopy to observe the microscopic structure. It turned out that there were not only more defects than the parent compound, but likely two types of defects co-existing!"

To resolve the apparent contradiction, the researchers turned to theorist Andre Schleife, associate professor of materials science & engineering in Grainger Engineering. By simulating the new copper-indium-selenium material, Schleife's group found that the two types of defects in CuIn5Se8 can combine to form a material system called an ordered defect compound. In such systems, different types of material defects organize into a regular pattern and "cancel out," leading an improved charge mobility.

A path to printing high-speed electronics and higher-performance displays

The researchers demonstrated the capabilities of their process by using their new defect-tolerant copper-indium-selenium semiconductors to construct a display together with gallium nitride based micro-LEDs. The CuIn5Se8 material formed the basis of high-performance transistors which operated 8-by-8-micron LED pixels, closely packed to a resolution of 508 pixels per inch.

"While Organic LEDs are the standard in high-performance displays, LEDs based on inorganic substances such as gallium nitride are emerging as a faster, higher-brightness, and more energy efficient alternative," Cao explained. "However, since they are brighter, they require high-power electronics to operate and it is especially challenging if we would like to squeeze them within a smaller footprint for high resolution. We demonstrated that our new semiconductor is up to the task, and we've shown that it can be efficiently manufactured with solution deposition."

In addition to driving LEDs, these transistors can be integrated to form logic circuits, again offering much better performance compared to what are constructed on other solution processable semiconductors. These circuits can operate at megahertz with delay down to 75 nanoseconds. The compatibility with low-cost solution deposition processes without sacrificing performance is promising for future printable electronics. They could find use in continuous wellness monitoring, smart packing with integrated sensing and computing, and affordable internet of things devices.

Cao notes that while the process is sufficiently developed that it could be commercialized, they are holding off until it can be made more environmentally friendly.

"The process is currently based on hydrazine, which is used as rocket fuel," he said. "It could be used in an industrial setting, but we first want to modify the process to use chemicals that are safer to work with and leave a smaller environmental footprint."
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Bilingualism makes the brain more efficient, especially when learned at a young age | ScienceDaily
Neuroplasticity is the brain's ability to build connections within itself, adapting to the surrounding environment. The brain is most plastic in childhood, forming new pathways in reaction to stimuli such as language.


						
Past research has shown that learning a second language may positively affect attention, healthy aging and even recovery after brain injury. A new study from The Neuro (Montreal Neurological Institute-Hospital) of McGill university, the University of Ottawa and the University of Zaragoza in Spain elaborates on bilingualism's role in cognition, showing increased efficiency of communication between brain regions.

Scientists recruited 151 participants who either spoke French, English, or both languages, and recorded the age at which they learned their second language. The participants were scanned using resting state functional magnetic resonance imaging (fMRI) to record whole-brain connectivity, rather than focusing on specific regions as was done in previous bilingualism studies.

fMRI scans revealed that bilingual participants had increased connectivity between brain regions than monolingual participants, and this connectivity was stronger in those who learned their second language at a younger age. This effect was particularly strong between the cerebellum and the left frontal cortex.

The results mirror previous studies which have shown that brain regions do not work in isolation, but interact with others to understand and produce language. Research has also shown that whole-brain efficiency aids cognitive performance.

This latest study reveals more about how bilingualism influences the brain connections we use to think, communicate and experience the world around us.

"Our work suggests learning a second language during childhood helps build a more efficient brain organization in terms of functional connectivity," says Zeus Gracia Tabuenca, the paper's first author. "The results indicate that the earlier the second language experience, the broader extent of brain areas involved in neuroplasticity. That's why we are observing higher connectivity of the cerebellum with the cortex in earlier exposures to a second language."

The research was funded with the support of the Natural Sciences and Engineering Research Council of Canada, the Blema and Arnold Steinberg Family Foundation, The Centre for Research on Brain, Language and Music via the Fonds de recherche du Quebec, Brain Canada, the Canada Research Chair program, the European Union's NextGeneration programme and the Spanish Ministry of Universities' Margarita Salas Program.
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Lightning strikes kick off a game of electron pinball in space | ScienceDaily
When lightning strikes, the electrons come pouring down.


						
In a new study, researchers at the University of Colorado Boulder led by an undergraduate student have discovered a new link between weather on Earth and weather in space. The group used satellite data to show that lightning storms on our planet can knock especially high-energy, or "extra-hot," electrons out of the inner radiation belt -- a region of space filled with charged particles that surrounds Earth like an inner tube.

The team's results could help satellites and even astronauts avoid dangerous radiation in space. This is one kind of downpour you don't want to get caught in, said lead author and undergraduate Max Feinland.

"These particles are the scary ones or what some people call 'killer electrons,'" said Feinland, who received his bachelor's degree in aerospace engineering sciences at CU Boulder in spring 2024. "They can penetrate metal on satellites, hit circuit boards and can be carcinogenic if they hit a person in space."

The study appeared Oct.8 in the journal Nature Communications.

The findings cast an eye toward the radiation belts, which are generated by Earth's magnetic field. Lauren Blum, a co-author of the paper and assistant professor in the Laboratory for Atmospheric and Space Physics (LASP) at CU Boulder, explained that two of these regions encircle our planet: While they move a lot over time, the inner belt tends to begin more than 600 miles above the surface. The outer belt starts roughly around 12,000 miles from Earth. These pool floaties in space trap charged particles streaming toward our planet from the sun, forming a sort of barrier between Earth's atmosphere and the rest of the solar system.

But they're not exactly airtight. Scientists, for example, have long known that high-energy electrons can fall toward Earth from the outer radiation belt. Blum and her colleagues, however, are the first to spot a similar rain coming from the inner belt.




Earth and space, in other words, may not be as separate as they look.

"Space weather is really driven both from above and below," Blum said.

Bolt from the blue

It's a testament to the power of lightning.

When a lightning bolt flashes in the sky on Earth, that burst of energy may also send radio waves spiraling deep into space. If those waves smack into electrons in the radiation belts, they can jostle them free -- a bit like shaking your umbrella to knock the water off. In some cases, such "lightning-induced electron precipitation" can even influence the chemistry of Earth's atmosphere.

To date, researchers had only collected direct measurements of lower energy, or "colder," electrons falling from the inner radiation belt.




"Typically, the inner belt is thought to be kind of boring," Blum said. "It's stable. It's always there."

Her team's new discovery came about almost by accident. Feinland was analyzing data from NASA's now-decommissioned Solar, Anomalous, and Magnetospheric Particle Explorer (SAMPEX) satellite when he saw something odd: clumps of what seemed to be high-energy electrons moving through the inner belt.

"I showed Lauren some of my events, and she said, 'That's not where these are supposed to be,'" Feinland said. "Some literature suggests that there aren't any high-energy electrons in the inner belt at all."

The team decided to dig deeper.

In all, Feinland counted 45 surges of high-energy electrons in the inner belt from 1996 to 2006. He compared those events to records of lightning strikes in North America. Sure enough, some of the spikes in electrons seemed to happen less than a second after lightning strikes on the ground.

Electron pinball

Here's what the team thinks is happening: Following a lightning strike, radio waves from Earth kick off a kind of manic pinball game in space. They knock into electrons in the inner belt, which then begin to bounce between Earth's northern and southern hemispheres -- going back and forth in just 0.2 seconds.

And each time the electrons bounce, some of them fall out of the belt and into our atmosphere.

"You have a big blob of electrons that bounces, and then returns and bounces again," Blum said. "You'll see this initial signal, and it will decay away."

Blum isn't sure how often such events happen. They may occur mostly during periods of high solar activity when the sun spits out a lot of high-energy electrons, stocking the inner belt with these particles.

The researchers want to understand these events better so that they can predict when they may be likely to occur, potentially helping to keep people and electronics in orbit safe.

Feinland, for his part, is grateful for the chance to study these magnificent storms.

"I didn't even realize how much I liked research until I got to do this project," he said.
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How playing songs to Darwin's finches helped biologists confirm link between environment and the emergence of new species | ScienceDaily
They say that hindsight is 20/20, and though the theory of ecological speciation -- which holds that new species emerge in response to ecological changes -- seems to hold in retrospect, it has been difficult to demonstrate experimentally, until now. In research recently published in Science, biologists from the University of Massachusetts Amherst have identified a key connection between ecology and speciation in Darwin's finches, famous residents of the Galapagos Islands, Ecuador. Prior work on these birds had established that birds' beaks adapt to changing ecological environments, and that beak changes affect how the birds sing. But, until this paper, no one has yet been able to experimentally show that such changes drive the emergence of new species. The innovative key to this discovery? The ghosts of future finches.


						
Research recently published in Science by biologists from UMass has identified a connection between ecology and speciation in Darwin's finches, famous residents of the Galapagos Islands, Ecuador. Prior work on these birds had established that birds' beaks adapt to changing ecological environments, and that beak changes impact how the birds sing. The new study shows that beak-driven changes to song themselves can impact species recognition, and thus drive the separation of species.

"I started working with these birds 25 years ago," says Jeffrey Podos, professor of biology at UMass Amherst and the paper's senior author. "In my very first publication on the finches, back in 2001, I showed that changes in the beaks of Darwin's finches leads to changes in the songs they sing, and I speculated that, because Darwin's finches use songs to attract mates, then song changes related to beak evolution could perhaps catalyze ecological speciation."

But, at the time, Podos had no smoking-gun experimental evidence with which to prove his hypothesis that environmentally driven changes to beak shapes were driving the emergence of new finch species. Part of the difficulty is that speciation is an historical process, which makes it tricky to document. Being able to watch it unfold as it happens would be like catching lightning in a bottle. As a workaround, Podos devised an experimental study that built on simulations, and he had some helpful leads to work with.

He knew, for instance, that beaks can either evolve powerfully to crush hard seeds or they can remain more delicate thereby enabling the faster movements necessary for more elaborate singing. "It takes serious motor performance to sing an intricate song, like that of the swamp sparrow," says Podos, "and a big, powerful beak is just too clunky to manage the movements required."

Thanks to decades' worth of quantitative research that the wider biology community has conducted on the exact changes that the beaks of Darwin's finches undergo due to different environmental changes, Podos realized that he could model how beaks would change into the future. In this case, he chose drought as the ecological driver, which tends to select for thicker-beaked finches. And he also knew that he could both predict, and then simulate, the songs of the finches as they would change through successive future episodes of drought.

"Essentially, we engineered the calls of future finches," says Podos.




In general, the thicker the beak, the slower the songs and the narrower the bandwidth of the frequencies. Each subsequent drought event is predicted to render beaks that are increasingly thicker, which further should further slow the rate and decrease the bandwidths of the songs.

Finally, Podos and his team returned to the specific population of Darwin's medium ground finches and played them the calls of the future finches.

"We found that there were no changes in the finches' responses to our modified calls even when the simulated songs had changed by the equivalent of three drought events," says Katie M. Schroeder, the paper's co-author who participated in this research during her doctoral training under Podos at UMass Amherst. "But by six drought events, the had changed so much that the finches barely responded at all."

These findings suggest that, because of the links between beaks and song, an entirely new species of Darwin's medium ground finches could evolve in response to six major Galapagos droughts.

"Our research is not a conceptual revolution," says Podos, "but it is an empirical, experimental confirmation of ecological speciation and its plausibility."

This research was supported by the Charles Darwin Research Station and Galapagos National Park Service and the U.S. National Science Foundation.
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Loss of lake ice has wide-ranging environmental and societal consequences | ScienceDaily
The world's freshwater lakes are freezing over for shorter periods of time due to climate change. This shift has major implications for human safety, as well as water quality, biodiversity, and global nutrient cycles, according to a new review from an international team of researchers led by Carnegie Science's Stephanie Hampton.


						
Undertaken by scientists based in the United States, Canada, and Sweden, this analysis represents a major call-to-action for wintertime freshwater ecology research. It is published in Science.

The world has millions of freshwater lakes, most of which freeze during the winter. The team's rigorous review indicates a massive shift in lake ice duration over the past 25 years, with melting starting at least a month earlier than in previous centuries.

"The average duration of iced-over conditions has decreased by 31 days over the last 165 years and thousands of lakes that historically froze over every winter now experience ice-free years," Hampton explains. "This has major implications for communities around the world that depend on these lakes for drinking water, recreation, fishing, and ice-road transportation, as well as for spiritual and cultural identity."

The Deputy Director for Carnegie Science's Biosphere Sciences and Engineering division, Hampton is a freshwater ecologist with 18 years of experience studying microscopic plankton in Lake Baikal in Siberia. For the past decade, she has been broadening the scope of her work to address global trends in lake ice in a warming world.

The team's analysis breaks down the ecological harm caused by ice loss ranging from the health of individual lakes to the delicate balance of dynamic cycles that comprise the Earth System.

The researchers make the case that studying lakes during wintertime -- traditionally avoided due to logistical challenges and safety concerns -- must be undertaken by ecologists around the world in order to truly understand the wide-ranging risks posed by ice loss. Their paper identifies several key areas for additional study that have major implications for human and environmental health.




Crucially, shorter ice duration and warmer temperatures affect biogeochemistry and microbial metabolism in lakes and put them at greater risk for water quality impairments, according to Hampton and her collaborators. For example, toxic blooms of cyanobacteria can form in warmer water, putting both fish and humans at risk. Further complicating the situation, the low-oxygen conditions caused by these blooms can release metals that are sequestered in lakebed sediment, posing additional water quality concerns.

Changes in ice duration also have implications for the biodiversity of lake ecosystems, the researchers indicate. For example, temperature changes can allow invasive species that are adapted to warmer water to thrive while cold-water fish and other organisms are negatively affected.

The researchers point out the importance of further research on how loss of lake ice is affecting the global carbon cycle. Evidence indicates that ice cover enables lakes to sequester carbon from the atmosphere and warming water releases more methane, nitrous oxide, and other greenhouse gases.

Furthermore, ice loss both results in increased evaporation of lake water -- which over time could decrease the surrounding community's access to freshwater -- and potentially exposes those living nearby to more intense snowfall events and greater erosion. Additional research is needed to understand the many ways that lakes contribute to the water cycle in a warming world.

"It is abundantly clear that many lakes are freezing later, melting earlier, or both," Hampton asserts. "Over a billion people live near lakes that freeze, and these changes are now affecting people's uses of lakes. By analyzing what we know about how these changes are affecting lake ecosystems and human communities, we have identified key topics that must be studied in greater detail. It is only by understanding the breadth and complexity of these risks that we can develop strategies for mitigating them."

Although scientists like Hampton have been studying the ecology of Northern Hemisphere and high-elevation lakes for decades, wintertime lake research is an emerging field. Hampton and other colleagues are at the forefront of advancing safe research protocols in iced-over conditions. Earlier this year, she and her collaborators hosted "winter school" at Wisconsin's Trout Lake, where early career researchers were trained in how to safely take samples from iced-over bodies of water.

"Looking ahead, we need to invest in a deeper understanding of the crucial roles that lake ice plays in the health of our planet and in the communities that depend on these bodies of water," Hampton concludes.

The Science paper's co-authors include Carnegie Science's Ryan McClure, along with Stephen Powers of Baylor University, Hilary Dugan of the University of Wisconsin, Lesley Knoll of Miami University of Ohio, Bailey McMeans of the University of Toronto, Michael Meyer of the U.S. Geological Survey, Catherine O'Reilly of Illinois State University, Ted Ozersky of the University of Minnesota, Sapna Sharma of York University, David Barrett of the University of Calgary, Sudeep Chandra of the University of Nevada, Joachim Jansen and Gesa Weyhenmeyer of Uppsala University, Milla Rautio of the Universite du Quebec, and, Xiao Yang of Southern Methodist University.
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How a bunch of seemingly disorganized cells go on to form a robust embryo | ScienceDaily
Embryo development starts when a single egg cell is fertilized and starts dividing continuously. Initially a chaotic cluster, it gradually evolves into a highly organized structure. An international team of researchers including scientists from the Institute of Science and Technology Austria (ISTA) has provided new insights into the process, emphasizing the critical role of both chaos and order. The results are published in Science.


						
Pipetting liquids into tiny test tubes, analyzing huge datasets, poring over research publications -- all these tasks are part of being a scientist. But breaking this routine is essential. Time away from the usual work environment can spark creative ideas. Lab retreats, for instance, offer a great setting where researchers can engage with other peers, often leading to new collaborations.

The latter was true for Bernat Corominas-Murtra and Edouard Hannezo from the Institute of Science and Technology Austria (ISTA). Fascinated by a dataset showcased during a poster session at a collaborative retreat research group in Spain, Corominas-Murtra started a lively discussion with fellow researcher Dimitri Fabreges, a postdoc from the research group of Professor Takashi Hiiragi at the Hubrecht Institute in Utrecht, The Netherlands. What started as a conversation has now turned into a publication in Science.

The international team of researchers has built a comprehensive atlas of early mammalian morphogenesis -- the process of an organism developing shape and structure -- analyzing how mouse, rabbit, and monkey embryos develop in space and time. Based on this atlas, they see that individual events such as cell divisions and movements are highly chaotic, yet the embryos as a whole end up looking very similar to one another. With this dataset, they propose a physical model that explains how a mammalian embryo builds structure from chaos.

From one to many

In animals, embryonic development starts when an egg cell is fertilized. This event triggers an array of consecutive cell divisions, known as cleavages. In a nutshell, a single cell divides into two, then two become four, four become eight, and so forth. Eventually, the bulk of cells form into a very organized structure called the blastocyst, from which all future organs and tissues develop. The entire process is termed morphogenesis.

"These early steps of embryonic development are key, as they set the stage for all subsequent developmental processes," explains Edouard Hannezo. In some animals, for instance, in C. elegans -- a transparent roundworm and one of the most studied model organisms by developmental biologists -- the divisions in the early embryo are extremely well regulated and orientated the same way across different embryos, giving rise to organisms that all have the same number of cells. In mammalian species, however, it seems like divisions are much more random, both in timing and orientation. This raises the question of how reproducible mammalian embryonic development proceeds despite this disorder.




A detailed embryo map 

To address this question, the Hiiragi group set out to image and quantitatively analyze many different embryos, to compare their similarities both within and between different mammalian species, from mice to rabbits and monkeys. Dimitri Fabreges and colleagues created a so-called 'morphomap' -- a map to visualize high-dimensional morphological data. "It's an imaging analysis pipeline showing how embryos behave in time and space -- a precise atlas of an embryo's morphogenesis," explains Hannezo.

The map allowed the scientists to quantitatively analyze the developmental process by addressing questions such as the inter-embryo variability of development. With this dataset, the scientists were able to define what 'normal' morphogenesis looks like.

Fabreges presented the morphomap at the lab retreat in Spain. The data showed that the first divisions after fertilization were not regulated across mice, rabbits, and monkeys. The cells divided randomly until they reached the 8-cell stage, a stage where all embryos suddenly started to look the same. "After looking very different in the first stages, embryos seemed to converge toward each other's shape at the end of the 8-cell stage," Hannezo continues. But how come? What brings structure to this chaos?

An embryonal Rubik's cube -- cell cluster optimizes its packing 

Corominas-Murtra and Hannezo, both theoretical physicists, were fascinated by this dataset and set out to understand this process from a theoretical standpoint.




However, an embryo's shape is highly complex, making it difficult to determine what it means for two embryos to be similar or different. The scientists discovered that they could effectively approximate the full complexity of the structure of an embryo simply by studying the configurations of the cell-to-cell contacts. "We think that we can derive most of the important details about the morphology of an embryo by understanding the arrangements of cells or knowing which cells are physically connected -- similar to connections in a social network. This approach significantly simplifies data analysis and comparisons between different embryos," says Corominas-Murtra.

Using this information, the scientists created a simple physical model for how embryos converge to a reproducible shape. The model shows that physical laws drive embryos to form a specific morphology shared among mammals.

By destabilizing most cell arrangements except a few selective ones that lower the surface energy of the embryo, physical interactions between cells can guide the formation toward a defined shape. In other words, cells tend to stick more and more together and this seemingly simple process actually drives the embryo through successive rearrangements to the most optimal packing. It's like embryos solve their own Rubik's cube.

No chaos, no structure 

The results provide a detailed look at how the development of mammalian embryos is governed by variability and robustness. Without chaos, there is no structure; one needs the other. Both are essential parts of what constitutes 'normal' development. "We're finally starting to have tools to analyze the variability of morphogenesis, which is crucial to understanding the mechanisms of developmental robustness," Hannezo summarizes. Randomness seems to be a primary force in the generation of complexity in the living world.

By gaining more knowledge of what normal looks like, scientists also gain insights into abnormalities. This can be very helpful in areas, such as disease research, regenerative medicine, or fertility treatments. In the future, this knowledge can assist in selecting the healthiest embryo for in vitro fertilization (IVF), thereby improving the implantation success rate.
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      Top stories featured on ScienceDaily's Health & Medicine, Mind & Brain, and Living Well sections.


      
        Fearful memories of others seen in mouse brain
        Researchers have revealed that the CA1 and CA2 regions in the brain respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky.

      

      
        Mpox vaccine is safe and generates a robust antibody response in adolescents, study finds
        A clinical trial of an mpox vaccine in adolescents found it was safe and generated an antibody response equivalent to that seen in adults, according to a planned interim analysis of study data. Adolescents are among the population groups affected by mpox in the current Clade I mpox outbreak.

      

      
        Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children
        A new study has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviors in their children.

      

      
        High potency cannabis use leaves unique signature on DNA, study shows
        A new study suggests that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use.

      

      
        Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease
        Researchers used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after traumatic brain injury (TBI).

      

      
        Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase
        Researchers investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice.

      

      
        Analysis of retinal proteins identifies new drug targets for treating inherited retinal degenerations
        Researchers have identified new drug targets for therapies that could benefit patients with different forms of retinitis pigmentosa and other inherited retinal diseases. Using advanced proteomics techniques, they unveiled shared critical pathways in retinitis pigmentosa disease models. The study represents significant progress in understanding how the proteome may change in different retinal dystrophies.

      

      
        Don't kill the messenger RNA!
        A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. A research team has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation.

      

      
        Feeling sleepy and worried about your mental alertness?
        Australian researchers have identified a new, brain-based measure of chronic sleepiness that could be diagnosed in just two minutes, predicting whether someone is safe to drive, operate machinery, or even alert enough to sit an exam.

      

      
        New study on microRNAs could lead to better fertility treatment
        Researchers have mapped how small RNA molecules, such as the recently Nobel Prize-awarded microRNAs, control cell development in the human embryo during the first days after fertilization. The findings may eventually contribute to improved fertility treatment.

      

      
        Invention quickly detects earliest sign of heart attack
        With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.

      

      
        Standing more may not reduce cardiovascular disease risk, could increase circulatory disease, research finds
        New research has shown that over the long-term, standing more compared with sitting does not improve cardiovascular health (coronary heart disease, stroke and heart failure), and could increase the risk of circulatory issues related to standing, such as varicose veins and deep vein thrombosis.

      

      
        Study may help boost performance and reduce side effects of mRNA vaccines
        A new study has provided a detailed analysis of how mRNA vaccines circulate and break down in the human bloodstream. The research aimed to help improve the safety and effectiveness of these vaccines, including reducing the side effects that people commonly experience such as headaches, fever and fatigue.

      

      
        Men and women process pain differently, study finds
        According to new research, men and women rely on different biological systems for pain relief, which could help explain why our most powerful pain medications are often less effective in women.

      

      
        Zebrafish as a model for studying rare genetic disease
        Nager syndrome (NS) is an extremely rare disease that causes developmental problems and anomalies in facial bone structures and limbs. While the causative gene is known, its underlying mechanisms remain obscure. Researchers from Japan employed genetically engineered zebrafish and found that the mutation in the gene that causes NS, suppresses the Fgf8 levels. This, in turn, affects the expression pattern of a critical cell population called neural crest cells in facial development.

      

      
        Bacterial vaccine shows promise as cancer immunotherapy
        Researchers have engineered bacteria as personalized cancer vaccines that activate the immune system to specifically seek out and destroy cancer cells.

      

      
        Boy or girl? Researchers identify genetic mutation that increases chance of having a daughter
        Researchers have detected a human genetic variant that influences the sex ratio of children. Additionally, they found that many hidden genetic variants of sex ratio may exist in human populations.

      

      
        Uncovering a way for pro-B cells to change trajectory
        Researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that YY1 knockout pro-B cells can generate T lineage cells helping B cells produce antibodies.

      

      
        Human skin map gives 'recipe' to build skin and could help prevent scarring
        Prenatal human skin atlas and organoid will accelerate research into congenital diseases and lead to clinical applications for regenerative medicine.

      

      
        New research reveals how large-scale adoption of electric vehicles can improve air quality and human health
        A new study suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits. The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050. Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running in...

      

      
        Good physical fitness from childhood protects mental health
        A recent study found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%--30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.

      

      
        Climate change impacts internal migration worldwide
        The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.

      

      
        New test improves diagnosis of allergies
        Researchers have developed a test to simplify the diagnosis of allergies. Its effectiveness has now been confirmed in clinical samples from children and adolescents suffering from a peanut allergy. The results could fundamentally improve the clinical diagnosis of allergies in future.

      

      
        Older adults appear less emotionally affected by heat
        When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a new study found that emotional responses to heat are highly individualized and only one factor moderated it -- age. Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more unc...

      

      
        Comprehensive efforts needed to develop health-promoting learning environments
        Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students.

      

      
        US air pollution monitoring network has gaps in coverage, say researchers
        The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.

      

      
        Large-scale study of children with genetic disorders finds huge benefit of diagnosis
        Genetic results from the Deciphering Developmental Disorders (DDD) study have enabled thousands of children with severe developmental disorders to receive better treatment.

      

      
        How do you remember how to ride a bike? Thank your cerebellum
        Researchers have shown that, just like declarative memories, short-term and long-term memories for motor skills form in different regions of the brain, with the cerebellum being critical for the formation of long-term skill memories.

      

      
        Scientists discover chemical probes for previously 'undruggable' cancer target
        Hormone-driven cancers, like those of the breast and prostate, often rely on a tricky-to-target protein called Forkhead box protein 1 (FOXA1). FOXA1 mutations can enable these types of cancers to grow and proliferate. Today, FOXA1 is notoriously difficult to block with drugs -- but that may soon change. Scientists have identified a crucial binding site on FOXA1 that could pave the way for future cancer treatments. The team's findings also mapped out how tiny drug-like chemical compounds -- called...

      

      
        Alzheimer's disease may damage the brain in two phases
        Alzheimer's disease may damage the brain in two distinct phases, based on new research using sophisticated brain mapping tools. According to researchers who discovered this new view, the first, early phase happens slowly and silently -- before people experience memory problems -- harming just a few vulnerable cell types. In contrast, the second, late phase causes damage that is more widely destructive and coincides with the appearance of symptoms and the rapid accumulation of plaques, tangles, an...

      

      
        Immune signatures may predict adverse events from immunotherapy
        Distinct immune 'signatures' in patients who develop adverse events while taking immunotherapy for cancer may help oncologists identify patients at risk and treat them early to prevent serious side effects, suggests a new study.

      

      
        Survey finds 25% of adults suspect they have undiagnosed ADHD
        Attention deficit/hyperactivity disorder -- also known as ADHD -- is typically thought of as a childhood condition. But more adults are realizing that their struggles with attention, focus and restlessness could in fact be undiagnosed ADHD, thanks in large part to trending social media videos racking up millions of views. A new national survey of 1,000 American adults finds that 25% of adults now suspect they may have undiagnosed ADHD. But what worries mental health experts is that only 13% of su...

      

      
        Protein involved in balancing DNA replication and restarting found
        A protein that is involved in determining which enzymes cut or unwind DNA during the replication process has been identified.

      

      
        Six proteins implicated in early-onset preeclampsia
        Preeclampsia is a life-threatening pregnancy complication marked by persistent high blood pressure that is even more serious when it occurs early in the first trimester. The exact cause of early-onset preeclampsia is unknown, and it is difficult to predict, prevent and diagnose. Now researchers report on six proteins that could be used as targets to diagnose and treat the condition.

      

      
        Study finds use of naloxone by Good Samaritans is up, but not nearly enough
        Use of a lifesaving drug to reverse opioid drug overdoses is growing, but not fast enough.

      

      
        Smaller vial size for Alzheimer's drug could save Medicare hundreds of millions per year
        Medicare could save up to 74% of the money lost from discarded Alzheimer's drug lecanemab by the simple introduction of a new vial size that would reduce the amount of unused medication that is thrown away. As it is, nearly 6% of the medication is discarded, costing Medicare $1,600 per patient per year.

      

      
        Targeting 'undruggable' diseases: New levels of detail in targeted protein degradation
        Targeted protein degradation has opened up a new field of drug discovery with potential to treat previously 'undruggable' diseases. The work means new drugs can be much more accurately targeted at the molecular level, creating and hitting a metaphorical 'bull's eye.'

      

      
        Researchers identify signs tied to more severe cases of RSV
        Clinician-scientists analyzed samples from patients' airways and blood, finding distinct changes in children with severe cases of RSV, including an increase in the number of natural killer (NK) cells in their airways. The descriptive study, which focuses on understanding the underpinnings of severe disease, may help to lay groundwork for identifying new targets for future treatments.

      

      
        New paradigm of drug discovery with world's first atomic editing?
        Researchers have successfully develop single-atom editing technology that maximizes drug efficacy.

      

      
        Defective sperm doubles the risk of preeclampsia
        Researchers have linked specific frequent defects in sperm to risk of pregnancy complications and negative impacts on the health of the baby. The study shows that high proportion of father's spermatozoa possessing DNA strand breaks is associated with doubled risk of preeclampsia in women who have become pregnant by IVF. It also increases the risk of the baby being born prematurely.

      

      
        Cord blood cells can build a better human immune system into mice
        Researchers have developed a new method to recreate a robust and functional human immune system in mice using mononuclear cells from the cord blood. This new kind of mice, that count with most of the human immune cell types with lower host-versus-graft disease, are a better experimental platform to study the subtle interactions between the immune system, cancer cells and the tumour microenvironment, in healthy conditions and in disease.

      

      
        Protein blocking bone development could hold clues for future osteoporosis treatment
        Scientists have identified a protein that blocks the activity of bone-forming cells (osteoblasts) by stopping them from maturing during the journey to sites of bone formation, a new study has found.

      

      
        Tiny magnetic discs offer remote brain stimulation without transgenes
        Novel magnetic nanodiscs could provide a much less invasive way of stimulating parts of the brain, paving the way for stimulation therapies without implants or genetic modification, researchers report.

      

      
        How do we recognize other people's emotions?
        For recognizing people's emotions, facial expressions do play an important role. However, they are not the only crucial factor.

      

      
        Asking a person to talk about their parents in therapy can distort memories of childhood emotions
        New research suggests a person's feelings towards a parent can be significantly changed when they are asked to evaluate them during talking therapy, even when the question isn't suggestive.

      

      
        Scientists bring socioeconomic status at the forefront of epidemic modelling
        Researchers have developed an innovative approach to epidemic modeling that could transform how scientists and policymakers predict the spread of infectious diseases. The study introduces a new framework that incorporates socioeconomic status (SES) factors -- such as income, education, and ethnicity -- into epidemic models. The study underscores an urgent need for more comprehensive epidemic modeling frameworks as societies continue to grapple with the lingering impacts of COVID-19 and prepare fo...

      

      
        A new target for anxiety disorders
        By generating mice with genetic mutations that disrupt the brain's TrkC-PTP protein complex, researchers find a key way that brain cells communicate.

      

      
        Genomic study identifies human, animal hair in 'man-eater' lions' teeth
        Scientists analyzed hairs extracted from the broken teeth of two 19th century 'man-eater' lions. Their analysis revealed DNA from giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, along with hairs that originated from the lions.

      

      
        A potential non-invasive stool test and novel therapy for endometriosis
        Promising findings could lead to the development of a non-invasive stool test and a new therapy for endometriosis, a painful condition that affects nearly 200 million women worldwide.

      

      
        How innate immunity envelops bacteria
        Scientists discover how innate immunity envelops bacteria. The protein GBP1 is a vital component of our body's natural defense against pathogens. This substance fights against bacteria and parasites by enveloping them in a protein coat, but how the substance manages to do this has remained unknown until now. Researchers have now unraveled how this protein operates.
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Fearful memories of others seen in mouse brain | ScienceDaily
How do we distinguish threat from safety? It's a question important not just in our daily lives, but for human disorders linked with fear of others, such as social anxiety or post-traumatic stress disorder (PTSD). A microscope image, from the laboratory of Steven A. Siegelbaum, PhD, at Columbia's Zuckerman Institute, displays a powerful technique scientists used to help us find an answer.


						
The scientists were investigating the hippocampus, a brain area that plays a key role in memory in humans and mice. Specifically, they focused on the CA2 region, which is significant for social memory, the ability to remember other individuals, and the CA1 region, which is important for remembering places.

In this new study, the researchers for the first time reveal that CA1 and CA2 respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky. The scientists published their findings on October 15 in the journal Nature Neuroscience.

"It's vital to all species that live in social communities, including mice and humans, to have social memories that can help one avoid future experiences with others that might prove harmful while keeping ourselves open to individuals who may be beneficial," saidPegah Kassraian, PhD, a postdoctoral research fellow in the Siegelbaum lab and lead author of the new study. "Fearful memories are important for survival and help to keep us safe."

To investigate where fearful social memories originate in the brain, Dr. Kassraian and her colleagues gave individual mice a choice. They could scamper to one place, meet another mouse that was unknown to them, and receive a mild foot shock (much like a static electricity zap people might get after walking on a carpet and touching a doorknob). Scurrying in the opposite direction to meet a different stranger was safe. Normally, the mice quickly learned to avoid the strangers and locations that were associated with the shocks, and these memories lasted for at least 24 hours.

To determine where in the hippocampus these memories were stored, the researchers genetically altered the mice to enable them to selectively suppress the CA1 or CA2 regions. Surprisingly, turning off each region had very different effects. When the scientists silenced CA1, the mice could no longer remember where they were zapped, but they could still remember which stranger was associated with the threat. When they silenced CA2, the mice remembered where they were shocked, but became indiscriminately afraid of both strangers they met.

These new findings reveal that CA2 helps mice remember whether past encounters with others were threatening or safe. The results also are consistent with prior research detailing how CA1 is home to place cells, which encode locations.




Previous research has implicated CA2 in various neuropsychiatric conditions such as schizophrenia and autism. The new study suggests that further investigating CA2 might help scientists better understand social anxiety, post-traumatic stress disorder and other conditions that can lead to social withdrawal.

"It's possible that social withdrawal symptoms are related to an inability to discriminate between who is a threat and who is not," said Dr. Siegelbaum, who is also a professor and chair of the department of neuroscience at Columbia's Vagelos College of Physicians and Surgeons. "Targeting CA2 could be a useful way of diagnosing or treating disorders linked with a fear of others."

The paper, "The hippocampal CA2 region discriminates social threat from social safety," was published online in Nature Neuroscience on October 15, 2024.

The full list of authors includes Pegah Kassraian, Shivani K. Bigler, Diana M. Gilly, Neilesh Shrotri, Anastasia Barnett, Heon-Jin Lee, W. Scott Young, and Steven A. Siegelbaum.

The authors report no conflicts of interest.
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Mpox vaccine is safe and generates a robust antibody response in adolescents, study finds | ScienceDaily
A National Institutes of Health (NIH)-funded clinical trial of an mpox vaccine in adolescents found it was safe and generated an antibody response equivalent to that seen in adults, according to a planned interim analysis of study data. Adolescents are among the population groups affected by mpox in the current Clade I mpox outbreak. The interim results of this trial were presented at the IDWeek2024 conference in Los Angeles.


						
The first human case of mpox was recorded in 1970 in the Democratic Republic of the Congo (DRC). Two types of the virus that causes mpox have been identified. Clade I is endemic in Central Africa and can cause severe illness. Clade II, endemic in West Africa, caused the global mpox outbreak that began in 2022 and tends to result in milder illness. People with compromised immune systems, children, and those who are pregnant are especially vulnerable to severe mpox regardless of the virus clade. A large proportion of people affected in the current Clade I outbreak in the DRC and other African countries are adolescents and children. The modified vaccinia Ankara-Bavarian Nordic (MVA-BN) vaccine is approved in several countries for the prevention of mpox and smallpox in adults, but insufficient data are available to support licensure for people younger than 18 years.

NIH's National Institute of Allergy and Infectious Diseases (NIAID) is sponsoring a mid-stage study in the United States to evaluate the safety and immune response generated by two doses of MVA-BN in adolescents aged 12-17 years, comparing outcomes to those in adults aged 18-50 years. In a planned interim analysis, study investigators measured antibody levels two weeks after the second dose (study day 43) and monitored safety through 180 days after the second dose (study day 210). The analysis showed that the MVA-BN vaccine generated antibody levels in adolescents equivalent to those observed in adults at day 43 and found that the vaccine was well tolerated through study day 210. The overall frequency of adverse events was comparable between the study groups. Reports of dizziness were more common in adolescents than adults, but similar to the frequency of dizziness reported when other vaccines are administered in adolescents.

According to the study team, the interim data support the safety and quality of the immune response generated by the MVA-BN vaccine in adolescents, findings relevant to the United States and other areas where mpox cases have occurred. The authors underscored the need to evaluate the MVA-BN vaccine in younger children to extend the evidence base to all people affected by mpox.

NIH is grateful to the research sites and volunteers who participate in studies to improve the mpox response.

For more information about this study, please visit ClinicalTrials.gov and use the identifier NCT05512949.
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Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children | ScienceDaily

A new study by Simon Fraser University researchers has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviours in their children.

Researchers from SFU's Faculty of Health Sciences, led by PhD candidate Joshua Alampi, published the study in the journal Environmental Health Perspectives.

"Folic acid supplementation during pregnancy has numerous benefits to child health, especially brain development," says Alampi. "Our study suggests that adequate folic acid supplementation mitigates the neurotoxic effects of lead."

The SFU-led study is the first to observe that adequate folic acid supplementation may reduce the risk between gestational lead exposure and autism. It found that associations between blood lead levels and autistic-like behaviours in toddlers were stronger among pregnant women with less than 0.4 milligrams per day of folic acid supplementation.

Folate and folic acid, a synthetic version of folate found in fortified food, have long been established as a beneficial nutrient during pregnancy. Folate consumption plays a key role in brain development and prevents neural tube defects. Previous studies have found that the associations between autism and exposure to pesticides, air pollutants and phthalates (chemicals commonly found in soft plastics) during pregnancy tend to be stronger when folic acid supplementation is low.

The team used data collected during 2008-2011 from 2,000 Canadian women enrolled in the MIREC study (Mother-Infant Research on Environmental Chemicals). The MIREC team measured blood-lead levels collected during first and third trimesters and surveyed participants to quantify their folic acid supplementation. Children born in this cohort study were assessed at ages three or four using the Social Responsiveness Scale (SRS), a common caregiver-reported tool that documents autistic-like behaviours in toddlers.

However, researchers also found that high folic acid supplementation (> 1.0 milligram per day) did not appear to have any extra benefit for mitigating the neurotoxic effects of lead exposure.

"The study's finding aligns with Health Canada's recommendation that all people who are pregnant, lactating, or could become pregnant, should take a daily multivitamin containing 0.4 milligrams of folic acid."
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High potency cannabis use leaves unique signature on DNA, study shows | ScienceDaily
High potency cannabis use leaves a distinct mark on DNA, according to new research by the Institute of Psychiatry, Psychology & Neuroscience (IoPPN) at King's College London and the University of Exeter.


						
Published in Molecular Psychiatry, this is the first study to suggest that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use. High potency cannabis is defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or more.

The research also showed the effect of cannabis use on DNA is different in people experiencing their first episode of psychosis compared to users who have never experienced psychosis, suggesting there could be potential for DNA blood tests to help characterise those cannabis users at risk of developing psychosis to inform preventative approaches.

The study was funded by the Medical Research Council, the National Institute for Health and Care Research (NIHR) Maudsley Biomedical Research Centre (BRC) and the NIHR Exeter BRC.

Senior author Marta Di Forti, Professor of Drugs, Genes and Psychosis at King's IoPPN said: "With the increasing prevalence of cannabis use and more availability of high potency cannabis, there is a pressing need to better understand its biological impact, particularly on mental health. Our study is the first to show high potency cannabis leaves a unique signature on DNA related to mechanisms around the immune system and energy production. Future research needs to explore if the DNA signature for current cannabis use, and in particular the one of high potency types, can help identify those users most at risk to develop psychosis, both in recreational and medicinal use settings."

Researchers explored the effects of cannabis use on DNA methylation -- a chemical process detected in blood samples that alters how genes are functioning (whether they are switched 'on' or 'off'). DNA methylation is a type of epigenetic change, which means it alters gene expression without affecting the DNA sequence itself and is considered a vital factor in the interplay between risk factors and mental health.

The laboratory team at the University of Exeter conducted complex analyses of DNA methylation across the whole human genome using blood samples from both people who have experienced first-episode psychosis and those who have never had a psychotic experience. The researchers investigated the impact of current cannabis use, including frequency and potency, on DNA of a total of 682 participants

The analysis showed that frequent users of high-potency cannabis had changes in genes related to mitochondrial and immune function, particularly the CAVIN1 gene, which could affect energy and immune response. These changes were not explained by the well-established impact that tobacco has on DNA methylation, which is usually mixed into joints by most cannabis users.




Dr Emma Dempster, Senior Lecturer at the University of Exeter and the study's first author, said: "This is the first study to show that frequent use of high-potency cannabis leaves a distinct molecular mark on DNA, particularly affecting genes related to energy and immune function. Our findings provide important insights into how cannabis use may alter biological processes. DNA methylation, which bridges the gap between genetics and environmental factors, is a key mechanism that allows external influences, such as substance use, to impact gene activity. These epigenetic changes, shaped by lifestyle and exposures, offer a valuable perspective on how cannabis use may influence mental health through biological pathways."

Dr Emma Dempster meta-analysed data from two cohorts: the GAP study, which consists of patients with first episode psychosis in South London and Maudsley NHS Foundation Trust, and the EU-GEI study, which consists of patients with first episode psychosis and healthy controls across England, France, the Netherlands, Italy, Spain and Brazil. This totalled 239 participants with first episode psychosis and 443 healthy controls representing the general population from both studies sites who had available DNA samples.

Most of the cannabis users in the study used high-potency cannabis more than once a week (defined as frequent use) and had first used cannabis at age 16-years-old, on average. High potency cannabis was defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or greater. THC is the principal psychoactive constituent in cannabis.
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Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease | ScienceDaily
Each year, about 2.5 million people suffer from traumatic brain injuries (TBI), which often increases their risk for developing Alzheimer's disease later in life.


						
Researchers led by The Ohio State University Wexner Medical Center and College of Medicine used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after TBI.

"Because of the prevalence of both TBI and Alzheimer's in humans, understanding the molecular mechanism that underlies the transition from TBI to Alzheimer's is vital to developing future therapies that reduce this risk," said study senior author Hongjun "Harry" Fu, PhD, assistant professor of neuroscience at Ohio State.

Study findings are published online in the journal Acta Neuropathologica.

Researchers found that TBI increases hyperphosphorylated tau, astro- and microgliosis, synaptic dysfunction and cognitive impairments linked to developing Alzheimer's disease. Furthermore, they found that downregulation of BAG3, a protein involved in protein clearance through the autophagy-lysosome pathway, contributes to the accumulation of hyperphosphorylated tau in neurons and oligodendrocytes after TBI in the mouse models and human post-mortem brain tissue with the history of TBI.

Using an AAV-based approach of overexpressing BAG3 in neurons, they found that BAG3 overexpression ameliorates tau hyperphosphorylation, synaptic dysfunction, and cognitive deficits, likely through the enhancement of the autophagy-lysosome pathway.

"Based on our findings, we believe that targeting neuronal BAG3 may be a therapeutic strategy for preventing or reducing Alzheimer's disease-like pathology," said study first author Nicholas Sweeney, an Ohio State neuroscience research assistant.




This work builds on their earlier research that had identified BAG3 as a hub gene controlling tau homeostasis from non-diseased human post-mortem tissue. Hence, BAG3 may be a contributing factor to the cellular and regional vulnerability to tau pathology in AD, said co-first author Tae Yeon Kim, a PhD student of Ohio State's Biomedical Sciences Graduate Program.

"Since previous research using human tissue and mouse models shows that tau pathology increases after TBI, we wondered if BAG3 may be a contributing factor to tau accumulation after TBI," Fu said. "Indeed, we found that BAG3 dysfunction contributes to disruption of protein clearance mechanisms that results in tau accumulation in mouse models and in human post-mortem tissue with TBI and Alzheimer's."

Future research will try to validate the relationship between TBI, BAG3, tau pathology, gliosis and neurodegeneration using a new model of TBI. Known as the Closed Head Induced Model of Engineered Rotational Acceleration (CHIMERA), this model mimics most common mild TBI conditions in humans, Fu said.

"Completion of future studies will allow us to further understand how TBI and Alzheimer's are biologically linked and develop novel therapies that can reduce the risk of developing Alzheimer's after TBI," Fu said.

The research team included scientists from Ohio State, Arizona, New York, West Virginia and Japan.

This work was supported by the Department of Defense, the National Institute on Aging of the National Institutes of Health, the Neurological Research Institute seed grant from The Ohio State University, and the Summer Undergraduate Research Fellowship from The Ohio State University Chronic Brain Injury Discovery Theme.

The authors disclose no conflicts of interest.
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Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase | ScienceDaily
Researchers at University of Tsukuba investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice. Their study uncovered a neural circuit that causes a rapid decline in sexually receptive behavior at the end of the estrus period for the first time.


						
In social animals like mice, where females have a distinct estrous cycle, efficient reproduction relies not only on males identifying the estrous state of females and exhibiting male-specific sexual behaviors but also on females demonstrating female-specific sexual behaviors, such as acceptance or rejection of male sexual advances. Female mice accept male approaches only on the day of estrus when they are fertile. However, the process by which females cease to exhibit this receptive behavior after estrus remains poorly understood.

The researchers hypothesized that this process is not solely determined by hormone secretion levels supporting the endocrine states of estrus but by a neural mechanism that actively promotes a decrease in sexually receptive behavior. As a candidate for this brain mechanism, they focused on estrogen receptor beta-positive neurons, which are widely distributed in the dorsal raphe nucleus of the midbrain (DRN-ERb+ cells).

Using pharmacogenetic techniques to suppress the neural activity of DRN-ERb+ cells, the researchers found that female mice maintained high sexual receptivity even the day after estrus, similar to their behavior during estrus. Additionally, examination of the neural activity of DRN-ERb+ cells in female mice revealed that these cells responded more strongly to male sexual approaches on the day after estrus compared to the day of estrus, despite a decline in receptive behavior. The researchers also confirmed that DRN-ERb+ cells send neuronal projections to and alter the activity of several brain regions controlling receptive behavior in female mice. The study concludes that a neural circuit originating from DRN-ERb+ cells is one of the mechanisms suppressing receptive behavior at the end of the estrus phase during the estrous cycle.

This work was supported by a grant-in-aid for Scientific Research 15H05724, 21K18547, and 22H02941 to SO.
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Analysis of retinal proteins identifies new drug targets for treating inherited retinal degenerations | ScienceDaily
An international team of researchers has identified new drug targets for therapies that could benefit patients with different forms of retinitis pigmentosa and other inherited retinal diseases. Using advanced proteomics techniques, they unveiled shared critical pathways in retinitis pigmentosa disease models. The study represents significant progress in understanding how the proteome may change in different retinal dystrophies. Published in Molecular & Cellular Proteomics, the study was carried out by researchers from the University of Eastern Finland (UEF), the University of California, Irvine, and the University of Ottawa.


						
Retinitis pigmentosa (RP), a group of genetic disorders that cause progressive vision loss, has long been a challenge to treat due to its genetic diversity. However, the new study led by researchers at UEF suggests that disease-modifying treatments that could benefit patients with all forms of the disease, regardless of the underlying mutation, are achievable. The researchers demonstrated that shared pathological processes occur downstream of the initial rod cell degeneration in distinct forms of RP, opening possibilities for broad-spectrum therapeutic interventions.

Better understanding of retinal proteins could accelerate the development of effective treatments

This cross-institutional, multi-methodological study provided a comprehensive analysis of retinal proteins, comparing three mouse models of inherited retinal degeneration to healthy wild-type mice. "Our data facilitate the development of new therapeutic strategies that do not rely on specific genetic mutations, potentially offering hope to millions of patients affected by retinal degenerative diseases," says Dr Henri Leinonen, the senior author of the study.

"We identified key retinal proteins and pathways that could be targeted to mitigate the progression of retinal degeneration," continues Dr Ahmed Montaser, the study's first author and a postdoctoral researcher at the Leinonen Retina Laboratory, University of Eastern Finland, School of Pharmacy.

"Additionally, we are sharing this detailed profile of retinal proteins in both healthy and diseased states with the scientific community to encourage further research and accelerate the development of effective treatments."
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Don't kill the messenger RNA! | ScienceDaily
mRNA-based therapeutics and vaccines are the new hope in the fight against incurable diseases. A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. The team of Peter 't Hart, group leader at the Chemical Genomics Centre at the Max Planck Institute of Molecular Physiology has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation. This study offers a promising starting point for the development of innovative mRNA-based therapeutics and tools for biologists to provide valuable insights into the process of mRNA degradation


						
mRNA transports the most valuable cellular information -- the chemical blueprint for the production of proteins -- from the nucleus into the cytoplasm. However, as soon as mRNA has delivered its message to the protein-producing factories in the cytoplasm it is no longer needed and degraded by exonucleases. Depending on how long the mRNA remains in the cytoplasm, more or less of a protein is produced -- be it health-promoting or disease-causing. The regulation of mRNA levels is one of the most promising strategies in the emerging field of RNA-based therapeutics.

How to protect the messenger

The team around Peter 't Hart has now developed a new strategy to extend the lifespan of mRNA by protecting it from its dismantling. Interestingly, mRNA is not particularly stable by nature and would be degraded prematurely without molecular caps protecting the two mRNA ends. At its so-called 3' end mRNA is equipped with a polyadenine tail with an average length of 200 nucleotides. But even this shield does not last long -- the average half-life of mRNA is only 7 hours. In a process called deadenylation, the target mRNA is recruited by RNA-binding proteins to the protein complex CCR4-NOT, which removes one adenine after the other. And this is precisely where the scientists's new strategy comes in. Based on the structure of the mRNA-binding protein, they have developed a large peptide, that can block the interaction of the CCR4-NOT complex with the target mRNA. Large peptides, however, have problems overcoming (crossing) cellular barriers, what they have to do if they are to be used as drugs. By revealing the 3D-structure of the peptide-inhibitor bound to the target the chemists were able to make modifications, that improved the cell permeability of the peptide.

Increasing the stability of potentially health-promoting proteins

The scientists were able to take their work even one step further and demonstrate the potential of their strategy in cellular assays. Treating cells with the peptide stabilized the polyadenine tails of two potential health promoting proteins: a tumor suppressor, which could have beneficial effects in cancer and a nuclear receptor, whose increasing levels could help to treat various ageing-related diseases. "The concept of stabilizing beneficial mRNAs by blocking their deadenylation has not yet been explored. Since almost all mRNAs undergo this process, blocking them can be used to develop new drugs that offer a new way to treat diseases where other strategies have failed," says 't Hart. His group is currently working on the development of further inhibitors against other components of the deadenylation machinery.
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Feeling sleepy and worried about your mental alertness? | ScienceDaily
At some point, many of us have experienced the post-lunch sleepy hour, struggling to stay alert mid-afternoon, and reaching for the water bottle to rehydrate a tired body.


						
But what about those people who suffer from "excessive daytime somnolence," aka sleepiness that lasts throughout the day?

It's a recognised medical condition that is normally diagnosed by a doctor after a full-day hospital procedure, undergoing what is called the Multiple Wakefulness Test (MWT).

Now, researchers from the University of South Australia have identified a new, brain-based measure of sleepiness that may provide a diagnosis in just two minutes.

Electrodes attached to the scalp in the form of an electroencephalogram (EEG) measure the electrical activity of the brain and this activity can determine the length of time it takes an individual to fall asleep.

In a separate, recent paper published in Brain Research, lead researcher, UniSA neuroscientist Dr Alex Chatburn, says that using new EEG markers linked to biological processes could predict whether someone is safe enough to drive, operate machinery, or even have the mental capacity to sit an exam.

"Sleepiness is a critical biological signal that indicates the body's need for sleep, yet measuring this state in humans remains elusive," Dr Chatburn says.




"While EEG technology has long been used to study brain activity during sleep, traditional markers face significant limitations and don't tell the whole story. They don't reflect the underlying biological processes, whereas our method tracks neuronal excitability, corresponding with the brain's sleep-wake processes."

Dr Chatburn says the research has wide-ranging implications.

"A better understanding of sleepiness could not only advance scientific knowledge, but also provide practical benefits for managing sleep disorders like insomnia, sleep apnoea or other disorders where individuals experience disrupted sleep but do not feel sleepy.

"These findings could also inform workplace safety, where detecting and managing sleepiness could prevent accidents in industries that demand high levels of attention."

The team are presenting their findings at the Sleep DownUnder 2024 conference in the Gold Coast this week.
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New study on microRNAs could lead to better fertility treatment | ScienceDaily
Researchers at Karolinska Institutet in Sweden have mapped how small RNA molecules, such as the recently Nobel Prize-awarded microRNAs, control cell development in the human embryo during the first days after fertilisation. The findings, published in Nature Communications, may eventually contribute to improved fertility treatment.


						
The study focuses on tiny molecules called small non-coding RNAs (sncRNAs), which include microRNAs. Unlike mRNA (messenger RNA), these RNA molecules don't code for proteins but play a major role in regulating the activity of genes. Acting like switches, they turn genes on or off to guide how cells in the embryo grow and become different cell types.

Identify healthy embryos

The researchers have developed an atlas that shows which sncRNAs are crucial in the days following fertilisation, when a fertilised egg starts dividing and forming an early embryo (the blastocyst). These molecules help guide which cells will become the embryo and which will form the placenta and are thus crucial for a healthy pregnancy.

"Understanding these processes could help improve fertility treatments like IVF by making it easier to identify which embryos are most likely to thrive," says Sophie Petropoulos, senior researcher at the Department of Clinical Science, Intervention and Technology, Karolinska Institutet, who led the study.

Key role in cell development

The study identified important groups of sncRNAs, including two microRNA clusters (C19MC and C14MC) that play a key role in cell development and function. C19MC was found in cells that later formed the placenta, while C14MC was found in the cells that make up the embryo.

"Until now, virtually nothing has been known about sncRNAs in the human embryo," says Sophie Petropoulos. "Our study not only has implications for fertility treatment but also opens doors for future research in stem cell therapy and developmental biology, helping us better understand how life begins," she adds.

The study was financed by the Swedish Research Council, the Swedish Society for Medical Research, and the Canadian Institutes of Health Research. There are no reported conflicts of interest.
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Invention quickly detects earliest sign of heart attack | ScienceDaily
With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.


						
"Heart attacks require immediate medical intervention in order to improve patient outcomes, but while early diagnosis is critical, it can also be very challenging -- and near impossible outside of a clinical setting," said lead author Peng Zheng, an assistant research scientist at Johns Hopkins University. "We were able to invent a new technology that can quickly and accurately establish if someone is having a heart attack."

The proof-of-concept work, which can be modified to detect infectious diseases and cancer biomarkers, is newly published in Advanced Science.

Zheng and senior author Ishan Barman develop diagnostic tools through biophotonics, using laser light to detect biomarkers, which are bodily responses to conditions including disease. Here they used the technology to find the earliest signs in the blood that someone was having a heart attack. Though an estimated 800,000-plus people have heart attacks every year just in the United States, heart attacks remain one of the trickiest conditions to diagnose, with symptoms that vary widely and biological signals that can be subtle and easy to miss in the early stages of an attack, when medical intervention can do the most good.

People suspected of having heart attacks typically are given a combination of tests to confirm the diagnosis -- usually starting with electrocardiograms to measure the electrical activity of the heart, a procedure that takes about five minutes, and blood tests to detect the hallmarks of a heart attack, where lab work can take at least an hour and often has to be repeated.

The stand-alone blood test the team created provides results in five to seven minutes. It's also more accurate and more affordable than current methods, the researchers say.

Though created for speedy diagnostic work in a clinical setting, the test could be adapted as a hand-held tool that first responders could use in the field, or that people might even be able to use themselves at home.




"We're talking about speed, we're talking about accuracy, and we're talking of the ability to perform measurements outside of a hospital," said Barman, a bioengineer in the Department of Mechanical Engineering. "In the future we hope this could be made into a hand-held instrument like a Star Trek tricorder where you have a drop of blood and then, voila, in a few seconds you have detection."

The heart of the invention is a tiny chip with a groundbreaking nanostructured surface on which blood is tested. The chip's "metasurface" enhances electric and magnetic signals during Raman spectroscopy analysis, making heart attack biomarkers visible in seconds, even in ultra-low concentrations. The tool is sensitive enough to flag heart attack biomarkers that might not be detected at all with current tests, or not detected until much later in an attack.

Though designed to diagnose heart attacks, the tool could be adapted to detect cancer and infectious diseases, the researchers say.

"There is enormous commercial potential," Barman said. "There's nothing that limits this platform technology."

Next the team plans to refine the blood test and explore larger clinical trials.

Authors included Lintong Wu, Piyush Raj, Jeong Hee Kim, Santosh Paidi, all of Johns Hopkins, and Steve Semancik, of the National Institute of Standards and Technology.
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Standing more may not reduce cardiovascular disease risk, could increase circulatory disease, research finds | ScienceDaily
Standing has gained popularity among people looking to offset the harms of a sedentary lifestyle often caused by spending long days sitting in front of the computer, television or driving wheel. Standing desks have become a popular option among office workers, and in other industries like retail, workers may opt to stand instead of sit.


						
However, their efforts may not produce the intended result. New University of Sydney research has shown that over the long-term, standing more compared with sitting does not improve cardiovascular health (coronary heart disease, stroke and heart failure), and could increase the risk of circulatory issues related to standing, such as varicose veins and deep vein thrombosis.

The study, published in the International Journal of Epidemiology also found that sitting for over 10 hours a day increased both cardiovascular disease and orthostatic incidence risk, reinforcing the need for greater physical activity throughout the day. The research also notes that standing more was not associated with heightened cardiovascular disease risk.

Lead author from the Faculty of Medicine and Health and Deputy Director of the Charles Perkins Centre's Mackenzie Wearables Research Hub, Dr Matthew Ahmadi, said there were other ways for those with a sedentary lifestyle to improve their cardiovascular health.

"The key takeaway is that standing for too long will not offset an otherwise sedentary lifestyle and could be risky for some people in terms of circulatory health. We found that standing more does not improve cardiovascular health over the long term and increases the risk of circulatory issues," Dr Ahmadi said.

While the researchers found that there were no health benefits gained from standing more, they cautioned against sitting for extended periods, recommending that people who are regularly sedentary or find themselves standing for long periods schedule regular movement throughout the day.

"For people who sit for long periods on a regular basis, including plenty of incidental movement throughout the day and structured exercise may be a better way to reduce the risk of cardiovascular disease," said Professor Emmanuel Stamatakis, Director of the Mackenzie Wearables Research Hub.




"Take regular breaks, walk around, go for a walking meeting, use the stairs, take regular breaks when driving long distances, or use that lunch hour to get away from the desk and do some movement. In Australia, we are now coming into the warmer months, so the weather is perfect for sun-safe exercise that helps you get moving," he said.

Professor Stamatakis and Dr Ahmadi's research published earlier this year found that about 6 minutes of vigorous exercise or 30 minutes of moderate-to-vigorous exercise per day could help lower the risk of heart disease even in people who were highly sedentary for more than 11 hours a day.

The study was conducted using incident heart condition and circulatory disease data taken over a period of seven to eight years from 83,013 UK adults who were free of heart disease at baseline, measured using research-grade wrist-worn wearables similar to a smartwatch.

The data used in the study was not explicitly collected on standing desk usage; instead, it measured the cardiovascular and circulatory impacts of increased standing. Standing desk use in this study likely contributes a very small fraction of total standing.
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Study may help boost performance and reduce side effects of mRNA vaccines | ScienceDaily
A study led by researchers from RMIT University and the Doherty Institute has provided the first detailed analysis of how mRNA vaccines circulate and break down in the human bloodstream.


						
The research aimed to help improve the safety and effectiveness of these vaccines, including reducing the side effects that people commonly experience such as headaches, fever and fatigue.

Since the first COVID-19 mRNA vaccines were introduced, scientists have harnessed the technology to develop vaccines and therapeutics for various other conditions including cancer.

These mRNA vaccines use genetic instructions, instead of a weakened virus, to prompt the body to produce a protein that triggers an immune response. Their rapid development, adaptability to new variants and strong safety profile made them essential in the global fight against the COVID-19 pandemic.

The study, published in ACS Nano, analysed 156 blood samples from 19 individuals over 28 days after receiving a Moderna SPIKEVAX mRNA booster immunisation. The team discovered key insights into the movement and breakdown of vaccine components in the bloodstream critical for the development of safer and more effective vaccines.

Dr Yi (David) Ju, an Australian Research Council DECRA Fellow at RMIT University is a co-senior author of the study with The University of Melbourne's Professor Stephen Kent, a Laboratory Head at the Doherty Institute.

Reducing the side effects of mRNA vaccines 

These vaccines are designed to stay in the lymph nodes to produce antibodies to fight infections, but the researchers say a tiny amount of the vaccine also found its way into the bloodstream.




"The extent to which the vaccine enters the bloodstream varies between individuals, which may explain some of the side effects such as fever, headache and fatigue, reported after vaccination," said Ju from the School of Science.

"This variation in vaccine presence in the blood could trigger inflammatory responses, leading to these side effects in certain individuals.

"Understanding the causal relationship between the amount of vaccine circulating in the blood and these side effects will be an important area for future research.

"To be clear, the amounts of the vaccine entering the bloodstream are very small so people can be confident that mRNA vaccines are safe and effective."

How long does the mRNA vaccine that reaches the bloodstream remain there?

The study revealed how mRNA and its fatty nanoparticle shell peaked in the bloodstream within two days after vaccination. In some cases, the mRNA remains detectable for up to a month.




Researchers initially predicted it was the antibodies formed in response to a commonly used vaccine compound, known as polyethylene glycol (PEG), that dictated how long a vaccine stayed in the bloodstream. However, the research team found anti-PEG antibodies were not the only factor impacting this process.

Ju said the breakdown of mRNA in the body was likely also influenced by a complex mix of individual factors.

"The mRNA vaccine in the bloodstream is like a message in a bottle. It's protected by its shell -- the fatty nanoparticles -- as it travels, but its fate depends on how the body responds to the bottle, not just the message inside," Ju said.

"However, we still found that higher levels of mRNA and fatty nanoparticles in the blood were linked to a bigger increase in anti-PEG antibodies, suggesting that some individuals may develop more antibodies to PEG."

Developing safer and more effective mRNA vaccines 

Kent said if people developed high levels of anti-PEG antibodies from mRNA vaccines it may reduce the effectiveness of future mRNA treatments for conditions including cancer, as their bodies would clear the therapeutics more quickly.

"By understanding the biodistribution of these components, we can better inform future vaccine designs to minimise risks. Our study offers valuable insights into improving mRNA vaccines for safer and more effective use," Kent said.

Researchers could use this information to optimise the fatty nanoparticle formulations to enhance mRNA stability, which could lead to prolonged immune response and reduce the likelihood of rapid clearance from the body. Further research could also help to find a way to prevent vaccines entering the bloodstream.

"By identifying the individual factors that affect mRNA circulation, future vaccines may be tailored to personal characteristics, improving efficacy on a case-by-case basis," Ju said.

'Blood distribution of SARS-CoV-2 lipid nanoparticle mRNA vaccine in humans' is published in ACS Nano.

This research was supported by the Australian Research Council, the National Health and Medical Research Council and the Victorian Critical Vaccinees Collection.
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Men and women process pain differently, study finds | ScienceDaily
In a new study evaluating meditation for chronic lower back pain, researchers at University of California San Diego School of Medicine have discovered that men and women utilize different biological systems to relieve pain. While men relieve pain by releasing endogenous opioids, the body's natural painkillers, women rely instead on other, non-opioid based pathways.


						
Synthetic opioid drugs, such as morphine and fentanyl, are the most powerful class of painkilling drugs available. Women are known to respond poorly to opioid therapies, which use synthetic opioid molecules to bind to the same receptors as naturally-occurring endogenous opioids. This aspect of opioid drugs helps explain why they are so powerful as painkillers, but also why they carry a significant risk of dependence and addiction.

"Dependence develops because people start taking more opioids when their original dosage stops working," said Fadel Zeidan, Ph.D., professor of anesthesiology and Endowed Professor in Empathy and Compassion Research at UC San Diego Sanford Institute for Empathy and Compassion. "Although speculative, our findings suggest that maybe one reason that females are more likely to become addicted to opioids is that they're biologically less responsive to them and need to take more to experience any pain relief."

The study combined data from two clinical trials involving a total of 98 participants, including both healthy individuals and those diagnosed with chronic lower back pain. Participants underwent a meditation training program, then practiced meditation while receiving either placebo or a high-dose of naloxone, a drug that stops both synthetic and endogenous opioids from working. At the same time, they experienced a very painful but harmless heat stimulus to the back of the leg. The researchers measured and compared how much pain relief was experienced from meditation when the opioid system was blocked versus when it was intact.

The study found:
    	Blocking the opioid system with naloxone inhibited meditation-based pain relief in men, suggesting that men rely on endogenous opioids to reduce pain.
    	Naloxone increased meditation-based pain relief in women, suggesting that women rely on non-opioid mechanisms to reduce pain.
    	In both men and women, people with chronic pain experienced more pain relief from meditation than healthy participants.

"These results underscore the need for more sex-specific pain therapies, because many of the treatments we use don't work nearly as well for women as they do for men," said Zeidan.

The researchers conclude that by tailoring pain treatment to an individual's sex, it may be possible to improve patient outcomes and reduce the reliance on and misuse of opioids.

"There are clear disparities in how pain is managed between men and women, but we haven't seen a clear biological difference in the use of their endogenous systems before now," said Zeidan. "This study provides the first clear evidence that sex-based differences in pain processing are real and need to be taken more seriously when developing and prescribing treatment for pain."

Co-authors on the study include Jon Dean, Mikaila Reyes, Lora Khatib, Gabriel Riegner, Nailea Gonzalez, Julia Birenbaum and Krishan Chakravarthy at UC San Diego, Valeria Oliva at Istituto Superiore di Sanita, Grace Posey at Tulane University School of Medicine, Jason Collier and Rebecca Wells at Wake Forest University School of Medicine, Burel Goodin at Washington University in St Louis and Roger Fillingim at University of Florida.

This study was funded, in part, by the National Center for Complementary and Integrative Health (grants R21-AT010352, R01-AT009693, R01AT011502) and the National Center for Advancing Translational Sciences (UL1TR001442).
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Zebrafish as a model for studying rare genetic disease | ScienceDaily
Nager syndrome, or NS, is a rare genetic disease that affects the development of the face and limbs, usually causing anomalies in the bone structures of the jaws, cheeks, and hands. With a prevalence of less than 100 cases ever reported, not much is known about the disease except the fact that mutations in the SF3B4 gene are its primary cause. Now, in a recent study made available online on September 15, 2024 and upcoming in the November issue of International Journal of Biological Macromolecules, researchers from Kyushu University have developed a convenient approach to explore the underlying mechanisms of this extremely rare disease.


						
When studying diseases or genes related to diseases, using animal models is often the best approach. The zebrafish is one such commonly used animal model. This is because many genetic disorders that affect mammals affect zebrafish in virtually the same way, allowing scientists to shed light into the nitty gritty of complex diseases.

In the present study, the researchers noted that the genetic and embryonic features of how the face and skull develop in zebrafish are similar to those in mammals. This, in turn, suggested that zebrafish could be used to model NS.

Accordingly, an international research team led by Associate Professor William Ka Fai Tse from Kyushu University's Faculty of Agriculture, genetically engineered zebrafish to carry a mutated sf3b4 gene, resulting in a condition closely mirroring human NS. "Our group employed a zebrafish model to unfold the pathogenesis of this rare craniofacial disease. We aimed to identify molecules that play critical roles in the disease's development and progression, along with potential therapies to reduce its severity," explains Dr. Zulvikar Syambani Ulhaq, a JSPS Invitational Research Fellow at Kyushu University and the first author of the study.

Once the animal model was established, the team conducted an extensive series of experiments to compare mutated and non-mutated specimens.

After careful analyses of cellular stress, bone structure, and apoptosis, the researchers determined that sf3b4-deficient zebrafish have suppressed levels of the gene fgf8. This in turn affects the expression pattern of a type of cells called neural crest cells (NCCs). NCCs play an essential role during the early development of the facial structure, and their dysregulation could be strongly linked to the features of NS.

Moreover, the team found that apoptosis triggered by excessive oxidative stress was more prominently detected in sf3b4-deficient zebrafish, possibly contributing to the pathogenesis of NS. More importantly, injecting mutant zebrafish with human-derived FGF8 significantly reduced NS features, hinting at a potential therapeutic strategy for the disease.

Tse highlights the importance of conducting basic research in less explored diseases, since the little insights that we gather can make all the difference in the lives of those affected. He further explains, "Unlike cancer or diabetes, rare diseases like NS are not priority research objectives among pharmaceutical companies, and the small groups of patients suffering from them are always overlooked. Our work sheds important light on this disease and can bring hope to those patients."

Tse's group welcomes collaborations and donations from various parties, from clinical doctors, patients, families to basic researchers. "If you agree with our concept and would like to contribute to the basic research in rare diseases, we encourage you to contact us," he says.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016120014.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Bacterial vaccine shows promise as cancer immunotherapy | ScienceDaily
Columbia researchers have engineered probiotic bacteria that educate the immune system to destroy cancer cells, opening the door for a new class of cancer vaccines that take advantage of bacteria's natural tumor-targeting properties. These microbial cancer vaccines can be personalized to attack each individual's primary tumor and metastases, and may even prevent future recurrences.


						
In studies using mouse models of advanced colorectal cancer and melanoma, the bacterial vaccine supercharged the immune system to suppress the growth of -- or in many cases eliminate -- primary and metastatic cancers. All while leaving healthy parts of the body alone.

The findings were published Oct. 16 in Nature.

The bacterial vaccine proved to be particularly more efficacious than peptide-based therapeutic cancer vaccines that have been used in numerous previous cancer clinical trials.

"The important advantage of our system is its unique ability to coordinately restructure and activate all arms of the immune system to induce a productive antitumor immune response. We believe this is why the system works so well in advanced solid tumor models which have been particularly difficult to treat with other immunotherapies," says Andrew Redenti, an MD/PhD student at Columbia University's Vagelos College of Physicians and Surgeons who helped lead the study.

"The net effect is that the bacterial vaccine is able to control or eliminate the growth of advanced primary or metastatic tumors and extend survival in mouse models," says Jongwon Im, a PhD student at Columbia University who helped lead bacterial engineering aspects of the study.

The bacterial vaccine is personalized for each tumor. "Every cancer is unique -- tumor cells harbor distinct genetic mutations that distinguish them from normal healthy cells. By programming bacteria that direct the immune system to target these cancer-specific mutations, we can engineer more effective therapies that stimulate a patient's own immune system to detect and kill their cancer cells," says Nicholas Arpaia, PhD, Associate Professor of Microbiology & Immunology in the Columbia University's Vagelos College of Physicians and Surgeons who directed the research with Tal Danino, PhD, Associate Professor of Biomedical Engineering at Columbia's School of Engineering.




"As we continue to integrate additional safety optimizations through further genetic programming, we are getting closer to the point of testing this therapy in patients," he adds.

Bacteria as cancer treatment

Bacteria have been utilized in the treatment of cancer since the late 19th century, when Dr. William Coley, who was a surgeon at New York Hospital, observed tumor regression in a subset of patients with inoperable tumors injected with bacteria. Bacteria are still employed as a therapeutic today in patients with early-stage bladder cancer. Researchers now know that some bacteria can naturally migrate to and colonize tumors, where they can thrive in the often oxygen-deprived environment and locally provoke an immune response.

But used this way, bacteria do not usually precisely control or direct the immune response to attack the cancer. "These qualities alone don't typically give bacteria enough power to stimulate immune responses capable of destroying a tumor, but they're a good starting point for building a new domain of cancer therapeutics," says Nicholas Arpaia, PhD.

Inciting multiple parts of the immune system, safely

The new system starts with a probiotic strain of E. coli bacteria. The researchers then made multiple genetic modifications to precisely control the way in which the bacteria interact with and educate the immune system to induce tumor killing.




The engineered bacteria encode protein targets -- called neoantigens -- that are specific to the cancer being treated. These bacterially-delivered neoantigens train the immune system to target and attack cancer cells that express the same proteins. Neoantigens are used as tumor targets so that normal cells, which lack these cancer-marking proteins, are left alone. Due to the nature of the bacterial system and additional genetic modifications engineered by the scientists, these bacterial cancer therapies also simultaneously overcome immunosuppressive mechanisms tumors use to block the immune system.

These genetic modifications are also designed to block the bacteria's innate ability to evade immune attacks against themselves. As a safety measure, this means the engineered bacteria can be easily recognized and eliminated by the immune system and are quickly cleared from the body if they do not find the tumor.

When tested in mice, the researchers found that these intricately programmed bacterial cancer vaccines recruit a wide array of immune cells that attack tumor cells, all the while preventing responses that would normally suppress tumor-directed immune attacks.

The bacterial vaccine also reduced the growth of cancer when administered to mice before they developed tumors, and prevented regrowth of the same tumors in mice that had been cured, suggesting the vaccine may have the ability to prevent cancer from returning in patients who've experienced remission.

Personalization

In people, the first step in creating these microbial vaccines would be to sequence a patient's cancer and identify its unique neoantigens using bioinformatics. Next, the bacteria would be engineered to produce large quantities of the identified neoantigens, as well as other immunomodulatory factors. When infused into the patient whose tumors are to be treated, the bacteria would head to the tumors, make themselves at home, and steadily produce and deliver their payload of engineered "medicines."

Once activated by the bacterial vaccine, the immune system would be prompted to eliminate cancer cells that have spread throughout the body and prevent further metastatic development.

Since each tumor has its own set of neoantigens, the immunotherapy will be custom-made for each patient. "The time to treatment will first depend on how long it takes to sequence the tumor. Then we just need to make the bacterial strains, which can be quite fast. Bacteria can be simpler to manufacture than some other vaccine platforms," Danino says.

The bacteria are also designed to counteract cancer's ability to rapidly mutate and evade treatment. "Because our platform allows us to deliver so many different neoantigens, it theoretically becomes difficult for tumor cells to lose all those targets at once and avoid the immune response," says Arpaia.

The researchers think their approach may succeed where earlier cancer vaccines have not. In the latter, while immune responses against tumor neoantigens may be induced, direct modulation of the immunosuppressive tumor environment is not accomplished to such a degree.

Arpaia adds, "Bacteria allow delivery of a higher concentration of drugs than can be tolerated when these compounds are delivered systemically throughout the entire body. Here, we can confine delivery directly to the tumor and locally modulate how we're stimulating the immune system."

More information

The study is titled, "Probiotic neoantigen delivery vectors for precision cancer immunotherapy."

All authors: Andrew Redenti, Jongwon Im, Benjamin Redenti, Fangda Li, Mathieu Rouanne, Zeren Sheng, William Sun, Candice R. Gurbatri, Shunyu Huang, Meghna Komaranchath, YoungUk Jang, Jaeseung Hahn, Edward R. Ballister, Rosa L. Vincent, Ana Vardoshivilli, Tal Danino, and Nicholas Arpaia (all at Columbia).

The research was funded by grants from the National Institutes of Health (R01CA249160, R01CA259634, U01CA247573, and T32GM145766) and the Searle Scholars Program, and by a Roy and Diana Vagelos Precision Medicine Pilot Grant.

Andrew Redenti, Jongwon Im, Tal Danino, and Nicholas Arpaia have filed a provisional patent application with the US Patent and Trademark Office related to this work.
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Boy or girl? Researchers identify genetic mutation that increases chance of having a daughter | ScienceDaily
Each year, roughly the same numbers of boys and girls are born.


						
But in individual families, some couples have four or more daughters and no sons, and some have all male children and no female children, points out University of Michigan evolutionary geneticist Jianzhi Zhang. This has led some scientists to question whether this skewed sex ratio is a result of the genes of the parents.

Now, Zhang and U-M doctoral student Siliang Song have detected a human genetic variant that influences the sex ratio of children. Additionally, they found that many hidden genetic variants of sex ratio may exist in human populations. Their results are published in the Proceedings of the Royal Society B: Biological Sciences.

"Scientists have been pondering and researching a genetic basis for sex ratio for decades, yet no unambiguous evidence for a genetic variation that alters the human sex ratio from an approximately 50:50 ratio has been found," said Zhang, professor of ecology and evolutionary biology.

Zhang says this has led some scientists to think that the human sex ratio is not subject to mutation.

"But this scenario seems unlikely, because almost all human characteristics are subject to mutation and genetic variation," he said. "Instead, we think genetic variation of sex ratio is too difficult to detect because sex ratio is not measured precisely."

That is, each person typically has a very small number of children, which can lead to large errors in the estimation of the true sex ratio of a person's children. For example, if a person only has one child, the estimated sex ratio would be either zero (if it's a girl) or 1 (if it's a boy) even if the true sex ratio is 0.5.




To detect genetic influence on sex ratio, the researchers realized they needed a much larger sample than in all previous studies. They turned to the UK Biobank, a biomedical database that contains the genetic and phenotypic information of about 500,000 British participants.

Analyzing this data, the researchers identified a single nucleotide change named rs144724107 that is associated with a 10% increase in the probability of giving birth to a girl as opposed to a boy. But this nucleotide change is rare among the UK Biobank participants: About 0.5% of the participants carry this change. The nucleotide change is located near a gene named ADAMTS14, which is a member of the ADAMTS gene family known to be involved in spermatogenesis and fertilization. The researchers also note that their discovery has not yet been confirmed in other samples.

The researchers also identified two genes, called RLF and KIF20B, that may also influence the sex ratio.

The study's findings align with a theory in evolutionary biology called the Fisher's principle, after British statistician and population geneticist Ronald Fisher. Fisher's principle states that natural selection favors the genetic variant that increases the births of the rare sex. That is, if fewer males than females are born in a population, natural selection favors genetic variants that increase the number of males born, and vice versa. As a result, this selection yields a more or less even sex ratio in the population

"For Fisher's principle to work, there must be mutations that influence the sex ratio," Zhang said. "The fact that no genetic variation on human sex ratio had been identified has led some scientists to question the applicability of Fisher's principle in humans.

"Our study shows that in fact, human data are consistent with Fisher's principle and the reason no genetic variants of sex ratio had been discovered was the imprecision of the measure of a person's offspring sex ratio."

Zhang and Song say although they focused on human sex ratio, there are practical applications for their findings for animal husbandry.




"In agriculture, one sex -- mostly females -- is often of substantially larger economic values than the other. For example, hens are valued for egg production and female cows for milk production. Individuals of lower economic value, mostly males, are usually killed soon after birth," Zhang said. "Finding genetic variants in farm animals with effects as large as that computed for humans rs144724107 would likely bring huge profits and contribute to animal welfare."

Next, the researchers hope to verify their findings in other samples -- not an easy task, Zhang says, because of the large sample size requirement and the rareness of the identified genetic variant.

The research was sponsored by the U.S. National Institutes of Health.
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Uncovering a way for pro-B cells to change trajectory | ScienceDaily
Development of B cells, white blood cells that make antibodies, follows a progression of stages: common lymphoid progenitors, pre-pro-B cells, pro-B cells, pre-B cells, immature B cells, and then more mature and specialized B cells. By the time the development hits the pro-B stage, the cell is fated to stay a B cell rather than another type of cell.


						
But researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that knockout of YY1in pro-B cells impairs this lineage commitment, enabling unusual plasticity in blood cell formation. YY1 is a ubiquitous transcription factor that is capable of both activation and repression functions and plays significant roles in cell proliferation and replication, DNA repair, and the development of embryos.

They found that YY1 knockout pro-B cells can generate T lineage cells -- which help B cells produce antibodies -- in vitro and in a mouse model. Their findings are published in the journal Genes & Development.

"The data has come out better than my wildest fantasy," says senior author Michael Atchison, professor of biomedical sciences at Penn Vet. He says of YY1, "Since it's expressed everywhere and it's involved with so many lineages, the potential for regenerative medicine is quite high."

He envisions the ability to temporarily knock down YY1, push cells in another direction, and then remove the block so now there is a new lineage. Muscle cells, for example, could be reimplanted into a patient with a muscle disease.

"Although B cell lineage plasticity has been observed following knockout of several lineage-specific transcription factors," the authors write, "YY1 is unique in being a ubiquitous transcription factor expressed in all cell types suggesting a potentially universal mechanism of lineage commitment."

Atchison says that, just after he came to Penn Vet as an assistant professor in 1989, one of his graduate students cloned YY1. It was a time when it was shocking that a transcription factor could activate some genes while repressing the expression of others, he says. Several labs published on this simultaneously more than 30 years ago, and another researcher named the transcription factor Yin Yang 1 because of this dual function.




Atchison says the basis for this paper began nearly a decade ago, with a former postdoctoral researcher who, looking at RNA sequencing data, had the idea that YY1 knockout pro-B cells could turn into T cells. Sarmistha Banerjee, first author on the paper, took over this work as a senior research investigator at Penn.

The researchers eliminated YY1 with Mb1-driven CRE. CRE is a protein that can delete DNA and Mb1 is a promoter that drives expression of CRE in pro-B cells.

"We saw this transition happening from B to T and thought it would be a gradual transition, but there were a few weird-looking genes that were expressed in the mature T cells that developed," Atchison says. Co-author Joshua Rhoades, a bioinformatician, suggested doing single-cell RNA sequencing, which Atchison says "turned out to be really transformative. Then we saw all these other cell types coming up."

The sequencing data showed that as YY1 knockout pro-B cells developed in culture, 85% identified as monocytic or dendritic cells, which are involved in the presentation of antigens to B and T cells to mount an immune response, while only 3% identified as T cells. But incubation for three weeks resulted in the downregulation of most of these alternative lineage genes and increased expression of T lineage genes.

"A very useful, insightful, and unexpected finding was that while we were pushing these B cells to T cells, in the appropriate T cell environment, we observed that during this transition (midway) they were making a lot of other cell types," says co-author Sarah Naiyer, a research associate in immunology at Penn. She says, "Because we showed that Notch, a receptor in a highly conserved cell signaling pathway, was involved in the process, this could mean that it's the gradient of Notch signaling that is required to make these other cell types during the early phase while also inhibiting their differentiation during later stages, pushing them to T cells."

Atchison says it was satisfying to then see these results replicated in vivo. "It's coming out pretty close to what we fantasized about how the genome has changed when you knock out YY1 and why that allows the cells to be less committed to one lineage and able to be pushed into another direction," he says.




Looking forward, the mountain of data the team amassed "can be mined for a long time to look at what's happening when you knock out YY1," Atchison says. "We've looked at a small handful of genes, but there's 20,000 genes in the genome, and there's a lot we can do just with the data we have."

Another avenue of research would be to see how well YY1 knockout works in other cell types and tissues, and another would be to see if the T cells could yet still move to another lineage.

Michael Atchison is a professor in the Department of Biomedical Sciences, director of the VMD-Ph.D. Program, and director of the NIH/Boehringer-Ingelheim Summer Research Program at the University of Pennsylvania School of Veterinary Medicine.

Sarmistha Banerjee is a former researcher in the Atchison Lab at Penn Vet.

Sarah Naiyer is a research associate in immunology at Penn Vet.

Joshua Rhoades is a bioinformatician at Penn Vet.

The other co-authors are Penn Vet's Nasreen Bano, Dawei Dong, Suchita Hodawadekar, and Sulagna Sanyal; and David Allman and Anupam Banerjee of the Department of Pathology and Laboratory Medicine at the Perelman School of Medicine.

This work was supported by the National Institutes of Health (grants R01AI162879, R01AI155540, R01AI139123, and R01AI175185) and an Aspire award from the Mark Foundation for Cancer Research.
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Human skin map gives 'recipe' to build skin and could help prevent scarring | ScienceDaily
For the first time, researchers have created a single cell atlas of prenatal human skin to understand how skin forms, and what goes wrong in disease.


						
Researchers from the Wellcome Sanger Institute, Newcastle University and their collaborators used single cell sequencing and other genomics techniques to create the atlas and uncover how human skin, including hair follicles, is formed. These insights could be used to create new hair follicles in regenerative medicine and skin transplants for burn victims.

In the study, published today (16 October) in Nature, the team also created a 'mini organ' of skin in a dish with the ability to grow hair. Using the organoid, they showed how immune cells play an important role in scarless skin repair, which could lead to clinical applications to prevent scarring after surgery, or scarless healing after wounding.

As part of the Human Cell Atlas1, which is mapping all cell types in the human body to transform understanding of health and disease, the researchers provide a molecular 'recipe' to build skin and a new organoid model to study congenital skin diseases.

Skin is the largest organ of the human body, measuring on average two square metres. It provides a protective barrier, regulates our body temperature and can regenerate itself. Skin develops in the sterile environment of the womb, with all hair follicles formed before birth -- there is follicle cycling after birth, but no new follicles are made. Before birth, skin has the unique ability to heal without scarring.

It has been very difficult to study how the human skin develops, as animal models have key differences. As part of the Human Cell Atlas, a team of researchers is focused on studying how human skin is built. Understanding how skin develops, where cells are in space and time, and the role of genetics will help reveal how specific mutations cause congenital skin disorders, such as blistering disorders and scaly skin.

In this new study, researchers at the Wellcome Sanger Institute, Newcastle University and their collaborators created the first single cell and spatial atlas of human prenatal skin.




The team used samples of prenatal skin tissue2, which they broke down to look at individual cells in suspension, as well as cells in place within the tissue. Scientists used cutting-edge single-cell sequencing and spatial transcriptomics3 to analyse individual cells in space and time, and the cellular changes that regulate skin and hair follicle development. They described the steps that outline how human hair follicles are formed and identified differences from mouse hair follicles.

Using adult stem cells4, the researchers also created a 'mini organ' of skin in a dish, known as an organoid, with the ability to grow hair. They compared the molecular characteristics of skin organoids with prenatal skin and found the skin organoid model more closely resembled prenatal skin than adult skin.

The team found that blood vessels did not form in the skin organoid as well as prenatal skin. By adding immune cells known as macrophages to the organoid, they discovered the macrophages promoted the formation of blood vessels, and the team undertook 3D imaging to assess blood vessel formation within the tissue.

It's known that these immune cells protect the skin from infection. However, this is the first time that macrophages have been shown to play a key role in the formation of human skin during early development by supporting the growth of blood vessels. This offers an option to improve vascularisation of other tissue organoids.

The team also analysed differences in cell types between prenatal skin and adult skin. They show how macrophages play an important role in scarless skin repair in prenatal skin, which could lead to clinical applications to avoid scarring after surgery or wounding.

As a result of this study, the team provides a molecular 'recipe' for how human skin is built and how hair follicles form. These insights could be used in the creation of new hair follicles for regenerative medicine, such as for skin transplants for burn victims, or those with scarring alopecia.




The prenatal human skin atlas will also be used to identify in which cells the genes are active, or expressed, that are known to cause congenital hair and skin disorders, such as blistering disorders and scaly skin. The researchers found that genes involved in these disorders are expressed in prenatal skin, meaning they originate in utero. The skin organoids created in this study offer a new, accurate model for studying these diseases.

Dr Elena Winheim, co-first author from the Wellcome Sanger Institute, said: "With our prenatal human skin atlas, we've provided the first molecular 'recipe' for making human skin and uncovered how human hair follicles are formed before birth. These insights have amazing clinical potential and could be used in regenerative medicine, when offering skin and hair transplants, such as for burn victims or those with scarring alopecia."

Dr Hudaa Gopee, co-first author from Newcastle University, said: "We're excited to have made a skin organoid model that grows hair. In this process, we uncovered a new, important role of immune cells in promoting the growth of blood vessels in developing skin tissue, which could help improve other organoid models. These immune cells, called macrophages, also appear to play a key part in scarless skin repair in prenatal skin. Our findings could inform clinical advances to avoid scarring after surgery."

Professor Muzlifah Haniffa, co-lead author and Interim Head of Cellular Genetics at the Wellcome Sanger Institute, said: "Our prenatal human skin atlas and organoid model provide the research community with freely available tools to study congenital skin diseases and explore regenerative medicine possibilities. We are making exciting strides towards creating the Human Cell Atlas, understanding the biological steps of how humans are built, and investigating what goes wrong in disease."
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New research reveals how large-scale adoption of electric vehicles can improve air quality and human health | ScienceDaily
A new study from the University of Toronto's Department of Civil & Mineral Engineering suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits.


						
The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050.

Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running into the tens of billions of dollars.

"When researchers examine the impacts of EVs, they typically focus on climate change in the form of mitigating CO2 emissions," says Professor Marianne Hatzopoulou, one of the co-authors of the study, which is published in PNAS. 

"But CO2 is not the only thing that comes out of the tailpipe of an internal combustion vehicle. They produce many air pollutants that have a significant, quantifiable impact on public health. Furthermore, evidence shows that those impacts are disproportionately felt by populations that are low-income, racialized or marginalized."

Other members of the team include lead author and postdoctoral fellow Jean Schmitt, Professors Daniel Posen and Heather Maclean, and Amir F.N. Abdul-Manan of Saudi Aramco's Strategic Transport Analysis Team.

Members of this team had previously used their expertise in life-cycle assessment to build computer models that simulated the impact of large-scale EV adoption in the U.S. market.




Among other things, they showed that while EV adoption will have a positive impact on climate change, it is not sufficient on its own to meet the Paris Agreement targets. They recommended that EV adoption be used in combination with other strategies, such as investments in public transit, active transportation and higher housing density.

In their latest study, the team wanted to account for the non-climate benefits of EV adoption. They adapted their models to simulate the production of air pollutants that are common in fossil fuel combustion, such as nitrogen oxides, sulphur oxides and small particles known as PM2.5.

"Modelling these pollutants is very different from modelling CO2, which lasts for decades and ends up well-mixed throughout the atmosphere," says Posen.

"In contrast, these pollutants, and their associated health impacts, are more localized. It matters not only how much we are emitting, but also where we emit them."

While EVs do not produce any tailpipe emissions, they can still be responsible for air pollution if the power plants that supply them run on fossil fuels such as natural gas or coal. This also has the effect of displacing air pollution from busy highways to the communities that live near those power plants.

Another complication is that neither the air pollution from the power grid nor that from internal combustion vehicles is expected to stay constant over time.




"Today's gasoline-powered cars produce a lot less pollution than those that were built 20 years ago, many of which are still on the road," says Schmitt.

"So, if we want to fairly compare EVs to internal combustion vehicles, we have to account for the fact that air pollution will still go down as these older vehicles get replaced. We can also see that the power grid is getting greener over time, as more renewable generation gets installed."

In the model, the team chose two main scenarios to simulate out to the year 2050. In the first, they assumed that no more EVs will be built, but that older internal combustion vehicles will continue to be replaced with newer more efficient ones.

In the second, they assumed that by 2035, all new vehicles sold will be electric. The researchers described this as "aggressive," but it is in line with the stated intentions of many countries. For example, Norway plans to eliminate sales of non-electric vehicles next year, and Canada plans to follow suit by 2035.

For each of these scenarios, they also considered various rates for the transition of the electric grid to low-emitting and renewable energy sources, i.e., whether it stays roughly the same as the current rate, slows down, or accelerates over the next couple of decades.

Under each of these sets of conditions, the team simulated levels of air pollution across the United States. They then used established calculations commonly used by epidemiologists, actuaries and government policy analysts to correlate these pollution levels with statistical estimates of the number of years of life lost, as well as with estimates of economic value.

"Our simulation shows that the cumulative public health benefits of large-scale EV adoption between now and 2050 could run into the hundreds of billions of dollars," says Posen.

"That's significant, but another thing we found is that we only get these benefits if the grid continues to get greener. We are already transitioning away from fossil fuel power generation, and it's likely to continue in the future. But for the sake of argument, we modelled what would happen if we artificially freeze the grid in its current state. In that case, we'd actually be better off simply replacing our old internal combustion vehicles with new ones -- but again, this is not a very realistic scenario."

This finding raises another question: is it more important to decarbonize the transportation sector through EV adoption, or to first decarbonize the power generation sector, which is the ultimate source of pollution associated with EVs?

"To that I would say that it's important to remember that the vehicles being sold today will continue to be used for decades," says Hatzopoulou.

"If we buy more internal combustion vehicles now, however efficient they may be, we will be locking ourselves into those tailpipe emissions for years to come, and they will spread that pollution everywhere there are roads.

"We still need to decarbonize the power generation system -- and we are -- but we should not wait until that process is complete to get more EVs on the road. We need to start on the path to a healthier future today."
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Good physical fitness from childhood protects mental health | ScienceDaily
A recent Finnish study has found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%-30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.


						
In a study by the Faculty of Sport and Health Sciences at the University of Jyvaskyla and the Institute of Biomedicine at the University of Eastern Finland, the physical fitness of 241 adolescents was followed from childhood to adolescence for eight years. The study showed that better cardiorespiratory fitness and improvements in it from childhood to adolescence were associated with fewer stress and depressive symptoms in adolescence.

Additionally, the study found that better motor fitness from childhood to adolescence was associated with better cognitive function and fewer stress and depressive symptoms. However, the association between motor fitness and depressive symptoms was weaker than the one between cardiorespiratory fitness and depressive symptoms. Screen time measured in adolescence partly explained the associations of cardiorespiratory fitness and motor fitness with mental health.

These findings advocate for investment in physical fitness early in life as a potential strategy for mitigating mental health and cognitive issues in adolescence.

"The concern about the declining physical fitness in children and adolescents is real. However, the focus has been on physical health," says Eero Haapala, Senior Lecturer of Sports and Exercise Medicine at the Faculty of Sport and Health Sciences, University of Jyvaskyla.

"Our results should encourage policymakers as well as parents and guardians to see the significance of physical fitness more holistically, as poor physical fitness can increase mental health challenges and impair cognitive skills needed for learning."

"The whole of society should support physical fitness development in children and adolescents by increasing physical activity participation at school, during leisure time, and in hobbies," emphasises Haapala.

This study is based on longitudinal data from the ongoing Physical Activity and Nutrition in Children (PANIC) studyconducted at the Institute of Biomedicine, University of Eastern Finland, and led by Professor Timo Lakka. The study followed the physical fitness of 241 individuals for eight years, from childhood to adolescence. Mental health assessments were conducted during adolescence. The study was published in Sports Medicine.

The PANIC Study is part of the Metabolic Diseases Research Community at the University of Eastern Finland. The research community is dedicated to investigating major cardiometabolic diseases. By leveraging genetics, genomics, translational research, and lifestyle interventions, the community aims to provide robust evidence on disease mechanisms and advance early diagnosis, prevention, and personalized treatment. The research community consists of 20 research groups, spanning basic research to patient care.
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Climate change impacts internal migration worldwide | ScienceDaily
The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new IIASA-led study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.


						
While public discourses often focus on international migration, existing scientific evidence indicates that when climatic factors drive migration, it often results in short distance moves within national borders. However, there is a lack of scientific studies examining climate-induced internal migration across different countries. The new study, published in Nature Climate Change, used census microdata from 72 countries spanning the period from 1960 to 2016 to provide the first worldwide assessment of how environmental stress affects migration within national borders.

"Our analysis shows that internal migration -- which we defined as movement between subnational regions within a country -- increases in regions affected by drought and aridification, especially in hyper-arid and arid regions. The effects are most pronounced in agriculturally dependent and rural areas, where livelihoods are highly vulnerable to changing climate conditions. Many climate-induced migrants move to urban areas, contributing to the accelerated urbanization trends observed in numerous countries," explains lead author Roman Hoffmann, who leads the Migration and Sustainable Development Research Group at IIASA.

The analysis revealed regional differences in impacts. The effects of drought and aridification were, for example, found to be strongest in parts of Africa, the Middle East, South America, South Asia, and Southern Europe, where agricultural livelihoods are prevalent and the climate is already dry. In these regions, the combination of economic hardship and environmental challenges creates strong incentives for migration.

Globally, the findings indicate overall more mobility in wealthier areas where migration constraints may be lower. Within countries, it is typically poorer regions that tend to have higher outmigration rates toward wealthier areas when they are affected by climatic stress. In addition to regional differences, the study also documents major heterogeneities in migration patterns across population groups. In less developed countries, younger working-age adults (15-45) with medium levels of education are most likely to migrate in response to drought and increased aridity. In wealthier countries, older populations across all education levels show stronger migration patterns.

"As climate change continues to increase the frequency and severity of droughts and water scarcity worldwide, more populations will face pressures to seek better living conditions. Our work underscores the need for policies that address both the drivers of migration and the consequences for destination regions. Adequate infrastructure, health services, and social support systems are critical in urban areas that are increasingly absorbing climate-induced migrants," notes coauthor Guy Abel, a researcher in the IIASA Migration and Sustainable Development Research Group.

Additionally, the research highlights the importance of supporting vulnerable populations, including those who cannot migrate due to resource constraints. Policies that promote livelihood diversification, social safety nets, and resilience-building in affected communities can help mitigate forced migration and displacement, while also protecting those who remain.

Although the study represents a major step forward in understanding the links between climate change and internal migration, the authors also acknowledge the challenges posed by limited and non-comparable migration data. The dataset used in the study, extracted from census microdata, provides a robust longitudinal view on internal migration for a large number of countries. At the same time, it does not capture other forms of movement, including temporal or short-distance mobility, which are also highly relevant in the context of climate change.

"As climate change continues to reshape migration trends, more comprehensive data and continued research will be essential for developing targeted interventions and policy solutions to address the complex relationship between environmental factors and human mobility. Our work highlights the urgent need for a holistic approach to policy development that accounts for both spatial and social differences, recognizing the complex and context-dependent nature of migration dynamics," concludes coauthor Raya Muttarak, a researcher in the IIASA Migration and Sustainable Development Research Group and professor of Demography and the Department of Statistical Sciences at the University of Bologna, Italy.
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New test improves diagnosis of allergies | ScienceDaily
Food allergies are a major health problem worldwide. In some countries, up to 10% of the population is affected, mainly young children. Peanut allergy, in particular, is one of the most common diseases and often manifests itself in severe, potentially life-threatening reactions. The stress of food allergies not only affects the individuals concerned, but also has far-reaching consequences for their families, the health system and the food industry. The oral food challenge test, in which people consume the allergen (such as peanut extract) under supervision to test the allergic reaction, is still considered the gold standard in diagnosis. However, the method is complex and carries health risks. The allergen skin prick test and blood test are often not very accurate, which can lead to misdiagnoses and unnecessary food avoidance.


						
A team of researchers led by Prof. Dr. Alexander Eggel from the Department for BioMedical Research (DBMR) at the University of Bern and the Department of Rheumatology and Immunology, Bern University Hospital, and Prof. Dr. Thomas Kaufmann from the Institute of Pharmacology at the University of Bern, developed an alternative test in 2022. It mimics the allergic reaction in a test tube and thus offers an attractive alternative to standard tests. The researchers from Bern have now investigated the effectiveness of the test on samples from children and adolescents with confirmed peanut allergy and a healthy control group in a clinical study in collaboration with partners from the Hospital for Sick Kids in Toronto, Canada. They were able to show that the new test has a higher diagnostic accuracy than the methods used so far. The study was recently published in the European Journal for Allergy and Clinical Immunology (Allergy).

Mast cell activation test as appropriate alternative

"The most common food allergies are type I allergies. They develop when the body produces immunoglobulin E (IgE) antibodies in response to substances that are actually harmless (allergens)," explains Alexander Eggel. These antibodies bind to specific receptors on the mast cells, which are immune cells that play an important role in allergic reactions and inflammation. They are mainly located in the tissue, for example, in the intestinal mucosa, and are prepared for and sensitized to the allergen by binding to the antibodies. Upon renewed contact with the allergen, it binds directly to the mast cells loaded with antibodies, activating them and triggering an allergic reaction. "In the Hoxb8 mast cell activation test (Hoxb8 MAT), which we developed, mast cells grown in the laboratory are brought into contact with blood serum from allergic patients. The mast cells bind the IgE antibodies from the serum and are sensitized by them. We can then stimulate the mast cells with different amounts of the allergens to be tested," says Eggel. Quantifying the activated mast cells suggests how allergic a patient is to the allergen tested without needing to consume the food.

Higher diagnostic accuracy than standard tests

The study used serum samples from a total of 112 children and adolescents who had already participated in a study in Canada and for whom clear diagnostic data on their peanut allergy status were available. The mast cells cultured in the laboratory were sensitized with their serum and then stimulated with peanut extract. "The cell-based test was easy to carry out and worked perfectly. All samples were measured within two days, which was very fast," says Thomas Kaufmann. The results showed that a large number of sera from allergic patients exhibited allergen dose-dependent activation, while almost all samples from the non-allergic control subjects did not activate the mast cells. "An exceptionally high diagnostic accuracy of 95% could be calculated from these data," Eggel adds.

In addition, the data measured in the study were analyzed in direct comparison with other diagnostic methods established at the hospital. It was found that the Hoxb8 MAT test had significantly higher accuracy than the standard measurement of allergen-specific IgE antibodies in the blood or the frequently used skin test. "Comparison with other clinical tests was crucial to determine which of them reflected the patients' allergic reaction best. The new mast cell activation test has the advantage that it is functional and therefore incorporates many parameters that are important for triggering the allergy," says Thomas Kaufmann, adding: "The new test is also based on stable blood serum, which can be drawn using simple blood sampling and then stored in the freezer. This eliminates the challenging logistical obstacles that arise with other methods." The study also showed that the Hoxb8 MAT test leads to less false negative results.

"What has been shown in this study on the diagnosis of peanut allergies can also be applied to other allergies in a simple way. The technology is a perfect example of how basic research from the University of Bern can be brought to the clinical practice, and might ultimately simplify life for patients and physicians," concludes Eggel.
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Older adults appear less emotionally affected by heat | ScienceDaily
When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a Washington State University-led study found that emotional responses to heat are highly individualized and only one factor moderated it -- age.


						
Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more uncomfortable in high heat more quickly, but it did not affect their mood as much as it did younger adults.

"Older adults in general have worse thermoregulation, so this makes them more vulnerable to heat -- so that was not surprising -- but what was really interesting is that on average, older adults showed low levels of negative emotional states, even though they experienced more discomfort in the heat," said Kim Meidenbauer, a WSU psychology researcher and lead author on the study published in the journal BMC Psychology.

While the reason for this difference could not be pinpointed from this study, Meidenbauer said that other research on personality traits across the lifespan found that emotional stability tends to increase with age.

The goal of the current study was to try to better understand why high outside temperatures are associated with increases in violent crime and mental health hospital admissions. This connection has long been noted by scientists, but the causes remain unclear.

Since negative emotional states are linked to people acting out aggressively, Meidenbauer and her colleagues sought to investigate the connection among outside temperature, physical discomfort and "negative affect," such as feeling irritable, anxious or gloomy. They recruited about 400 participants in the Chicago area who used an app to report levels of comfort and emotional states while outside during the summer of 2022. The researchers used geolocation to determine the actual temperature at the time and place when the participants logged their self-reports.

The study found no direct connection between the actual temperature outside and people's emotional states. Perceived temperature, or how hot they felt it was, was more important, but even then, it depended on the individual whether the temperature caused discomfort leading to a negative mood.




"People really varied in the extent to which they found consistently extreme temperatures as hot or uncomfortable. Some people were experiencing 100-degree days, and they were still feeling good," said Meidenbauer.

When the participants did feel that discomfort though, more of them, and especially the younger adults, had an associated negative emotional state.

"This research is suggesting that for some people there is a really strong relationship between heat and negative affect working through discomfort," she said. "Because there is also an association between being in a particularly angry or irritable emotional state and then acting out aggressively -- this is a plausible mechanism at play."

Because the thermal discomfort is so variable, Meidenbauer said that it would likely be hard to link objective temperature to individual psychological experiences and behaviors without directly measuring them. As a next step, she plans to test the emotional response to heat in a laboratory setting.

Co-authors on this study included researchers from the University of Chicago, University of Michigan, University of Illinois, the Argonne National Laboratory and the Santa Fe Institute. This research received support for the National Science Foundation and NASA.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241015141351.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Comprehensive efforts needed to develop health-promoting learning environments | ScienceDaily
Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students. This is shown by a literature review conducted at the University of Gothenburg.


						
"The fact that mental ill-health is increasing, not only in Sweden but all over the world, suggests that the causes could be structural and/or environmental," says Therese Skoog, who is the senior author of the study.

She and her research colleagues have reviewed more than 8,000 studies of interventions in higher education globally to counteract students' poor well-being. In the literature review, the researchers wanted to get an overview of the types of interventions that have been made and how these have been received by students. Two thirds of the interventions have been aimed at changing pedagogy. Most common among the measures that instead focused on more structural changes is to offer individual health counselling. All this is good, says Therese Skoog, but not enough.

"As things stand, higher education institutions will simply not have the capacity to adapt teaching to all the diagnoses and needs students may have. And unless the trend of increasing mental health problems is reversed, there is a risk that academic performance and degree completion will decrease," says Therese Skoog.

Instead, she argues that learning environments as a whole must be changed to promote sustainable learning. Everything from the physical environment to course design, requirements, opportunities for recovery, the relationship between students and teachers, and so on, needs to be included when higher education institutions take a holistic approach to learning environments.

"And the opportunities to change for the better are great," says Therese Skoog.

One promising initiative she points to is the 'Healthy Universities' model developed by higher education institutions in the UK. The model is based on a holistic perspective on health that includes both learning environments and organisational culture.




"Another is the Universal Design for Learning guide, which is essentially about designing learning environments to make them more accessible to the whole group of students while keeping course objectives the same."

For most people, starting academic studies is a big step; often it means moving to a new environment, getting to know new people, learning how to navigate within new contexts.

"The more welcoming the environment is, the less stressful it will be for students," says Therese Skoog.

Professor Skoog has been responsible for the Sustainable and Accessible Learning Environments project at the University of Gothenburg. The project aimed to investigate how higher education institutions can work structurally to promote not only learning but also students' mental health. The project has attracted interest from other universities. At the University of Gothenburg a project with a special focus on the physical learning environments is launched as a follow-up.

"It is inspiring that more and more universities are taking this issue seriously. And to see how initiatives are being taken in different parts of the world to reverse the negative trend and improve students' mental health," says Therese Skoog.
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US air pollution monitoring network has gaps in coverage, say researchers | ScienceDaily
The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers in ACS' Environmental Science & Technology Letters. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.


						
"The national air pollution monitoring network aims to act as an umbrella to protect all Americans," says lead author Yuzhou Wang. "But we saw that unfortunately, millions of people, especially underrecognized populations, will not receive adequate protection from the monitors. Thus, they will receive fewer benefits from the more stringent standard."

Most of the harmful effects from outdoor air pollution in the U.S. are linked to inhalation of fine particulate matter (PM). These suspended particles, like soot or liquid aerosol droplets, are smaller than 2.5 micrometers in diameter, garnering the designation PM2.5. In February 2024, to better protect Americans from health burdens caused by inhaling particles, the EPA adopted a more stringent standard for PM2.5.The EPA tracks compliance with air pollution standards through a network of about 1,000 costly and highly accurate monitoring stations placed in cities and towns nationwide. Prior research shows that people of color and people with low socioeconomic status living in the U.S. are disproportionately affected by outdoor PM2.5 exposure. However, these populations have fewer monitoring stations than other areas to measure air pollutants, meaning they may not be fully protected by the tighter air pollution standards.

While the EPA is now modifying the national air pollution monitoring network to account for environmental justice, the adequacy of this network to correctly identify areas that do not meet the new air pollution standards has not been thoroughly investigated. So, researchers led by Joshua Apte used a statistical model to identify gaps in the monitoring network's coverage across the continental U.S. The model is based on observations and geographic variables, called an empirical model, and it identifies potential areas with PM2.5 levels that exceed the agency's new lower standard.

To assess the monitoring gaps, Apte and colleagues compared PM2.5 levels from 2017 to 2019 at both monitored and unmonitored locations, using PM2.5 level predictions from the U.S. Center for Air, Climate, and Energy Solutions and population data from the 2020 U.S. Census. Their findings revealed that the network misses pollution hotspots and underestimates exposure disparities, which highlights the need for enhanced monitoring in historically underrecognized communities. Overall, they find that:
    	About 44% of highly populated metro areas in the U.S., which affect about 20 million people, have inadequate monitoring networks to comply with new EPA air quality standards.
    	PM2.5 hotspots identified with monitoring data and predicted by the model have significantly higher percentages of people of color and people with low socioeconomic status compared to the overall population.
    	Around 2.8 million people live in PM2.5 hotspots that are not captured by the air monitoring network.

"Fortunately, even adding 10 monitors in the right places could make a big difference in correctly identifying which cities are breathing unhealthy air," says Apte. However, he adds that "our network of about 1,000 official regulatory air monitors is generally not well-suited for capturing exposure disparities in every city in the country. There are just too few monitors to capture every hotspot."

The team identified metro locations to add new air pollution monitors across the U.S. that could help identify large populations that currently breathe air more polluted than the EPA's new standards. The metro areas are in Texas, Ohio, California, Wisconsin, Pennsylvania, Missouri and Idaho.
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Large-scale study of children with genetic disorders finds huge benefit of diagnosis | ScienceDaily
Thousands of children with severe developmental disorders have benefited from more targeted treatments and support with genetic insights from the large-scale Deciphering Developmental Disorders (DDD) study, finds a new study.


						
Researchers from the University of Exeter and the Royal Devon University Healthcare NHS Foundation Trust followed up on the impact of those diagnosed as part of the DDD study, a collaboration between the NHS and the Wellcome Sanger Institute. This large-scale project, which began over a decade ago, has led to life-changing diagnoses for over 5,500 families across the UK and Ireland and the discovery of 60 new genetic conditions.

The findings, published in Genetics in Medicine Open (14 October), reveal that over a thousand of those diagnosed were able to alter their treatment or undergo further medical testing based on their genetic findings, significantly improving their quality of life.

The Deciphering Developmental Disorders (DDD) study included 13,500 families, recruited from 24 regional genetics services across the UK and Ireland. All the families had children with a severe developmental disorder, which was undiagnosed despite prior testing and likely to be caused by a single genetic change. The Wellcome Sanger Institute sequenced all the genes in the children's' and parents' genomes to look for answers, a search which is still ongoing.

In this new study, researchers analysed outcomes for 4,237 of the families who received a genetic diagnosis, finding 76 per cent (3,214 people) were given condition-specific information or support. A further 28 per cent (1,183 people) of people were able to change treatment or get further medical testing because of their diagnosis. Over 20 per cent (880 people) joined patient support groups, such as Unique to connect with others facing similar challenges.

Additionally, 143 people were able to start, stop or adjust specific therapies, which can have a major impact on quality of life, and even be lifesaving. Researchers expect this number to grow, as new genetic therapies continue to develop.

Caroline Wright, Professor of Genomic Medicine at the University of Exeter and author of the study, said: "Around 1 in 17 people are affected by a rare genetic disorder, the majority of whom are children, and making the right diagnosis is critical to getting the best treatment and care. We now have the technology to make a genetic diagnosis swiftly in around 50 per cent of people affected by rare conditions -- but the challenge can be having enough data to understand each condition, as they're so rare individually. Our study is part of global research giving answers that families need so desperately, to ensure they are on the best management pathway for them. It's so gratifying to hear stories ... where a genetic diagnosis really is life-changing. Our research will lead to more families being diagnosed as early as possible in future."

Helen Firth, Professor of Clinical Genomics at the University of Cambridge, Honorary Faculty Member at Wellcome Sanger Institute and author of the study, said: "Genomic testing is enabling far more people to receive a molecular genetic diagnosis of their rare disorder. These diagnoses are a launch pad to more tailored management and treatment based on the specific genetic diagnosis. This paper studied the impact of a genetic diagnosis for patients diagnosed by the DDD study. It provides a template for improving care and support following a genetic diagnosis."




Professor Matthew Hurles, Director of the Wellcome Sanger Institute and lead of the DDD study, said: "It is both deeply gratifying and sobering to understand the impact that our research has had on thousands of DDD families. We can feel proud that through the integration of the nationwide scale of the NHS and being on the cutting edge of new genomic technologies, the UK has been pioneering in the application of new genomic technologies to diagnose rare disorders. However, this study also highlights how much more work is needed to find treatments for the majority of rare disorders. Nevertheless, it is clear that even without a disease-specific therapy being available, participating families can benefit substantially from having a definitive molecular diagnosis for their child's condition."

Sarah Wynn, Chief Executive Officer of Unique, which supports families affected by rare genetic disorders and has been involved in the DDD study from the outset, said: "This study has provided so many families with an explanation for their child's developmental delay, and has also identified numerous genes involved in causing their conditions. Many of these families have waited a long time to get this answer, and they are now able to better understand their child and their needs, enabling access to the appropriate care and support. Families are also understandably desperate for information about how their child may be affected now, and in the future, but for rare conditions such as these, there is often a complete lack of information. A vital output of the DDD project has been the collaboration with Unique to produce much-needed family-friendly patient literature, which benefits not only the project participants, but all those subsequently diagnosed."

Andrew Gwynne, UK Minister for Public Health and Prevention, said: "Innovative research is vital to increasing our understanding of all illnesses, and saving lives, just like Jaydi's. Helping people get a final diagnosis faster is one of the key priorities in the UK Rare Diseases Framework and we are continuously committed to making improvements to the health and care system for people living with rare conditions."
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How do you remember how to ride a bike? Thank your cerebellum | ScienceDaily
Do you remember the name of your second-grade teacher or what you ate for lunch today? Those memories may be separated by decades, but both are considered long-term memories.


						
More than half a century ago, neuroscientists discovered that damage to a brain region called the medial temporal lobe (MTL) caused a severe impairment to long-term declarative memory -- memories for explicit facts such as names and dates -- but left very short-term memory intact. Patients with damage to the MTL could keep up with and carry on a short conversation but, just a minute or two later, couldn't remember that the conversation even took place.

Surprisingly, though, those patients could learn new motor skills and retain them for days, months, or even longer, indicating that MTL damage had little effect on memories for motor skills.

So, what brain region is responsible for long-term motor skill memories, like riding a bike? Are there distinct regions where short- and long-term sensorimotor memories are formed? Researchers have been trying to answer these questions for years.

Now, researchers from the Harvard John A. Paulson School of Engineering and Applied Sciences (SEAS) have shown that, just like declarative memories, short-term and long-term memories for motor skills form in different regions of the brain, with the cerebellum being critical for the formation of long-term skill memories.

The research is published in the Proceedings of the National Academy of Sciences (PNAS).

"This work advances our understanding of the role of the cerebellum in sensorimotor learning and points towards the role of the cerebellum as a gateway to the formation of stable memories for sensorimotor skills, largely independent of the short-term memory systems," said Maurice Smith, Gordon McKay Professor of Bioengineering at SEAS and senior author of the study.




Researchers have long known that the cerebellum is critical for motor learning, but the role it plays in forming short- and longer-term skill memory was unclear. To understand the connection between the cerebellum and these memories, Smith and first author Alkis Hadjiosif, a postdoctoral fellow at SEAS and Massachusetts General Hospital, took inspiration from a seemingly messy set of previous results on motor learning in patients with cerebellar damage.

While these previous studies all found evidence for impaired sensorimotor learning in individuals with cerebellar damage, the size of this impairment varied widely among them.

"While this discrepancy might have been due to differences in the amount or precise location of the damage or to differences in the types of motor learning tasks employed, we had a different idea," said Smith.

Smith and Hadjiosif thought that subtle differences in the time between trials -- what they call the memory window -- might explain most of the observed discrepancies.

"This would be the case if long-term sensorimotor memory was specifically impaired by cerebellar damage because longer memory windows would increase reliance on the impaired long-term memory," said Hadjiosif.

The challenge was that these time intervals were seldom reported in published papers. Part researchers, part detectives, Smith and Hadjiosif tracked down the detailed raw data from two of these studies, from which they could determine the intertrial intervals for the entire trial sequences for all the individuals studied.




The researchers found that both studies had rather short intertrial intervals overall and reported only small impairments in learning for patients with severe cerebellar disease compared to healthy individuals. This meant that when participants were asked to perform the same task, say, five times, with only a few seconds between each repetition, the patients with cerebellar degeneration performed only slightly worse than healthy individuals.

But by diving deeper into the data, Smith and Hadjiosif found something interesting. Between trials, there was sometimes more time to allow the research team to reset or the participant to take a short break.

"When we examined these trial-to-trial differences, we found that the same patients who displayed near-normal performance on their short-interval practice trials were dramatically impaired on long-interval trials within the same session. And this was the case in the data from both studies," said Hadjiosif.

The team then looked at more than a dozen additional studies in which individuals with cerebellar degeneration performed motor tasks and found that the studies that used a larger number of movement directions in the task -- which would increase the time between same-direction trials that would share sensorimotor memory -- had dramatically increased memory impairment compared to those with fewer movement directions.

"These findings highlight how important time is to understanding memory degradation in patients with cerebellar degeneration and solve the mystery of the trial-to-trial and study-to-study variability in the effects of cerebellar damage on sensorimotor learning ability," said Smith. "Our research usually involves designing new experimental manipulations to acquire novel data sets that can provide insight into the mechanisms for learning and memory, but sometimes simply looking at old data through the right lens can be even more illuminating."

The research was co-authored by Tricia Gibo.
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Scientists discover chemical probes for previously 'undruggable' cancer target | ScienceDaily
Hormone-driven cancers, like those of the breast and prostate, often rely on a tricky-to-target protein called Forkhead box protein 1 (FOXA1). FOXA1 mutations can enable these types of cancers to grow and proliferate. Today, FOXA1 is notoriously difficult to block with drugs -- but that may soon change.


						
Scripps Research scientists have identified a crucial binding site on FOXA1 that could pave the way for future cancer treatments. The team's findings, which were published in Molecular Cell on October 15, 2024, also mapped out how tiny drug-like chemical compounds -- called small molecules -- interact with the protein.

While examining protein interactions on a large scale, investigators in the lab of co-corresponding author Benjamin Cravatt, PhD, the Norton B. Gilula Chair in Biology and Chemistry, determined that small molecules could, in fact, interact with FOXA1.

"FOXA1 had historically been considered undruggable," says Cravatt. "It's thought to lack the types of surfaces that small molecule drugs can bind to, which is likely why it's been so difficult to target the protein."

Following its discovery, Cravatt's lab teamed up with the lab of Michael Erb, PhD, to better understand how those molecules might affect the functions of FOXA1.

Both Cravatt and Erb used two forms of activity-based protein profiling (ABPP), a technique that Cravatt's lab pioneered to capture protein activity on a global scale. The dual approach allowed them not only to determine whether a small molecule could bind to FOAX1 at all, but also to pinpoint the exact binding site.

Erb and his group are particularly interested in how certain genes are turned "on" and "off" by proteins called transcription factors, and how this leads to cell states that cause cancer. Transcription factors like FOXA1 bind to specific regions of DNA and control whether a gene is activated (turned "on") or repressed (turned "off"). This regulation is essential to how cells function and respond to changes -- such as in the case of hormone-driven cancers, which often depend on FOXA1 to grow.




"FOXA1 is a master regulator of gene control, or what we call a lineage-defining factor," says Erb, the study's co-corresponding author and an associate professor in the Department of Chemistry. "We found a specific site on FOXA1 that can bind to small molecules, which is a tremendously important discovery since transcription factors like FOXA1 are not only attractive targets for cancer, but also many other diseases."

Because it's so rare to find a small molecule binding site on a transcription factor, the discovery was unexpected.

"A common analogy is that drugs bind to proteins like keys inside a lock, but the prevailing attitude is that most transcription factors don't have binding sites to unlock," adds Erb. "The binding site on FOXA1 is like a hidden lock; without the ABPP technology as it exists today, it's hard to imagine how we would have discovered it."

Another surprising finding: FOXA1 usually binds to a distinct sequence of DNA bases to control gene regulation -- but binding FOXA1 to small molecules changed the sequences that it preferred, allowing the protein to target different genes than it normally would.

This discovery may help future researchers understand how such molecules affect gene regulation in cancer. If small molecules alter FOXA1's DNA preferences, they could influence which genes are turned on or off -- potentially affecting cancer growth.

"We found small molecules could impact FOXA1's ability to interpret the information written into the genome," says Erb.




Furthermore, the team determined that certain mutations in FOXA1 affected areas close to where small molecules could attach to the protein. These mutations changed how FOXA1 interacted with DNA -- in the exact same way that the small molecules did.

"This suggests that a hotspot for cancer-associated mutations is also a hotspot for small molecule binding events," points out Erb.

Contrary to what they originally thought, the researchers found that small molecules couldn't just attach to FOXA1 on their own. Instead, they could only bind to FOXA1 when the protein was already bound to DNA sequences -- meaning the effectiveness of small molecules as cancer treatments probably relies on FOXA1's interactions with DNA.

Looking ahead, Erb and Cravatt plan to explore the optimization of FOXA1 ligands into antagonists of its function and cancer growth, as well as to use ABPP to search for small molecule binding sites on transcription factors beyond FOXA1 that are currently considered undruggable.

"Now that we've created chemical probes to study FOXA1, we hope our research inspires the development of drugs that can target the protein," says Cravatt.
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Alzheimer's disease may damage the brain in two phases | ScienceDaily
Alzheimer's disease may damage the brain in two distinct phases, based on new research funded by the National Institutes of Health (NIH) using sophisticated brain mapping tools. According to researchers who discovered this new view, the first, early phase happens slowly and silently -- before people experience memory problems -- harming just a few vulnerable cell types. In contrast, the second, late phase causes damage that is more widely destructive and coincides with the appearance of symptoms and the rapid accumulation of plaques, tangles, and other Alzheimer's hallmarks.


						
"One of the challenges to diagnosing and treating Alzheimer's is that much of the damage to the brain happens well before symptoms occur. The ability to detect these early changes means that, for the first time, we can see what is happening to a person's brain during the earliest periods of the disease," said Richard J. Hodes, M.D., director, NIH National Institute on Aging. "The results fundamentally alter scientists' understanding of how Alzheimer's harms the brain and will guide the development of new treatments for this devastating disorder."

Scientists analyzed the brains of 84 people, and the results, published in Nature Neuroscience, suggest that damage to one type of cell, called an inhibitory neuron, during the early phase may trigger the neural circuit problems that underlie the disease. Additionally, the study confirmed previous findings about how Alzheimer's damages the brain and identified many new changes that may happen during the disease.

Specifically, the scientists used advanced genetic analysis tools to study the cells of the middle temporal gyrus, a part of the brain that controls language, memory and vision. The gyrus has been shown to be vulnerable to many of the changes traditionally seen during Alzheimer's. It is also a part of the brain that researchers have thoroughly mapped for control donors. By comparing control donor data with that from people who had Alzheimer's, the scientists created a genetic and cellular timeline of what happens throughout the disease.

Traditionally, studies have suggested that the damage caused by Alzheimer's happens in several stages characterized by increasing levels of cell death, inflammation and the accumulation of proteins in the form of plaques and tangles. In contrast, this study suggests that the disease changes the brain in two "epochs" -- or phases -- with many of the traditionally studied changes happening rapidly during the second phase. This coincides with the appearance of memory problems and other symptoms.

The results also suggest that the earliest changes happen gradually and "quietly" in the first phase before any symptoms appear. These changes include slow accumulation of plaques, activation of the brain's immune system, damage to the cellular insulation that helps neurons send signals and the death of cells called somatostatin (SST) inhibitory neurons.

The last finding was surprising to the researchers. Traditionally, scientists have thought that Alzheimer's primarily damages excitatory neurons, which send activating neural signals to other cells. Inhibitory neurons send calming signals to other cells. The paper's authors hypothesized how loss of SST inhibitory neurons might trigger the changes to the brain's neural circuitry that underlie the disease.




Recently, a separate NIH-funded brain mapping study by researchers at MIT found that a gene called REELIN may be associated with the vulnerability of some neurons to Alzheimer's. It also showed that star-shaped brain cells called astrocytes may provide resilience to or resist the harm caused by the disease.

Researchers analyzed brains that are part of the Seattle Alzheimer's Disease Brain Cell Atlas (SEA-AD), which is designed to create a highly detailed map of the brain damage that occurs during the disease. The project was led by Mariano I. Gabitto, Ph.D., and Kyle J. Travaglini, Ph.D., from the Allen Institute, Seattle. The scientists used tools -- developed as part of the NIH's Brain Research Through Advancing Innovative Neurotechnologies(r) (BRAIN) Initiative -- Cell Census Network (BICCN) -- to study more than 3.4 million brain cells from donors who died at various stages of Alzheimer's disease. Tissue samples were obtained from the Adult Changes in Thought study and the University of Washington Alzheimer's Disease Research Center.

"This research demonstrates how powerful new technologies provided by the NIH's BRAIN Initiative are changing the way we understand diseases like Alzheimer's. With these tools, scientists were able to detect the earliest cellular changes to the brain to create a more complete picture of what happens over the entire course of the disease," said John Ngai, Ph.D., director of The BRAIN Initiative(r). "The new knowledge provided by this study may help scientists and drug developers around the world develop diagnostics and treatments targeted to specific stages of Alzheimer's and other dementias."

This study was funded by NIH grants: U19AG060909, P30AG066509, U19AG066567, U01AG006781. Additional funding was provided by the Nancy and Buster Alvord Endowment. The Rush University Alzheimer's Disease Center, Chicago, Il, shared donor metadata from the Religious Orders Memory/Memory and Aging Project.

Researchers can obtain data from the SEA-AD study by going to the study's website: https://portal.brain-map.org/explore/seattle-alzheimers-disease
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Immune signatures may predict adverse events from immunotherapy | ScienceDaily
Distinct immune "signatures" in patients who develop adverse events while taking immunotherapy for cancer may help oncologists identify patients at risk and treat them early to prevent serious side effects, suggests a study by researchers from the Johns Hopkins Kimmel Cancer Center and its Bloomberg~Kimmel Institute for Cancer Immunotherapy.


						
The study, published Oct. 15 in the Journal of Clinical Investigation, is the largest to date to look at immune signatures in patients with a range of cancers. It included a diverse sample of 111 patients treated with immune checkpoint inhibitors -- substances that reactivate the body's natural anti-cancer immunity. About 40% of patients developed immune-related adverse events, as expected. However, the patients who developed these side effects were more likely to have received a combination of immune checkpoint inhibitors and to have a history of autoimmune disease. Researchers also discovered a distinct immune "signature" in patients who later developed adverse events.

"Increases in white blood cells known as T-cell helper 2 (Th2) and T-cell helper 17 (Th17), and their respective cytokines, predate the development of immune-related adverse events and are potential targets for treating immune-related adverse events," says Mark Yarchoan, M.D., the study's senior author and associate professor of oncology at the Johns Hopkins Kimmel Cancer Center. The study's co-senior author was Won Jin Ho, M.D., director of the Mass Cytometry Facility and associate director of the Convergence Institute at the Johns Hopkins Kimmel Cancer Center.

Immunotherapy has improved outcomes for many patients with cancer. Yet a subset of patients who receive immune checkpoint inhibitors develop devastating adverse effects that can cause lasting disability or even death. For patients with advanced cancer who have exhausted other treatment options, immunotherapy is often worth the risk, Yarchoan says.

"The calculus becomes much more difficult when these drugs are used for patients with curable cancers earlier in the course of disease," he says. "We increasingly have situations where patients are cured of cancer but have lifelong devastating complications from the treatment."

Oncologists use drugs designed to treat arthritis or other autoimmune conditions to treat these adverse effects. However, scientists do not know the exact mechanisms causing these adverse events or how to treat them best, Yarchoan notes. Some studies have examined these adverse effects in people with skin cancer; however, they did not include many Black patients, who are less likely to develop skin cancer. Yarchoan and his colleagues wanted to see if they could learn more with a more representative sample of patients from the Johns Hopkins Kimmel Cancer Center.

They found that increases in Th2 and Th17 were an early warning signal for impending adverse events. They also observed that rising levels of the cytokine interleukin 6 (IL-6), an anti-inflammatory protein released by immune cells, was the strongest predictor of which patients would develop an immune-related adverse event. Higher levels of IL-6 were also related to worse cancer therapy outcomes.




"IL-6 appeared to be a two-for-one," Ho says. "It may play a dual role in cancer progression and promoting immune adverse events. Our data strongly support the use of IL-6 inhibitors to treat immune-adverse events and prevent them."

Aliyah Pabani, M.D., M.P.H., assistant professor of oncology and co-director of the Immune-Related Toxicity Team at the Johns Hopkins Kimmel Cancer Center, has launched a clinical trial to determine if patients who previously had to discontinue immune checkpoint inhibitors because of immune adverse events can safely restart them if they also take IL-6 inhibitors to prevent such events.

"This is a beautiful example of the Kimmel Cancer Center team's bench-to-bedside approach," Pabani says. "We are wasting no time as we work to translate the team's discoveries into improved therapies to help our patients."

Yarchoan, Ho and their colleagues will also continue their research by recruiting 500 patients to verify what they've learned and to get more detailed information about the immune signatures associated with specific types of immune-related adverse events. For example, they want to know if the cytokines that drive arthritis are the same as those that cause liver inflammation.

The study's co-authors were Chester Kao, Soren Charmsaz, Stephanie Alden, Madelena Brancati, Howard Li, Aanika Balaji, Kabeer Munjal, Kathryn Howe, Sarah Mitchell, James Leatherman, Ervin Griffin, Mari Nakazawa, Hua-Ling Tsai, Ludmila Danilova, Chris Thoburn, Jennifer Gizzi, Nicole Gross, Alexei Hernandez, Erin Coyne, Sarah Shin, Jayalaxmi Suresh Babu, George Apostol, Jennifer Durham, Brian Christmas, Maximilian Konig, Evan Lipson, Jarushka Naidoo, Laura Cappelli, Aliyah Pabani, Yasser Ged, Marina Baretti, Julie Brahmer, Jean Hoffman-Censits, Tanguy Seiwert, Elizabeth Jaffee, and Won Jin Ho of Johns Hopkins. Researchers from Beaumont Hospital and RCSI University Health Sciences in Dublin, Ireland, F. Hoffman-La Roche Ltd., and Genentech Inc. also contributed.

The study was supported by the Johns Hopkins Bloomberg~Kimmel Institute for Cancer Immunotherapy, the National Cancer Institute, the National Institutes of Health, Swim Across America, the National Institute of Arthritis and Musculoskeletal Diseases, and the immunotherapy Centers of Research Excellence (imCORE) Network-Genentech.

Yarchoan receives grant/research support (to Johns Hopkins) from Bristol-Myers Squibb, Exelixis, Inctyte and Genentech, and receives honoraria from Exelixis, AstraZeneca, Replimune, Hepion Pharmaceuticals, Lantheus, Genentech and Incyte. He is the co-inventor of patents related to therapeutic cancer vaccines, and is a co-founder with equity of Adventris Pharmaceuticals, outside of the work described here. These relationships are managed by The Johns Hopkins University in accordance with its conflict-of-interest policies.
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Survey finds 25% of adults suspect they have undiagnosed ADHD | ScienceDaily
Attention deficit/hyperactivity disorder -- also known as ADHD -- is typically thought of as a childhood condition. But more adults are realizing that their struggles with attention, focus and restlessness could in fact be undiagnosed ADHD, thanks in large part to trending social media videos racking up millions of views.


						
A new national survey of 1,000 American adults commissioned by The Ohio State University Wexner Medical Center and College of Medicine finds that 25% of adults now suspect they may have undiagnosed ADHD. But what worries mental health experts is that only 13% of survey respondents have shared their suspicions with their doctor.

That's raising concerns about the consequences of self-diagnosis leading to incorrect treatment.

"Anxiety, depression and ADHD -- all these things can look a lot alike, but the wrong treatment can make things worse instead of helping that person feel better and improving their functioning," said psychologist Justin Barterian, PhD, clinical assistant professor in Ohio State's Department of Psychiatry and Behavioral Health.

An estimated 4.4% of people ages 18 to 44 have ADHD, and some people aren't diagnosed until they're older, Barterian said.

"There's definitely more awareness of how it can continue to affect folks into adulthood and a lot of people who are realizing, once their kids have been diagnosed, that they fit these symptoms as well, given that it's a genetic disorder," Barterian said.

The survey found that younger adults are more likely to believe they have undiagnosed ADHD than older generations, and they're also more likely to do something about it.




Barterian said that should include seeing a medical professional, usually their primary care provider, to receive a referral to a mental health expert to be thoroughly evaluated, accurately diagnosed and effectively treated.

"If you're watching videos on social media and it makes you think that you may meet criteria for the disorder, I would encourage you to seek an evaluation from a psychologist or a psychiatrist or a physician to get it checked out," Barterian said.

What is Adult ADHD? Adults struggling with ADHD will have problems with paying attention, hyperactivity and impulsivity that are severe enough to cause ongoing challenges at school, work and home. These symptoms are persistent and disruptive and can often be traced back to childhood.

Adult ADHD occurs in:
    	Adults who were diagnosed as children, but symptoms continue into adulthood.
    	Adults who are diagnosed for the first time, despite experiencing symptoms since they were younger that had been ignored or misdiagnosed.

Hyperactivity as a symptom is typically less present in adults than in children. Many adults with ADHD struggle with memory and concentration issues. Symptoms of ADHD often worsen with stress, conflict or increased demands in life.

What are common types of ADHD? The three types of ADHD are:
    	Inattentive ADHD - Inability to pay attention and distractibility. This also is known as attention-deficit disorder (ADD).
    	Hyperactive and impulsive ADHD -- Hyperactivity and impulsivity.
    	Combined ADHD -- This type causes inattention, hyperactivity and impulsivity.

ADHD can be difficult to diagnose in adults, because some of the symptoms are similar to those in other mental health conditions, such as depression or anxiety.

"Symptoms of ADHD can look different between different people," Barterian said. "Some people might have more difficulty focusing on lectures or with organization, while others may have more social difficulties with impulsivity and trouble following along in conversations."

Survey Methodology This study was conducted by SSRS on its Opinion Panel Omnibus platform. The SSRS Opinion Panel Omnibus is a national, twice-per-month, probability-based survey. Data collection was conducted from August 16 -- August 18, 2024, among a sample of 1,006 respondents. The survey was conducted via web (n=975) and telephone (n=31) and administered in English. The margin of error for total respondents is +/-3.8 percentage points at the 95% confidence level. All SSRS Opinion Panel Omnibus data are weighted to represent the target population of U.S. adults ages 18 or older. ###
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Protein involved in balancing DNA replication and restarting found | ScienceDaily
A protein that is involved in determining which enzymes cut or unwind DNA during the replication process has been identified in a new study.


						
In a new paper published in Nature Communications, an international team of researchers have found that the protein USP50 supports the DNA replication process by helping to decide the proper use of nucleases or helicases. These enzymes are implemented during the DNA replication process to promote ongoing replication and where the copying machinery runs into problems and needs to restart.

The team led by Professor Jo Morris from the University of Birmingham's Department of Cancer and Genomic Sciences have identified that USP50 determines which or the many helicases and nucleases are used during ongoing replication, fork restart, and the maintenance of telemores, the DNA-rich protein structures on the ends of chromosomes. The identification of USP50's role provides a new insight into the DNA replication process and could lead to a greater understanding of how some hereditary conditions develop.

Jo Morris, Professor of Molecular Genetics in the Department of Cancer and Genomic Sciences at the University of Birmingham and corresponding author of the study said:

"Our study concerns how our cells use specific enzymes to support the typical regulation of DNA replication. We found that because there are several different enzymes involved in cleaving and unwinding, cells must regulate which ones they use so that replication can happen properly. We identified that protein USP50 is involved in this regulation.

"This discovery may be an important step to understanding how some hereditary gene changes lead to early onset ageing and cancer."

Attempted workaround

The study also found that when USP50 is absent during replication activity, cells attempted to use various nucleases and helicases in a less coordinated fashion leading to replication defects in cells.




Professor Morris added: "The finding that cellular nucleases and helicases can stop replication of certain sections of DNA was a surprise -- it shows that cells closely co-ordinate their toolkit of DNA-processing enzymes to get DNA replication properly done."

Professor Simon Reed, Co-Director of the Division of Cancer and Genetics at Cardiff University and a co-founder of Broken String Biosciences, and co-author of the paper said:

"I am truly honoured to have co-authored this paper published in Nature Communications, exploring the critical role of USP50 in safeguarding genome stability. This research sheds light on the complex mechanisms that protect our cells from DNA damage and highlights how these discoveries could shape future therapies. Thank you to my collaborators -- together, we've taken another step forward in understanding how our cells function and how we can apply this knowledge to advance medical science."
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Six proteins implicated in early-onset preeclampsia | ScienceDaily
Preeclampsia is a life-threatening pregnancy complication marked by persistent high blood pressure that is even more serious when it occurs early in the first trimester. The exact cause of early-onset preeclampsia is unknown, and it is difficult to predict, prevent and diagnose. Now, in ACS' Journal of Proteome Research, researchers report on six proteins that could be used as targets to diagnose and treat the condition.


						
Preeclampsia's key symptom is high maternal blood pressure, and serious cases can lead to maternal organ failure, low infant birth weight, or maternal or fetal death. Preeclampsia before 34 weeks of pregnancy has a higher risk of severe outcomes, especially for the fetus. But it's difficult for health care providers to detect this condition before harmful symptoms appear, because little is known about what causes it. So, Jing Li and colleagues set out to characterize proteins in placenta tissue that may offer clues about the cause of early-onset preeclampsia and serve as targets for early detection or treatment.

The researchers collected placenta tissue from 30 pregnant people, half with early-onset preeclampsia and half with healthy pregnancies. Li and colleagues used mass spectrometry to screen molecular fragments in each sample, followed by a software program to match the fragments to their associated proteins. This process pinpointed 59 proteins that were present in different amounts (either higher or lower) for preeclamptic placenta tissue samples versus healthy placenta tissue samples. The researchers chose 16 of these proteins to target with a different, more sensitive mass spectrometry method, which more precisely measured the amounts of each protein. Of these 16 proteins, six were present in statistically different amounts across tissue sample groups:
    	Preeclamptic placenta tissue had higher levels of monocarboxylate transporter 4, ERO1-like protein alpha and pappalysin-2. These proteins are involved in synthesizing proteins and regulating growth hormones.
    	Preeclamptic placenta tissue had lower levels of desmin, caldesmon and keratine 18. These proteins play key roles in cardiovascular complications, like an enlarged heart; blood flow in placental muscle cells; estrogen signaling and cell health in the uterus lining.

Altogether, the results suggest that cardiovascular complications or the estrogen cycle could be linked to the development of early-onset preeclampsia. The team says that more research is needed, but identifying these six proteins serves as a promising first step toward improved detection and treatment of this life-threatening condition.

The authors acknowledge funding from the Natural Science Foundation of Shandong Province.
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Study finds use of naloxone by Good Samaritans is up, but not nearly enough | ScienceDaily
Use of a lifesaving drug to reverse opioid drug overdoses is growing, but not fast enough. That's according to new research in JAMA Network Open from The Ohio State University College of Medicine, College of Public Health and the National Registry of Emergency Medical Technicians.


						
In the first study of its kind, the research team looked at national use of naloxone by people without medical training to treat an opioid drug overdose.

"Naloxone is a lifesaving medication that can reverse opioid overdose effects when given immediately," said Ashish R. Panchal, MD, PhD, clinical professor of emergency medicine and senior author. "Similar to CPR, stepping up to help before emergency crews arrive can be the difference between life and death."

The study team evaluated two years of data from the National Emergency Medical Services Information System, the national emergency medical services (EMS) patient care record database. From June 2020 to June 2022, there were more than 96 million EMS activations from nearly 14,000 agencies across 54 states and U.S. territories. EMS reported 744,078 patients receiving naloxone with 24,990 of them getting it from an untrained bystander before EMS arrived.

"Our findings revealed that people receiving naloxone from laypersons increased by 43.5% proving that public health efforts are working," said Chris Gage, PhD student at the College of Public Health and corresponding author.

In the past 10 years, there have been a growing number of public awareness campaigns and improved access to naloxone for people without medical training. Last year, the Food and Drug Administration approved naloxone for over-the-counter use. Forty-six states and the District of Columbia provide legal immunity for Good Samaritans who help people experiencing an opioid overdose.

"Unfortunately, the study found there is more work to be done since only 3.4% of EMS activations involving naloxone received it from non-medical bystanders," said Gage. "In a perfect world, this should be closer to a 100% highlighting a need to improve naloxone education, enhance access and investigate and remove obstacles to its use."

Future research will focus on the groups that are providing bystander naloxone and trying to understand delivery to patients in need.

Additional Ohio State authors are Jonathan Power; Alexander Ulintz, MD; Michael Lyons, MD; and Henry Wang, MD.
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Smaller vial size for Alzheimer's drug could save Medicare hundreds of millions per year | ScienceDaily
Medicare could save up to 74% of the money lost from discarded Alzheimer's drug lecanemab by the simple introduction of a new vial size that would reduce the amount of unused medication that is thrown away, new research suggests.


						
The researchers on the study, to be published October 14 in the peer-reviewed JAMA Internal Medicine, estimate that Medicare could waste up to $336 million annually due to discarded medication. Administered dosages are based on each patient's body weight. But because the drug is currently available only in single-use 500 mg and 200 mg vials, substantial amounts of the expensive medication are discarded when the dose a patient is prescribed is lower than the amount contained in the vials.

Clinical trials have found that the drug, intended for people with mild cognitive impairment or mild dementia, has marginal net clinical benefit. Previous UCLA-led research has suggested that the cost of the drug, plus ancillary costs such as treatment for brain swelling linked to the medication, could cost Medicare $2 billion to $5 billion per year.

Healthcare costs continue to increase each year, placing significant strain on the Medicare budget, said lead author Frank Zhou, a fourth-year medical student at the David Geffen School of Medicine at UCLA.

"It is imperative to reduce spending on services that do not improve the health of patients, and this is a prime example of such, given that Medicare is paying for a drug only to literally throw part of it away," he said. "There are significant opportunities for savings even with this single drug, implying that even greater savings could be achieved if our proposed solutions were applied to other infused therapies."

Medicare spent $33 billion on Part B infusion drugs in 2021, said Dr. John Mafi, associate professor-in-residence of medicine in the division of general internal medicine and health services research at the David Geffen School of Medicine at UCLA.

"So there is substantial opportunity for cost savings by reducing waste from all infusion drugs said Mafi, the study's senior author.




Under the Infrastructure Investment and Jobs Act of 2021, manufacturers are required to reimburse Medicare for waste exceeding 10%, Zhou said. "However, we estimate lecanemab waste to be only 5.8%, rendering current policy ineffective, and sounding the bell that further policy changes are likely needed," he said.

Using the nationally representative 2020 Health and Retirement Study, the researchers analyzed data from participants aged 65 years and older, had Medicare Part B coverage, and were eligible for lecanemab. They calculated each person's required weight-based dose, subtracted that amount from each patient's dispensed dose to determine how much would be discarded, and then multiplied that amount by the number of doses per year to estimate the annual wasted amount.

For instance, a 65 kg patient would be prescribed a 650 mg dose. Given that this patient would be dispensed one 500 mg vial and a 200 mg vial, 50 mg would ultimately be tossed out.

Assuming conservative lecanemab uptake rates of 1.1-2.9% for an estimated 82,000 to 208,000 of eligible people, current vial sizes would lead to an estimated $133 million to $336 million worth of medication thrown away every year. This means that the discarded lecanemab from 16 patients could provide enough medication for an additional person. The researchers suggest that this waste could be reduced by 74% by adding a third, 75 mg vial without significantly harming quality of care or risking a drug price increase that exceeds inflation.

The cohort the researchers studied may not have identical weights to actual lecanemab users, expected uptake rates are not precise, manufacturing and regulatory costs of changing vial sizes were not incorporated into the findings, and the amount of waste may have been underestimated due to the algorithm used, all of which limit the findings, the researchers note.

Study co-authors are Chi-Hong Tseng, Mei Leng, Dr. Benjo Delarmente, Dr. Catherine Sarkisian, and Dr. John Mafi of UCLA, and Cheryl Damberg of RAND Corporation.

The study was funded by the National Institute on Aging (R01AG070017-01).
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Targeting 'undruggable' diseases: New levels of detail in targeted protein degradation | ScienceDaily
Researchers at the University of Dundee have revealed in the greatest detail yet the workings of molecules called 'protein degraders' which can be deployed to combat what have previously been regarded as 'undruggable' diseases, including cancers and neurodegenerative diseases.


						
Protein degrader molecules are heralding a revolution in drug discovery, with more than 50 drugs of this type currently being tested in clinical trials for patients with diseases for which no other options exist.

The Centre for Targeted Protein Degradation (CeTPD) at the University of Dundee is one of the world's leading centres for research into how protein degraders work and how they can most effectively be put to use for a new generation of drugs.

Now researchers have revealed previously invisible levels of detail and understanding of how the protein degraders work, which in turn is allowing for even more targeted use of them at the molecular level.

PhD student Charlotte Crowe, together with Dr Mark Nakasone, Senior Postdoctoral Scientist at CeTPD, used a technique called cryo-electron microscopy (cryo-EM), which enables scientists to see how biomolecules move and interact with each other.

This works by flash-freezing proteins and using a focused electron beam and a high-resolution camera to generate millions of 2D images of the protein. They then used sophisticated software and artificial intelligence (AI) models which allowed them to generate 3D snapshots of the degrader drugs working in action.

Their latest research is published in the journal Science Advances and is expected to constitute a landmark contribution to research in the field of TPD and ubiquitin mechanisms.




"We have reached a level of detail where we can see how these protein degraders work and can be deployed [to recruit the disease-causing protein ] and target the 'bull's eye', in molecular terms," said Charlotte Crowe, who carried out the research together with a wider team of Dundee researchers.

"Protein degrader molecules work in a way that is fundamentally different from the way conventional drugs work. However, until recently the exact details of how this process works at the molecular level had remained elusive.

"Proteins are typically a few nanometres large, which is 1 billionth of a metre, or 1 millionth of the width of a hair. So being able to 'see' them in action has not been possible, up until now.

"We have now been able to build a moving image of how it all happens, which means we can more specifically control the process with an incredible level of detail."

Professor Alessio Ciulli, Director of CeTPD and one of the world leaders in the field of targeted protein degradation, said, "This is incredibly exciting work and opens up the possibility of even more effectively targeted drugs able to finally treat some diseases which up until now have been too difficult to tackle."

How it works

Proteins are essential for our cells to function properly, but when these do not work correctly they can cause disease.




Targeted protein degradation involves redirecting protein recycling systems in our cells to destroy the disease-causing proteins.

Protein degraders work by capturing the disease-causing protein and making it stick like a glue to the cellular protein-recycling machinery, which then tags the protein as expired in order to destroy it.

The tag is a small protein called ubiquitin, which effectively gets fired at the disease-causing protein like a bullet. In order for the process to work effectively, ubiquitin must hit the right spots on the target protein so that it gets tagged effectively. The new work by the Dundee team enables them to see how the bullet hits the proverbial bull's eye.

Working with a protein degrader molecule called MZ1, which was developed in the Ciulli laboratory at Dundee, and using high-end mass spectrometry, they were able to identify exactly where on the target protein the vital 'tags' are added.

The work shows how degrader drugs hold onto and position disease-causing proteins, making them good targets for receiving ubiquitin molecules (ie. "ubiquitin-atable") which then leads to their destruction inside the cell.

Protein degradation efficiency and productivity is dependent on the degrader molecule's ability to hold tight onto the disease-causing protein, and in a position where it can most effectively act. This latest research paints a bull's eye and holds it steady enough for the molecule to be accurately targeted.

Professor Ciulli said this and other recently published papers were contributing to rapid development of an exciting field of science and drug discovery.

"This rapidly expanding field is fascinating and complementary articles on how this cellular protein-recycling machinery works to fire ubiquitin molecules at target proteins were recently published by the laboratories of biochemists Brenda Schulman (Max-Planck Institute of Biochemistry) and Gary Kleiger (University of Nevada, Las Vegas).

"Our collective work provides a leap forward in understanding that will accelerate development of new TPD drugs in future."
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Researchers identify signs tied to more severe cases of RSV | ScienceDaily
Respiratory syncytial virus (RSV) is the leading cause of hospitalization in young children due to respiratory complications such as bronchiolitis and pneumonia. Yet little is understood about why some children develop only mild symptoms while others develop severe disease. To better understand what happens in these cases, clinician-scientists from Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system, and Boston Children's Hospital analyzed samples from patients' airways and blood, finding distinct changes in children with severe cases of RSV, including an increase in the number of natural killer (NK) cells in their airways. The descriptive study, which focuses on understanding the underpinnings of severe disease, may help to lay groundwork for identifying new targets for future treatments. Results are published in Science Translational Medicine.


						
"As a physician, I help to care for children who have the most severe symptoms, and as a researcher, I'm driven to understand why they become so sick," said corresponding author Melody G. Duvall, MD, PhD, of the Division of Pulmonary and Critical Care Medicine at Brigham and Women's Hospital (BWH) and the Division of Critical Care Medicine at Boston Children's Hospital. "NK cells are important first responders during viral infection -- but they can also contribute to lung inflammation. Interestingly, our findings fit with data from some studies in COVID-19, which reported that patients with the most severe symptoms also had increased NK cells in their airways. Together with previous studies, our data link NK cells with serious viral illness, suggesting that these cellular pathways merit additional investigation."

Duvall and colleagues, including lead author Roisin B. Reilly of the Division of Pulmonary and Critical Care Medicine at BWH, looked at samples from 47 children critically ill with RSV, analyzing immune cells found in their airways and peripheral blood. Compared to uninfected children, those with severe illness had elevated levels of NK cells in their airways and decreased NK cells in their blood. In addition, they found that the cells themselves were altered, both in appearance and in their ability to perform their immunological function of killing diseased cells.

Duvall and co-authors have previously described a post-pandemic surge in pediatric RSV infections. While clinicians can only provide supportive care to the most severely sick children, vaccines to prevent RSV are now available for children 19 months and younger, adults 60 years and over, and people who are pregnant.
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New paradigm of drug discovery with world's first atomic editing? | ScienceDaily
In pioneering drug development, the new technology that enables the easy and rapid editing of key atoms responsible for drug efficacy has been regarded as a fundamental and "dream" technology, revolutionizing the process of discovering potential drug candidates. KAIST researchers have become the first in the world to successfully develop single-atom editing technology that maximizes drug efficacy.


						
On October 8th, KAIST (represented by President Kwang-Hyung Lee) announced that Professor Yoonsu Park's research team from the Department of Chemistry successfully developed technology that enables the easy editing and correction of oxygen atoms in furan compounds into nitrogen atoms, directly converting them into pyrrole frameworks, which are widely used in pharmaceuticals.

This research was published in the scientific journal Science on October 3rd under the title "Photocatalytic Furan-to-Pyrrole Conversion."

Many drugs have complex chemical structures, but their efficacy is often determined by a single critical atom. Atoms like oxygen and nitrogen play a central role in enhancing the pharmacological effects of these drugs, particularly against viruses.

This phenomenon, where the introduction of specific atoms into a drug molecule dramatically affects its efficacy, is known as the "Single Atom Effect." In leading-edge drug development, discovering atoms that maximize drug efficacy is key.

However, evaluating the Single Atom Effect has traditionally required multi-step, costly synthesis processes, as it has been difficult to selectively edit single atoms within stable ring structures containing oxygen or nitrogen.

Professor Park's team overcame this challenge by introducing a photocatalyst that uses light energy. They developed a photocatalyst that acts as a "molecular scissor," freely cutting and attaching five-membered rings, enabling single-atom editing at room temperature and atmospheric pressure -- a world first.




The team discovered a new reaction mechanism in which the excited molecular scissor removes oxygen from furan via single-electron oxidation and then sequentially adds a nitrogen atom.

Donghyeon Kim and Jaehyun You, the study's first authors and candidates in KAIST's integrated master's and doctoral program in the Department of Chemistry, explained that this technique offers high versatility by utilizing light energy to replace harsh conditions. They further noted that the technology enables selective editing, even when applied to complex natural products or pharmaceuticals. Professor Yoonsu Park, who led the research, remarked, "This breakthrough, which allows for the selective editing of five-membered organic ring structures, will open new doors for building libraries of drug candidates, a key challenge in pharmaceuticals. I hope this foundational technology will be used to revolutionize the drug development process."

The significance of this research was highlighted in the Perspective section of Science, a feature where a peer scientist of prominence outside of the project group provides commentary on an impactful research.

This research was supported by the National Research Foundation of Korea's Creative Research Program, the Cross-Generation Collaborative Lab Project at KAIST, and the POSCO Science Fellowship of the POSCO TJ Park Foundation.
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Defective sperm doubles the risk of preeclampsia | ScienceDaily
For the first time, researchers have linked specific frequent defects in sperm to risk of pregnancy complications and negative impacts on the health of the baby. The study from Lund University in Sweden shows that high proportion of father's spermatozoa possessing DNA strand breaks is associated with doubled risk of preeclampsia in women who have become pregnant by IVF. It also increases the risk of the baby being born prematurely.


						
Infertility is a growing problem and the number of in vitro fertilisation procedures is increasing rapidly. It is already known that women who become pregnant by assisted reproduction techniques have an increased risk of preeclampsia, repeated miscarriages and the baby being born prematurely and with a lower birth weight. Yet, the reasons behind this have not been fully understood.

"Before a planned in vitro fertilisation, the man's sperm sample is analysed for concentration, motility and morphology. But there are men who, according to this analysis, have normal sperm, but still have reduced fertility," says Amelie Stenqvist, lecturer at Lund University. She received her PhD from Lund and now works as a specialist in gynaecology and obstetrics at Skane University Hospital in Malmo.

Around 20-30 per cent of babies born through in vitro fertilisation have fathers with damaged DNA in their sperm, as shown by elevated levels of DNA fragmentation. The DNA fragmentation index (DFI) is a measure of the amount of strand breaks in the DNA and is used to provide important new information about male fertility. Sperm with DNA damage may still be fertile, but the chances of fertilisation are lower and if the percentage of DFI exceeds 30 per cent, the chances of natural conception are close to zero.

Although current in vitro techniques mean that men with a high DFI can become fathers, until now very little has been known about the impact of DNA fragmentation on pregnancy and the health of the baby. It has been difficult to research the topic because the DFI value is not included in the standard measurements currently taken by Sweden's fertility clinics. It also requires a large study population and access to national medical registries.

"Since half of the placenta's DNA comes from the father and placental development and function play a central role in preeclampsia, we wanted to investigate whether a high percentage of DNA damage in the sperm affected the risk of preeclampsia," says Aleksander Giwercman.

He is a professor of reproductive medicine at Lund University, a consultant at Skane University Hospital in Malmo and one of the researchers behind ReproUnion**. Aleksander Giwercman also led a research study that included 1,660 children conceived through IVF and ICSI at the Reproductive Medicine Centre in Malmo over the period 2007-2018*.




The results showed that in the 841 couples who underwent IVF, a DFI of over 20 per cent doubled the risk of the woman developing preeclampsia (10.5 per cent) and also increased the risk of premature birth. In the IVF group with a DFI below 20 per cent, there was a 4.8 per cent risk of preeclampsia, which is comparable to pregnancies that occur naturally. For couples undergoing ICSI, there was no association with preeclampsia.

"Today, DFI analysis is only performed at some fertility clinics in Sweden, but we think that it should be introduced as standard at all clinics. It can give couples answers as to why they are not getting pregnant and can influence the chosen method of assisted fertilisation. Not only that, our latest results show that a DFI analysis could be used to identify high-risk pregnancies," says Aleksander Giwercman.

What makes this finding even more interesting is that high DNA fragmentation in sperm is linked to the overall health of the father and is potentially treatable. Most DNA damage is caused by oxidative stress, which is an imbalance between harmful molecules and the antioxidants that protect cells. Other factors that increase DNA fragmentation include the man's age, smoking, obesity and infections.

"The next step is to identify which group of men respond best to methods to prevent and treat sperm DNA damage, and to test these methods to prevent pregnancy complications," concludes Amelie Stenqvist.
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Cord blood cells can build a better human immune system into mice | ScienceDaily
Immunity plays a central role in the fight against cancer. Many of the current immunotherapies aim at helping the patient's immune system to better recognize cancer cells -- by using engineered antibodies -- or by simply providing it with new cells, pre-equipped to search and destroy cancer. Either way, what is paramount is a deep understanding of how the immune system works and confronts tumours.


						
Unfortunately, the immune system is way too complex to model it in vitro or in a computer simulation, and animal experimentation is still unavoidable. To this end, researchers have been using mice as a model organism for a long time. But not just any mice: to understand the human immune system, they build a brand-new model, using cord blood human cells, into mice with no immune system of their own.

Current methods are quite inefficient in the sense that they are either too slow or at higher risk of developing graft-versus-host disease -- the transplanted immune cells attacking mice tissues -- a life-threatening condition for the recipient mice. To avoid these issues, a team from the Josep Carreras Leukaemia Research Institute, spearheaded by Dr. Carla Panisello and supervised by Dr. Pablo Menendez and Dr. Clara Bueno, have developed a new method based on human cord blood mononuclear cells. Their findings have been recently published in the Journal for ImmunoTherapy of Cancer.

This new experimental platform showed a superior ability to produce and sustain a balanced immune cell population, accurately representing the lymphoid and the myeloid immune lines. Also, since cord blood cells are immunologically naive -- never been activated before -- they tolerate mice structures much better, resulting in lowest rates of graft-versus-host disease.

Results confirmed that this new experimental model could deal with transplanted human hematologic and solid cancer cells much better than non-modified mice, with larger survival rates and a higher infiltration of immune cells into the tumours, mimicking a realistic immune response.

While these are just the first steps into this new experimental model, current results indicate that it could be a very promising system to better understand the inner workings of the immune system when facing cancer and develop new generations of immunotherapy, at the preclinical stage.

This research has been partly funded by grants from La Caixa Foundation, the European Union, the European Research Council, the Agencia Estatal de Investigacion, the Instituto de Salud Carlos III, the Merck Foundation and the International Josep Carreras Foundation. No generative AI tools have been used in the production of this manuscript.
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Protein blocking bone development could hold clues for future osteoporosis treatment | ScienceDaily
Scientists have identified a protein that blocks the activity of bone-forming cells (osteoblasts) by stopping them from maturing during the journey to sites of bone formation, a new study has found.


						
In a paper published in Communications Biology today (Friday 11 October 2024), a team of researchers led by Dr Amy Naylor and Professor Roy Bicknell along with their team including Dr Georgiana Neag from the University of Birmingham have found that protein CLEC14A, which is found on blood vessel cells called endothelial cells in bone, block the function of bone development cells called osteoblasts.

Endothelial cell's job during bone development is to transport immature osteoblasts to sites where new bone is needed. However, when the protein CLEC14A is also present on the outside of the endothelial cell, osteoblasts are prevented from maturing to the point where they can form bone tissue.

In this study, osteoblast cells were taken from transgenic mice that either have been bred to produce CLEC14A or not. The osteoblasts were subsequently used in vitro in an induction solution, and the team found that cells taken from the protein-free mice reached maturation after four (4) days while those in the presence of CLEC14A matured eight (8) days later. Furthermore, the CLEC14A-free samples saw a significant increase in mineralised bone tissue at day 18 in the study.

Dr Amy Naylor, Associate Professor in the School of Infection, Inflammation and Immunology at the University of Birmingham said:

"In the last decade, a specific type of blood vessel cell was identified within bones. This blood vessel is called 'type-H' and is responsible for guiding bone-forming osteoblasts to the places where bone growth is needed. Now we have discovered that a protein called CLEC14A can be found on the surface of type-H blood vessel cells.

"In the experiments we performed, when CLEC14A protein is present the osteoblasts that were sharing a ride on the endothelial cells produce less bone. Conversely, when the protein is removed, they produce more bone.




"This additional understanding of how blood vessel cells control bone-forming osteoblasts under normal, healthy conditions provide an avenue to develop treatments for patients who have insufficient bone formation, for example in patients with fractures that do not heal, osteoporosis or with chronic inflammatory diseases."

Lucy Donaldson, Director for Research & Health Intelligence at Versus Arthritis:

"We know that poor bone formation is an important driver of bone damage in osteoporosis and autoimmune inflammatory arthritis. This can lead to disability, pain, and fatigue which impacts people's lives in many ways, including their ability to work, the time they spend with family and friends, and their wellbeing.

We're proud to have funded Dr Naylor's research which has improved our understanding of bone formation and remodelling. We hope these findings will eventually lead to new treatment approaches for people with musculoskeletal conditions.

Whilst these findings are promising, we won't rest until everyone with arthritis has access to treatments and interventions that let them live the lives they choose."
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Tiny magnetic discs offer remote brain stimulation without transgenes | ScienceDaily
Novel magnetic nanodiscs could provide a much less invasive way of stimulating parts of the brain, paving the way for stimulation therapies without implants or genetic modification, MIT researchers report.


						
The scientists envision that the tiny discs, which are about 250 nanometers across (about 1/500 the width of a human hair), would be injected directly into the desired location in the brain. From there, they could be activated at any time simply by applying a magnetic field outside the body. The new particles could quickly find applications in biomedical research, and eventually, after sufficient testing, might be applied to clinical uses.

The development of these nanoparticles is described in the journal Nature Nanotechnology, in a paper by Polina Anikeeva, a professor in MIT's departments of Materials Science and Engineering and Brain and Cognitive Sciences, graduate student Ye Ji Kim, and 17 others at MIT and in Germany.

Deep brain stimulation (DBS) is a common clinical procedure that uses electrodes implanted in the target brain regions to treat symptoms of neurological and psychiatric conditions such as Parkinson's disease and obsessive-compulsive disorder. Despite its efficacy, the surgical difficulty and clinical complications associated with DBS limit the number of cases where such an invasive procedure is warranted. The new nanodiscs could provide a much more benign way of achieving the same results.

Over the past decade other implant-free methods of producing brain stimulation have been developed. However, these approaches were often limited by their spatial resolution or ability to target deep regions. For the past decade, Anikeeva's Bioelectronics group as well as others in the field used magnetic nanomaterials to transduce remote magnetic signals into brain stimulation. However, these magnetic methods relied on genetic modifications and can't be used in humans.

Since all nerve cells are sensitive to electrical signals, Kim, a graduate student in Anikeeva's group, hypothesized that a magnetoelectric nanomaterial that can efficiently convert magnetization into electrical potential could offer a path toward remote magnetic brain stimulation. Creating a nanoscale magnetoelectric material was, however, a formidable challenge.

Kim synthesized novel magnetoelectric nanodiscs and collaborated with Noah Kent, a postdoc in Anikeeva's lab with a background in physics who is a second author of the study, to understand the properties of these particles.




The structure of the new nanodiscs consists of a two-layer magnetic core and a piezoelectric shell. The magnetic core is magnetostrictive, which means it changes shape when magnetized. This deformation then induces strain in the piezoelectric shell which produces a varying electrical polarization. Through the combination of the two effects, these composite particles can deliver electrical pulses to neurons when exposed to magnetic fields.

One key to the discs' effectiveness is their disc shape. Previous attempts to use magnetic nanoparticles had used spherical particles, but the magnetoelectric effect was very weak, says Kim. This anisotropy enhances magnetostriction by over a 1000-fold, adds Kent.

The team first added their nanodiscs to cultured neurons, which allowed then to activate these cells on demand with short pulses of magnetic field. This stimulation did not require any genetic modification.

They then injected small droplets of magnetoelectric nanodiscs solution into specific regions of the brains of mice. Then, simply turning on a relatively weak electromagnet nearby triggered the particles to release a tiny jolt of electricity in that brain region. The stimulation could be switched on and off remotely by the switching of the electromagnet. That electrical stimulation "had an impact on neuron activity and on behavior," Kim says.

The team found that the magnetoelectric nanodiscs could stimulate a deep brain region, the ventral tegmental area, that is associated with feelings of reward.

The team also stimulated another brain area, the subthalamic nucleus, associated with motor control. "This is the region where electrodes typically get implanted to manage Parkinson's disease," Kim explains. The researchers were able to successfully demonstrate the modulation of motor control through the particles. Specifically, by injecting nanodiscs only in one hemisphere, the researchers could induce rotations in healthy mice by applying magnetic field.




The nanodiscs could trigger the neuronal activity comparable with conventional implanted electrodes delivering mild electrical stimulation. The authors achieved subsecond temporal precision for neural stimulation with their method yet observed significantly reduced foreign body responses as compared to the electrodes, potentially allowing for even safer deep brain stimulation.

The multilayered chemical composition and physical shape and size of the new multilayered nanodiscs is what made precise stimulation possible.

While the researchers successfully increased the magnetostrictive effect, the second part of the process, converting the magnetic effect into an electrical output, still needs more work, Anikeeva says. While the magnetic response was a thousand times greater, the conversion to an electric impulse was only four times greater than with conventional spherical particles.

"This massive enhancement of a thousand times didn't completely translate into the magnetoelectric enhancement," says Kim. "That's where a lot of the future work will be focused, on making sure that the thousand times amplification in magnetostriction can be converted into a thousand times amplification in the magnetoelectric coupling."

What the team found, in terms of the way the particles' shapes affects their magnetostriction, was quite unexpected. "It's kind of a new thing that just appeared when we tried to figure out why these particles worked so well," says Kent.

Anikeeva adds: "Yes, it's a record-breaking particle, but it's not as record-breaking as it could be." That remains a topic for further work, but the team has ideas about how to make further progress.

While these nanodiscs could in principle already be applied to basic research using animal models, to translate them to clinical use in humans would require several more steps, including large-scale safety studies, "which is something academic researchers are not necessarily most well-positioned to do," Anikeeva says. "When we find that these particles are really useful in a particular clinical context, then we imagine that there will be a pathway for them to undergo more rigorous large animal safety studies."

The team included researchers affiliated with MIT's departments of Materials Science and Engineering, Electrical Engineering and Computer Science, Chemistry, and Brain and Cognitive Science; the Research Laboratory of Electronics; the McGovern Institute for Brain Research; and the Koch Institute for Integrative Cancer Research; and from the Friedrich-Alexander University of Erlangen, Germany. The work was supported, in part, by the National Institutes of Health, the National Center for Complementary and Integrative Health, the National Institute for Neurological Disorders and Stroke, the McGovern Institute for Brain Research, and the K. Lisa Yang and Hock E. Tan Center for Molecular Therapeutics in Neuroscience.
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How do we recognize other people's emotions? | ScienceDaily
A person's facial expression provides crucial information for us to recognize their emotions. But there's much more to this process than that. This is according to the research conducted by Dr. Leda Berio and Professor Albert Newen from the Institute of Philosophy II at Ruhr University Bochum, Germany. The team describes emotion recognition not as a separate module, but as part of a comprehensive process that helps us form a general impression of another person. This process of person impression formation also includes physical and cultural characteristics as well as background information. The paper was published on September 24, 2024 in the journal Philosophy and Phenomenological Research.


						
Understanding the situation affects how we recognize emotions

In the 1970s, the theory was put forward that the face is the window to our emotions. Researcher Paul Ekman described basic emotions such as fear, anger, disgust, joy and sadness using typical facial expressions, which were found to be similar across all cultures. "However, in recent years it's become increasingly obvious that there are many situations in life where a typical facial expression is not necessarily the key piece of information that guides our assessment of other people's feelings," points out Newen and cites the following example: "People almost universally rate a typical facial expression of fear as anger when they have the background knowledge that the assessed person's been turned away by a waiter even though they'd demonstrably reserved a table." In such a situation, people expect the person to be angry, and this expectation determines the perception of their emotion, even if their facial expression would typically be attributed to a different emotion.

"In addition, we can sometimes recognize emotions even without seeing the face; for example, the fear experienced by a person who's being attacked by a snarling dog, even though we only see them from behind in a stance of freeze or fright," illustrates Berio.

Recognizing an emotion is part of our overall impression of a person

Berio and Newen propose that recognizing emotions is a sub-process of our ability to form an overall impression of a person. In doing so, people are guided by certain characteristics of the other person, for example physical appearance characteristics such as skin color, age and gender, cultural characteristics such as clothing and attractiveness as well as situational characteristics such as facial expression, gestures and posture.

Based on such characteristics, people tend to quickly assess others and immediately associate social status and even certain personality traits with them. These associations dictate how we perceive other people's emotions. "If we perceive a person as a woman and they show a negative emotion, we're more likely to attribute the emotion to fear, whereas with a man it's more likely to be read as anger," as Berio points out.




Background information is included in the assessment

In addition to the perception of characteristics and initial associations, we also hold detailed person images that we use as background information for individuals in our social circle -- family members, friends and colleagues. "If a family member suffers from Parkinson's, we learn to assess the typical facial expression of this person, which seems to indicate anger, as neutral, because we are aware that a rigid facial expression is part of the disease," says Berio.

The background information also includes person models of typical occupational groups. "We hold stereotypical assumptions about the social roles and responsibilities of for example doctors, students and workmen," says Newen. "We generally perceive doctors as less emotional, for example, which changes the way we assess their emotions."

In other words, people make use of the wealth of characteristics and background knowledge to assess the emotion of another person. Only in rare cases do they read the emotion from a person's facial expression alone. "All this has implications for emotion recognition using artificial intelligence (AI): It will only be a reliable option when AI doesn't rely solely on facial expressions, which is what most systems currently do," says Newen.
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Asking a person to talk about their parents in therapy can distort memories of childhood emotions | ScienceDaily
New research suggests a person's feelings towards a parent can be significantly changed when they are asked to evaluate them during talking therapy, even when the question isn't suggestive.


						
Therapists often ask clients to reflect on their relationships with family, as a way to help unlock past memories and feelings. A new study, led by the University of Portsmouth, has explored whether this line of questioning can alter emotions and memories towards a parent -- a process known as reappraisal.

The current paper investigates the effect of reappraisals toward participants' mothers, focusing on the emotions happiness, interest, sadness, and anger. They also looked at how this reflection can affect what they felt about the parent in childhood.

The lead author, Dr Lawrence Patihis from the University's School of Psychology, Sport and Health Sciences, specialises in memory reliability. He explained why he wanted to investigate this phenomenon: "We all have childhood amnesia in early years, because we're constantly producing new neurons. This leads to complications around what we think we remember, and what actually happened.

"For example, imagine that someone experiences positive emotions with their father during the first 11 years of their life, but this changes at age 16 when he divorces their mum. What they don't realise is that this negative re-evaluation of their father will subtly change the memory of their relationship with him when they were younger.

"Existing research has shown memories are changeable, and we wanted to test whether the same could be said about how we remember feeling in childhood towards a parent."

In the first experiment, some participants were asked to give recent examples of when their mother had exhibited evidence of having a positive attribute, while others were asked for examples of her having a negative attribute. The results show that their current emotions were significantly changed by the reappraisals, and memories of emotion from childhood were altered as well.




"Therapists and clients should be aware that prompts like this during a session might unintentionally lead to reappraisals of parents, with knock on effects on emotions and memories," explained Dr Patihis.

"Some therapies that focus on childhood reappraise parents negatively, because the assumption is that relationship problems you have in the present are the result of trauma from childhood. But our research supports existing evidence that this process can sometimes manipulate the truth of what people actually felt in the past. The concern is that this can result in a family growing distant from one another in the present.

"This is not to say that individuals with genuine negative experiences shouldn't trust their feelings -- just that everyone should be more aware that their emotions and memories are changeable."

Even boosting positive reappraisals comes with risks. Dr Patihis added: "It is true that thinking more positively towards a parent can improve the relationship overall, but if you accurately remember childhood feelings of sadness and anger, you can then use that accurate memory to choose to raise your own children differently.

"If people are made aware that therapies can shift memories before beginning a session, that knowledge can help them stay accurate about their childhood memories. I have argued that this should be part of informed consent." The paper is published in the Psychological Reports journal.
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Scientists bring socioeconomic status at the forefront of epidemic modelling | ScienceDaily
An international team of researchers have developed an innovative approach to epidemic modeling that could transform how scientists and policymakers predict the spread of infectious diseases. Led by Dr Nicola Perra, Reader in Applied Mathematics, the study published in Science Advances introduces a new framework that incorporates socioeconomic status (SES) factors -- such as income, education, and ethnicity -- into epidemic models.


						
"Epidemic models typically focus on age-stratified contact patterns, but that's only part of the picture," said Dr Perra. "Our new framework acknowledges that other factors -- like income and education -- play a significant role in how people interact and respond to public health measures. By including these SES variables, we're able to create more realistic models that better reflect real-world epidemic outcomes."

Dr Perra and his collaborators have addressed this critical oversight with a framework that uses "generalised contact matrices" to stratify contacts across multiple dimensions, including SES. This allows for a more detailed and realistic representation of how diseases propagate through different population groups, especially those facing socioeconomic disadvantage. The study demonstrates how failing to account for these variables can lead to large misrepresentations in epidemic predictions, undermining both public health strategies and policy decisions.

The team's approach draws on both formal mathematical derivations and empirical data. Their study establishes that ignoring SES dimensions can lead to underestimations of key parameters, such as the basic reproductive number (R?), which measures the average number of secondary infections caused by a single infected individual. Using synthetic data and real-world data from Hungary, collected during the COVID-19 pandemic, the researchers show how including SES indicators provides more accurate estimates of disease burden and reveals crucial disparities in outcomes across different socioeconomic groups.

"The COVID-19 pandemic was a stark reminder that the burden of infectious diseases is not borne equally across the population," said Dr Perra. "Socioeconomic factors played a decisive role in how different groups were affected, and yet most of the epidemic models we rely on today still fail to explicitly incorporate these critical dimensions. Our framework brings these variables to the forefront, allowing for more comprehensive and actionable insights."

The researchers demonstrated how their framework could quantify variations in adherence to non-pharmaceutical interventions (NPIs) such as social distancing and mask-wearing across different SES groups. They found that neglecting these factors in models not only misrepresents the spread of diseases but also obscures the effectiveness of public health measures. Their analysis of Hungarian data further highlighted how SES-driven heterogeneities in contact patterns can lead to substantial differences in disease outcomes between groups, underscoring the need for more targeted interventions.

"Our findings suggest that future contact surveys should expand beyond traditional variables like age and include more nuanced socioeconomic data," Dr Perra added. "The inclusion of these factors could dramatically improve the precision of epidemic models and, by extension, the effectiveness of health policies."

The study underscores an urgent need for more comprehensive epidemic modeling frameworks as societies continue to grapple with the lingering impacts of COVID-19 and prepare for future pandemics. By expanding beyond the conventional focus on age and context, this new approach opens the door to a more detailed understanding of disease transmission and offers a powerful tool for addressing health inequities.

This work was conducted in collaboration with Adriana Manna (Central European University), Dr Lorenzo D'Amico (ISI Foundation), Dr Michele Tizzoni (University of Trento), and Dr Marton Karsai (Central European University and Renyi Institute of Mathematics).
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A new target for anxiety disorders | ScienceDaily
Scientists at Universite de Montreal and its affiliated Montreal Clinical Research Institute (IRCM) have uncovered unique roles for a protein complex in the structural organization and function of brain cell connectivity, as well as in specific cognitive behaviors.


						
The work by a team led by Hideto Takahashi, director of the IRCM's synapse development and plasticity research unit, in collaboration with Steven Connor's team at York University and Masanori Tachikawa's team at Japan's Tokushima University is published in The EMBO Journal.

Although defects in synapse organization are linked to many neuropsychiatric conditions, the mechanisms responsible for this organization are poorly understood. The new study's findings could provide valuable therapeutic insights, the researchers believe.

Two goals are important to bear in mind with this research, said Takahashi, an associate research medical professor in molecular biology and neuroscience at UdeM.

"One is to uncover novel molecular mechanisms for brain cell communication," he said. "The other is to develop a new unique animal model of anxiety disorders displaying panic disorder- and agoraphobia-like behaviors, which helps us develop new therapeutic strategies."

Understanding the mechanisms

Mental illnesses, such as anxiety disorders, autism and schizophrenia are among the leading health disorders in Canada and worldwide. Despite their prevalence, drug development and treatment for many of these illnesses have proven to be very challenging, due to the complexity of the brain. Scientists have therefore strived to understand the underlying mechanisms that lead to cognitive disorders in order to advance therapeutic strategies.




The junctions between two brain cells (neurons) are called synapses, which are essential for neuronal signal transmission and brain functions. Defects in excitatory synapses, which activate signal transmission to target neurons, and those in synaptic molecules predispose to many mental illnesses.

Takahashi's team has previously discovered a new protein complex within the synaptic junction, called TrkC-PTPs, which is only found in excitatory synapses. The genes coding for TrkC (NTRK3) and PTPs (PTPRS) are associated with anxiety disorders and autism, respectively. However, the mechanisms by which this complex regulates synapse development and contributes to cognitive functions are unknown.

The work carried out in the new study by first author Husam Khaled, a doctoral student in Takahashi's laboratory, showed that the TrkC-PTPs complex regulates the structural and functional maturation of excitatory synapses by regulating the phosphorylation, a biochemical protein modification, of many synaptic proteins, while disruption of this complex causes specific behavioral defects in mice.

Building blocks of the brain

Neurons are the building blocks of the brain and the nervous system that are responsible for sending and receiving signals that control the brain and body functions. Neighboring neurons communicate through synapses, which act like bridges that allow the passage of signals between them.

This process is essential for proper brain functions such as learning, memory and cognition. Defects in synapses or their components can disrupt communication between neurons, and lead to various brain disorders.

By generating mice with specific genetic mutations that disrupt the TrkC-PTPs complex, Takahashi's team uncovered the unique functions of this complex. They demonstrated that this complex regulates the phosphorylation of many proteins involved in synapse structure and organization.

High-resolution imaging of the mutant mice brains revealed abnormal synapse organization, and further study of their signaling properties showed an increase in inactive synapses with defects in signal transmission. Observing the behavior of the mutant mice, the scientists saw that they exhibited elevated levels of anxiety, especially enhanced avoidance in unfamiliar conditions, and impaired social behaviors.
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Genomic study identifies human, animal hair in 'man-eater' lions' teeth | ScienceDaily
In 1898, two male lions terrorized an encampment of bridge builders on the Tsavo River in Kenya. The lions, which were massive and maneless, crept into the camp at night, raided the tents and dragged off their victims. The infamous Tsavo "man-eaters" killed at least 28 people before Lt. Col. John Henry Patterson, the civil engineer on the project, shot them dead. Patterson sold the lions' remains to the Field Museum of Natural History in Chicago in 1925.


						
In a new study, Field Museum researchers collaborated with scientists at the University of Illinois Urbana-Champaign on an in-depth analysis of hairs carefully extracted from the lions' broken teeth. The study used microscopy and genomics to identify some of the species the lions consumed. The findings are reported in the journal Current Biology.

The original discovery of the hairs occurred in the early 1990s, when Thomas Gnoske, a collections manager at the Field Museum, found the lions' skulls in storage and examined them for signs of what they had consumed. He was the first to determine that they were fully grown older adult males -- despite being maneless. He also was the first to notice that thousands of broken and compacted hairs had accumulated in exposed cavities in the lions' damaged teeth during their lifetimes.

In 2001, Gnoske and Julian Kerbis Peterhans, a professor at Roosevelt University and Field Museum adjunct curator, first reported on the damaged condition of the teeth -- which they hypothesized may have contributed to the lions' predation of humans -- and the presence of hairs embedded in broken and partially healed teeth. A preliminary analysis of some of the hairs suggested that they were from eland, impala, oryx, porcupine, warthog and zebra.

In the new study, Gnoske and Peterhans facilitated a new examination of some of the hairs. Co-authors Ogeto Mwebi, a senior research scientist at the National Museums of Kenya; and Nduhiu Gitahi, a researcher at the University of Nairobi, conducted the microscopic analysis of the hairs. U. of I. postdoctoral researcher Alida de Flamingh led a genomic investigation of the hairs with U. of I. anthropology professor Ripan S. Malhi. They focused on a separate sample of four individual hairs and three clumps of hairs extracted from the lions' teeth.

Malhi, de Flamingh and their colleagues are developing new techniques to learn about the past by sequencing and analyzing ancient DNA preserved in biological artifacts. Their work in partnership with Indigenous communities has yielded numerous insights into human migration and the pre- and postcolonial history of the Americas. They have helped develop tools for determining the species and geographic origins of present-day and ancient tusks of African elephants. They have advanced efforts to isolate and sequence DNA from museum specimens and have traced the migration and genomic history of dogs in the Americas.

In the current work, de Flamingh first looked for, and found, familiar hallmarks of age-related degradation in what remained of the nuclear DNA in the hairs from the lions' teeth.




"To establish the authenticity of the sample we're analyzing, we look to see whether the DNA has these patterns that are typically found in ancient DNA," she said.

Once the samples were authenticated, de Flamingh focused on mitochondrial DNA. In humans and other animals, the mitochondrial genome is inherited from the mother and can be used to trace matrilineal lineages through time.

There are several advantages to focusing on mtDNA in hair, the researchers said. Previous studies have found that hair structure preserves mtDNA and protects it from external contamination. MtDNA also is much more abundant than nuclear DNA in cells.

"And because the mitochondrial genome is much smaller than the nuclear genome, it's easier to reconstruct in potential prey species," de Flamingh said.

The team built a database of mtDNA profiles of potential prey species. This reference database was compared with mtDNA profiles obtained from the hairs. The researchers took into account the species suggested in the earlier analysis and those known to be present in Tsavo at the time the lions were alive.

The researchers also developed methods for extracting and analyzing the mtDNA from the hair fragments.




"We were even able to get DNA from fragments that were shorter than the nail on your pinky finger," de Flamingh said.

"Traditionally, when people want to get DNA from hairs, they'll focus on the follicle, which is going to have a lot of nuclear DNA in it," Malhi said. "But these were fragments of hair shafts that were more than 100 years old."

The effort yielded a treasure trove of information.

"Analysis of hair DNA identified giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, and also identified hairs that originated from lions," the researchers reported.

The lions were found to share the same maternally inherited mitochondrial genome, supporting early reports theorizing that they were siblings. Their mtDNA also was consistent with an origin in Kenya or Tanzania.

The team found that the lions had consumed at least two giraffes, along with a zebra that likely originated in the Tsavo region.

The discovery of wildebeest mtDNA was surprising because the nearest population of wildebeests in the late 1890s was about 50 miles away, the researchers said. Historical reports, however, noted that the lions left the Tsavo region for about six months before resuming their rampage on the bridge-builders' camp.

The absence of buffalo DNA and the presence of only a single buffalo hair -- identified using microscopy -- was surprising, de Flamingh said. "We know from what lions in Tsavo eat today that buffalo is the preferred prey," she said.

"Colonel Patterson kept a handwritten field journal during his time at Tsavo," Kerbis Peterhans said. "But he never recorded seeing buffalo or indigenous cattle in his journal."

At the time, the cattle and buffalo populations in this part of Africa were devastated by rinderpest, a highly contagious viral disease brought to Africa from India by the early 1880s, Kerbis Peterhans said.

"It all but wiped out cattle and their wild relatives, including cape buffalo," he said.

The mitogenome of the human hair has a broad geographic distribution and the scientists declined to describe or analyze it further for the current study.

"There may be descendants still in the region today and to practice responsible and ethical science, we are using community-based methods to extend the human aspects of the larger project," they wrote.

The new findings are an important expansion of the kinds of data that can be extracted from skulls and hairs from the past, the researchers said.

"Now we know that we can reconstruct complete mitochondrial genomes from single hair fragments from lions that are more than 100 years old," de Flamingh said.

There were thousands of hairs embedded in the lions' teeth, compacted over a period of years, the researchers said. Further analyses will allow the scientists to at least partially reconstruct the lions' diet over time and perhaps pinpoint when their habit of preying on humans began.

Malhi also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.

The National Science Foundation and U.S. Department of Agriculture supported this research.
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A potential non-invasive stool test and novel therapy for endometriosis | ScienceDaily
Promising findings by researchers at Baylor College of Medicine and collaborating institutions could lead to the development of a non-invasive stool test and a new therapy for endometriosis, a painful condition that affects nearly 200 million women worldwide. The study appeared in the journal Med.


						
"Endometriosis develops when lining inside the womb grows outside its normal location, for instance attached to surrounding intestine or the membrane lining the abdominal cavity. This typically causes bleeding, pain, inflammation and infertility," said corresponding author Dr. Rama Kommagani, associate professor in the Department of Pathology and Immunology at Baylor. "Generally, it takes approximately seven years to detect endometriosis and is often diagnosed incorrectly as a bowel condition. Thus, delayed diagnosis, together with the current use of invasive diagnostic procedures and ineffective treatments underscore the need for improvements in the management of endometriosis."

"Our previous studies in mice have shown that the microbiome, the communities of bacteria living in the body, or their metabolites, the products they produce, can contribute to endometriosis progression," Kommagani said. "In the current study, we took a closer look at the role of the microbiome in endometriosis by comparing the bacteria and metabolites present in stools of women with the condition with those of healthy women. We discovered significant differences between them."

The findings suggested that stool metabolites found in women with endometriosis could be the basis for a non-invasive diagnostic test as well as a potential strategy to reduce disease progression.

The researchers discovered a combination of bacterial metabolites that is unique to endometriosis. Among them is the metabolite called 4-hydroxyindole. "This compound is produced by 'good bacteria,' but there is less of it in women with endometriosis than in women without the condition," said first author Dr. Chandni Talwar, postdoctoral associate in Kommagani's lab.

"These findings are very exciting," Talwar said. "There are studies in animal models of the disease that have shown specific bacterial metabolite signatures associated with endometriosis. Our study is the first to discover a unique metabolite profile linked to human endometriosis, which brings us closer to better understanding the human condition and potentially identifying better ways to manage it."

Furthermore, extensive studies also showed that administering 4-hydroxyindole to animal models of the disease prevented the initiation and progression of endometriosis-associated inflammation and pain.




"Interestingly, our findings also may have implications for another condition. The metabolite profile we identified in endometriosis is similar to that observed in inflammatory bowel disease (IBD), revealing intriguing connections between these two conditions," Kommagani said. "Our findings support a role for the microbiome in endometriosis and IBD."

The researchers are continuing their work toward the development of a non-invasive stool test for endometriosis. They are also conducting the necessary studies to evaluate the safety and efficacy of 4-hydroxyindole as a potential treatment for this condition.

Other contributors to this work include Goutham Venkata Naga Davuluri, Abu Hena Mostafa Kamal, Cristian Coarfa, Sang Jun Han, Surabi Veeraragavan, Krishna Parsawar, Nagireddy Putluri, Kristi Hoffman, Patricia Jimenez and Scott Biest. The authors are affiliated with one or more of the following institutions: Baylor College of Medicine, University of Arizona -Tucson and Washington University School of Medicine -- St. Louis.

This work was funded by NIH/NICHD grants (R01HD102680, R01HD104813) and a Research Scholar Grant from the American Cancer Society.
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How innate immunity envelops bacteria | ScienceDaily
The protein GBP1 is a vital component of our body's natural defence against pathogens. This substance fights against bacteria and parasites by enveloping them in a protein coat, but how the substance manages to do this has remained unknown until now. Researchers from Delft University of Technology have now unravelled how this protein operates. This new knowledge, published in Nature Structural & Molecular Biology, could aid in the development of medications and therapies for individuals with weakened immune systems.


						
So-called Guanylate Binding Proteins (GBPs) play a crucial role in our innate immune system, explains biophysicist Arjen Jakobi: "GBPs form the first line of defence against various infectious diseases caused by bacteria and parasites. Examples of such diseases include dysentery, typhoid fever caused by Salmonella bacteria, and tuberculosis. The protein also plays a significant role in the sexually transmitted infection chlamydia as well as in toxoplasmosis, which is particularly dangerous during pregnancy and for unborn children."

Coat around bacteria

In their publication, Jakobi and his colleagues describe for the first time how the innate immune system fights against bacteria using GBP1 proteins. "The protein surrounds bacteria by forming a sort of coat around them," explains Tanja Kuhm, PhD candidate in Jakobi's research group and the lead author of the article. "By pulling this coat tighter, it breaks the membrane of the bacteria -- the protective layer surrounding the intruder -- after which immune cells can clear the infection."

Deciphering the defence strategy

To decode the defence strategy of GBPs, the researchers examined how GBP1 proteins bind to bacterial membranes using a cryogenic electron microscope. This allowed them to see the process in great detail down to the scale of molecules. Jakobi: "We were able to obtain a detailed three-dimensional image of how the protein coat forms. Together with biophysical experiments conducted in Sander Tans' research group at research institute AMOLF, which enabled us to manipulate the system precisely, we succeeded in deciphering the mechanism of the antibacterial function."

Medications

According to Jakobi, this research helps us understand better how our body is capable of combating bacterial infections. "If we can grasp this well, and we can specifically activate or deactivate the involved proteins through medication, it may offer opportunities to speed up getting rid of certain infections."
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        Out-of-this-world simulation key to collecting moon dust
        Teleoperated robots for gathering moon dust are a step closer, according to new research.

      

      
        Engineers set new record on how fast data can be sent wirelessly
        A new world record in wireless transmission, promising faster and more reliable wireless communications, has been set by researchers. The total bandwidth of 145GHz is more than five times higher than the previous wireless transmission world record.

      

      
        Rewriting the future: New molecules reversibly change with light and heat
        Researchers have developed photoswitching molecules that reversibly change properties not only with light, but also with heat. They showed that the molecules can be used as a rewritable recording medium as well.

      

      
        Researchers develop Janus-like metasurface technology that acts according to the direction of light
        Researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

      

      
        Mechanism of cobalt-manganese catalysts deciphered
        Conventional catalysts for hydrogen production via water electrolysis usually contain precious metals and are expensive. However, cheaper alternatives have been developed -- for example, cobalt-manganese catalysts. They have a high activity and are stable over a long period of time. The decisive factor for these characteristics is their manganese content. Why manganese plays this essential role was unknown for a long time. The mechanism behind this has now been deciphered.

      

      
        Don't kill the messenger RNA!
        A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. A research team has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation.

      

      
        Invention quickly detects earliest sign of heart attack
        With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.

      

      
        The neutron lifetime problem -- and its possible solution
        How long do free neutrons live until they decay? This has been a hotly debated topic, because different measurement techniques lead to different results. A possible new solution has now been proposed: All the results can be explained, assuming there are different neutron states with different lifetimes.

      

      
        Are nearby planets sending radio signals to each other?
        Researchers have developed a new method using the Allen Telescope Array to search for interplanetary radio communication in the TRAPPIST-1 star system.

      

      
        New app performs real-time, full-body motion capture with a smartphone
        Engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors. Instead, it requires only a smartphone, smartwatch or earbuds.

      

      
        NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle
        Experts have announced that the Sun has reached its solar maximum period, which could continue for the next year. Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots du...

      

      
        Machine learning analysis sheds light on who benefits from protected bike lanes
        A new analysis leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit? The research team use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

      

      
        New research reveals how large-scale adoption of electric vehicles can improve air quality and human health
        A new study suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits. The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050. Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running in...

      

      
        Study uncovers how silkworm moth's odor detection may improve robotics
        Researchers explore how the domesticated flightless silkworm moth (Bombyx mori), a prominent insect model in olfactory research, uses wing flapping to manipulate airflow, enhancing their ability to detect distant pheromones. These findings highlight how moths guide pheromones to their odor sensors in antennae, and suggest potential applications for designing advanced robotic systems for odor source localization. This could inspire future innovations in drones and provide design guidelines for rob...

      

      
        Researchers develop system cat's eye-inspired vision for autonomous robotics
        Researchers have unveiled a vision system inspired by feline eyes to enhance object detection in various lighting conditions. Featuring a unique shape and reflective surface, the system reduces glare in bright environments and boosts sensitivity in low-light scenarios. By filtering unnecessary details, this technology significantly improves the performance of single-lens cameras, representing a notable advancement in robotic vision capabilities.

      

      
        Major step toward fully 3D-printed active electronics
        Researchers produced 3D-printed, semiconductor-free logic gates, which perform computations in active electronic devices. As they don't require semiconductor materials, they represent a step toward 3D printing an entire active electronic device.

      

      
        Let there be light: Bright future for solar panels, TV screens and more
        From brighter TV screens to better medical diagnostics and more efficient solar panels, new research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.

      

      
        Ancient 3D paper art, kirigami, could shape modern wireless technology
        The future of wireless technology -- from charging devices to boosting communication signals -- relies on the antennas that transmit electromagnetic waves becoming increasingly versatile, durable and easy to manufacture. Researchers believe kirigami, the ancient Japanese art of cutting and folding paper to create intricate three-dimensional designs, could provide a model for manufacturing the next generation of antennas.

      

      
        Liftoff! NASA's Europa Clipper sails toward ocean moon of Jupiter
        NASA's Europa Clipper has embarked on its long voyage to Jupiter, where it will investigate Europa, a moon with an enormous subsurface ocean that may have conditions to support life. The largest spacecraft NASA ever built for a mission headed to another planet, Europa Clipper also is the first NASA mission dedicated to studying an ocean world beyond Earth.

      

      
        New 3D printing technique creates unique objects quickly and with less waste
        A new technique enables makers to finely tune the color, shade, and texture of 3D-printed objects using only one material. The method is faster and uses less material than other approaches.

      

      
        NASA's Hubble, New Horizons team up for a simultaneous look at Uranus
        NASA's Hubble Space Telescope and New Horizons spacecraft simultaneously set their sights on Uranus recently, allowing scientists to make a direct comparison of the planet from two very different viewpoints. The results inform future plans to study like types of planets around other stars.

      

      
        How did the building blocks of life arrive on Earth?
        Researchers have used the chemical fingerprints of zinc contained in meteorites to determine the origin of volatile elements on Earth. The results suggest that without 'unmelted' asteroids, there may not have been enough of these compounds on Earth for life to emerge.

      

      
        Illuminating quantum magnets: Light unveils magnetic domains
        Scientists have used light to visualize magnetic domains, and manipulated these regions using an electric field, in a quantum antiferromagnet. This method allows real-time observation of magnetic behaviors, paving the way for advancements in next-generation electronics and memory devices, as well as a deeper understanding of quantum materials.

      

      
        New paradigm of drug discovery with world's first atomic editing?
        Researchers have successfully develop single-atom editing technology that maximizes drug efficacy.

      

      
        Simulated mission to Mars: Survey of lichen species
        A collection-based survey of lichen species at the Mars Desert Research Station in Utah, USA and Flashline Mars Arctic Research Station in Nunavut, Canada was conducted as part of the Mars-160 mission, a simulation of Martian surface exploration. The survey identified 48 lichen taxa, with 35 species from the Utah site and 13 species from the Canadian site.

      

      
        'Inside-out' galaxy growth observed in the early universe
        Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.

      

      
        A new method makes high-resolution imaging more accessible
        Researchers devised a way to expand tissue 20-fold in a single step. Their simple, inexpensive method could pave the way for nearly any biology lab to perform nanoscale imaging.

      

      
        A methodology to read QR codes on uneven surfaces
        Sometimes, we try to capture a QR code with a good digital camera on a smartphone, but the reading eventually fails. This usually happens when the QR code itself is of poor image quality, or if it has been printed on surfaces that are not flat -- deformed or with irregularities of unknown pattern -- such as the wrapping of a courier package or a tray of prepared food. Now, a team has designed a methodology that facilitates the recognition of QR codes in these physical environments where reading i...

      

      
        Researchers find clues to the mysterious heating of the sun's atmosphere
        Researchers have made a significant advancement in understanding the underlying heating mechanism of the sun's atmosphere, finding that reflected plasma waves could drive the heating of coronal holes.

      

      
        Engineering perovskite materials at the atomic level paves way for new lasers, LEDs
        Researchers have developed and demonstrated a technique that allows them to engineer a class of materials called layered hybrid perovskites (LHPs) down to the atomic level, which dictates precisely how the materials convert electrical charge into light. The technique opens the door to engineering materials tailored for use in next-generation printed LEDs and lasers -- and holds promise for engineering other materials for use in photovoltaic devices.

      

      
        Scientists cut harmful pollution from hydrogen engines
        Scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen internal combustion engines by improving the efficiency of their catalytic converters. The researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting unhealthful nitrogen oxides into harmless nitrogen gas and water vapor.

      

      
        Researchers create the first ever visualization of photoexcited charges traveling across the interface of two semiconductor materials
        Researchers have observed electric charges traveling across the interface of two different semiconductor materials. Using scanning ultrafast electron (SUEM) techniques, the research team has directly visualized the fleeting phenomenon for the first time.

      

      
        It could take over 40 years for PFAS to leave groundwater
        Per- and polyfluoroalkyl chemicals, known commonly as PFAS, could take over 40 years to flush out of contaminated groundwater.

      

      
        A look into 'mirror molecules' may lead to new medicines
        Chemists have developed a new chemical reaction that will allow researchers to synthesize selectively the left-handed or right-handed versions of 'mirror molecules' found in nature and assess them for potential use against cancer, infection, depression, inflammation and a host of other conditions.

      

      
        'Islands' of regularity discovered in the famously chaotic three-body problem
        When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.

      

      
        Ordered defects may be key for solution-deposited semiconductors, enabling high-speed printable circuits and next-generation displays
        A new solution deposition process for semiconductors yields high-performing transistors by introducing more defects, counterintuitively. Researchers used these devices to construct high- speed logic circuits and an operational high-resolution inorganic LED display.

      

      
        Lightning strikes kick off a game of electron pinball in space
        When lightning cracks on Earth, especially high-energy electrons may fall out of Earth's inner radiation belt, according to a new study -- an electron 'rain' that could threaten satellites, and even humans, in orbit.

      

      
        A holy grail found for catalytic alkane activation
        An organic catalyst offers chemists precise control over a vital step in activating hydrocarbons.
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Out-of-this-world simulation key to collecting moon dust | ScienceDaily
Teleoperated robots for gathering moon dust are a step closer, according to new research by scientists at the University of Bristol.


						
The team were able to complete a sample collection task by controlling a virtual simulation, which then sent commands to a physical robot to mirror the simulation's actions. They were able to do so while only monitoring the simulation -- without needing physical camera streams -- meaning this tool could be particularly useful for delayed teleoperation on the Moon.

Alongside a boom in lunar lander missions this decade, several public and private organisations are now researching how best to extract valuable resources, such as oxygen and water, from readily available materials such as lunar regolith (moon dust). Remote handling of regolith will be an essential step in these activities, as it would first need to be collected from the Moon's surface. Beyond this, moon dust is not easy to work with. It's sticky and abrasive, and will be handled under reduced gravity.

Lead author Joe Louca from the Bristol's School of Engineering Mathematics and Technology, and the Bristol Robotics Laboratory, explained: "One option could be to have astronauts use this simulation to prepare for upcoming lunar exploration missions.

"We can adjust how strong gravity is in this model, and provide haptic feedback, so we could give astronauts a sense of how Moon dust would feel and behave in lunar conditions -- which has a sixth of the gravitational pull of the Earth's.

"This simulation could also help us to operate lunar robots remotely from Earth, avoiding the problem of signal delays."

Using a virtual model of regolith can also reduce the barriers to entry for people looking to develop lunar robots. Instead of needing to invest in expensive simulants (artificial dust with the same properties as regolith), or have access to facilities, people developing lunar robots could use this simulation to carry out initial tests on their systems.




Now, the team will investigate how people actually respond to this system when controlling a robot with several seconds of delay. Systems with human operators that are technically effective may still have to overcome non-technical barriers, like whether a person trusts that the system will work.

Joe added: "The model predicted the outcome of a regolith simulant scooping task with sufficient accuracy to be considered effective and trustworthy 100% and 92.5% of the time.

"In the next decade we're going to see several crewed and uncrewed missions to the Moon, such as NASA's Artemis program and China's Chang'e program.

"This simulation could be a valuable tool to support preparation or operation for these missions."

The testing was carried out at the European Space Agency's European Centre for Space Applications and Telecommunications site in Harwell.

Paper: 'Demonstrating Trustworthiness in Open-Loop Model Mediated Teleoperation for Collecting Lunar Regolith Simulant' by Joe Louca, Aliz Zemeny, Antonia Tzemanaki and Romain Charles presented at the IROS 2024 (IEEE/RSJ International Conference on Intelligent Robots and Systems)
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Engineers set new record on how fast data can be sent wirelessly | ScienceDaily
A new world record in wireless transmission, promising faster and more reliable wireless communications, has been set by researchers from UCL.


						
The team successfully sent data over the air at a speed of 938 Gigabits per second (Gb/s) over a record frequency range of 5-150 Gigahertz (GHz).

This speed is up to 9,380 times faster than the best average 5G download speed in the UK, which is currently 100 Megabits per second (Mb/s) or over1. The total bandwidth of 145GHz is more than five times higher than the previous wireless transmission world record.

Typically, wireless networks transmit information using radio waves over a narrow range of frequencies. Current wireless transmission methods, such as wi-fi and 5G mobile, predominantly operate at low frequencies below 6GHz.

But congestion in this frequency range has limited the speed of wireless communications.

Researchers from UCL Electronic & Electrical Engineering overcame this bottleneck by transmitting information through a much wider range of radio frequencies by combining both radio and optical technologies for the first time. The results are described in a new study published in The Journal of Lightwave Technology.

This more efficient use of the wireless spectrum is expected to help meet growing demand for wireless data capacity and speed over the next three to five years.




Dr Zhixin Liu, senior author of the study from UCL Electronic & Electrical Engineering, said: "Current wireless communication systems are struggling to keep up with the increasing demand for high-speed data access, with capacity in the last few metres between the user and the fibre optic network holding us back.

"Our solution is to use more of the available frequencies to increase bandwidth, while maintaining high signal quality and providing flexibility in accessing different frequency resources. This results in super-fast and reliable wireless networks, overcoming the speed bottleneck between user terminals and the Internet.

"Our new approach combines two existing wireless technologies for the first time, high-speed electronics and millimetre wave photonics, to overcoming these barriers. This new system allows for the transmission of large amounts of data at unprecedented speeds, which will be crucial for the future of wireless communications."

To address the current limitations of wireless technology, researchers from UCL developed a novel approach that combines advanced electronics, which performs well in the 5-50 GHz range, and a technology called photonics that uses light to generate radio information, which performs well in the 50-150GHz range.

The team generated high-quality signals by combining electronic digital-to-analogue signal generators with light-based radio signal generators, allowing data to be transmitted across a wide range of frequencies from 5-150 GHz.

Impact on wireless technologies

State-of-the-art communications networks rely on several technologies to function. Optical fibre communications systems transmit data over long distances, between continents and from data centres to people's homes. Wireless technology often comes in at the final stage, when data is transmitted a short distance, for example from a household internet router to the devices connected to it over wi-fi.




While optical fibre, which forms the backbone of modern communications networks, has made big advances in bandwidth and speed in recent years, these gains are limited without similar advances in the wireless technology that transmits information the final few metres in homes, workplaces and public spaces around the world.

The new UCL-developed technology has the potential to revolutionise various sectors, not least the wi-fi connectivity that people rely on at home and in other public places.

Mobile phone users can expect faster mobile internet speeds and more stable connections, with 5G and later 6G networks powered by this type of system. This would allow more people to use the network in densely populated urban environments or at large event like concerts without experiencing slowdown, or provide the same number of users with much faster speeds.

For example, a two-hour 4k Ultra HD film (around 14GB of data) would take 19 minutes to download over 5G at 100 Mb/s. Using the new technology it could be downloaded in just 0.12 seconds.

Professor Izzat Darwazeh, an author of the study and director of UCL Institute of Communications and Connected Systems (ICCS) from UCL Electronic & Electrical Engineering, said: "The beauty of wireless technology is its flexibility in terms of space and location. It can be used in scenarios where optical cabling would be challenging, such as in a factory containing complex arrangements of equipment.

"This work brings wireless technology up to speed with the increased bandwidths and speeds that have been achieved with the radio frequency and optical communications systems within next-generation digital communications infrastructure."

While the technology has only currently been demonstrated in the laboratory, work is underway to produce a prototype system that can be used for commercial testing. If this is successful, the technology will be ready to incorporate into commercial equipment within three to five years.

Professor Polina Bayvel, an author of the study, co-director of ICCS and Head of the UCL Optical Networks Group, said: "We are grateful to UKRI and the EPSRC for supporting this work to enable us to establish world-leading testbed and experimental capabilities in these areas. They are essential for the future of the UK's national communications infrastructure, which is a critical resource."

This work is supported by the Engineering and Physical Sciences Research Council (EPSRC).

Note: 

1 A detailed breakdown of UK mobile internet speeds is available in the Ofcom report Mobile Matters 2024.The report highlights that in 2024, 47% of 5G connections had an average download speed of 100Mbit/s or higher. Average speeds vary by network provider and location.
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Rewriting the future: New molecules reversibly change with light and heat | ScienceDaily
In this age of cloud storage, few people are backing up data on CD-RWs. The technology to rewrite data on compact discs was made possible by phase-change materials altered by the light and heat of lasers, though this had a limit of 1,000 rewrites. Today, scientists investigating photoswitching molecules, which change their properties when irradiated, have been finding possible applications for these materials, ranging from photopharmacology to data storage.


						
Osaka Metropolitan University Graduate School of Engineering student Shota Hamatani, Dr. Daichi Kitagawa, a lecturer, and Professor Seiya Kobatake synthesized aza-diarylethenes, which have nitrogen in place of carbon in a molecular structure similar to known photoswitching diarylethenes. The new aza-diarylethenes exhibited not only photoswitching, but thermal switching as well.

They demonstrated that the new photoswitching molecules can be used as a rewritable recording medium, using light or heat to write, and erasing with light.

"Our findings are very useful for the development of switching molecules that can be reversibly altered not only by light, but also by heat," Dr. Kitagawa proclaimed. "They may also lead to the development of new functional materials."

The findings were published in Angewandte Chemie International Edition.

This work was partly supported by JSPS KAKENHI Grant Numbers JP22J21941 (S.H.), JP21KK0092, JP23K26619, JP24K01458 (D.K.), and JP21H02016 (S.K.), and Iketani Science and Technology Foundation (D.K).
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Researchers develop Janus-like metasurface technology that acts according to the direction of light | ScienceDaily
Metasurface technology is an advanced optical technology that is thinner, lighter, and capable of precisely controlling light through nanometer-sized artificial structures compared to conventional technologies. KAIST researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission. By applying this technology, they also proposed an innovative method to significantly enhance security by only decoding information under specific conditions.


						
KAIST (represented by President Kwang Hyung Lee) announced on the 15th of October that a research team led by Professor Jonghwa Shin from the Department of Materials Science and Engineering had developed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

Asymmetric properties, which react differently depending on the direction, play a crucial role in various fields of science and engineering. The Janus metasurface developed by the research team implements an optical system capable of performing different functions in both directions.

Like the Roman god Janus with two faces, this metasurface shows entirely different optical responses depending on the direction of incoming light, effectively operating two independent optical systems with a single device (for example, a metasurface that acts as a magnifying lens in one direction and as a polarized camera in the other). In other words, by using this technology, it's possible to operate two different optical systems (e.g., a lens and a hologram) depending on the direction of the light.

This achievement addresses a challenge that existing metasurface technologies had not resolved. Conventional metasurface technology had limitations in selectively controlling the three properties of light -- intensity, phase, and polarization -- based on the direction of incidence.

The research team proposed a solution based on mathematical and physical principles, and succeeded in experimentally implementing different vector holograms in both directions. Through this achievement, they showcased a complete asymmetric light transmission control technology.

Additionally, the research team developed a new optical encryption technology based on this metasurface technology. By using the Janus metasurface, they implemented a vector hologram that generates different images depending on the direction and polarization state of incoming light, showcasing an optical encryption system that significantly enhances security by allowing information to be decoded only under specific conditions.




This technology is expected to serve as a next-generation security solution, applicable in various fields such as quantum communication and secure data transmission.

Furthermore, the ultra-thin structure of the metasurface is expected to significantly reduce the volume and weight of traditional optical devices, contributing greatly to the miniaturization and lightweight design of next-generation devices.

Professor Jonghwa Shin from the Department of Materials Science and Engineering at KAIST stated, "This research has enabled the complete asymmetric transmission control of light's intensity, phase, and polarization, which has been a long-standing challenge in optics. It has opened up the possibility of developing various applied optical devices." He added, "We plan to continue developing optical devices that can be applied to various fields such as augmented reality (AR), holographic displays, and LiDAR systems for autonomous vehicles, utilizing the full potential of metasurface technology."

This research, in which Hyeonhee Kim (a doctoral student in the Department of Materials Science and Engineering at KAIST) and Joonkyo Jung participated as co-first authors, was published online in the international journal Advanced Materials and is scheduled to be published in the October 31 issue. (Title of the paper: "Bidirectional Vectorial Holography Using Bi-Layer Metasurfaces and Its Application to Optical Encryption")

The research was supported by the Nano Materials Technology Development Program and the Mid-Career Researcher Program of the National Research Foundation of Korea.
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Mechanism of cobalt-manganese catalysts deciphered | ScienceDaily
The energy carrier hydrogen can be obtained from water by electrolysis. This works particularly well with Cobalt spinel electrocatalysts containing manganese. However, it was unclear why.


						
Conventional catalysts for hydrogen production via water electrolysis usually contain precious metals and are expensive. However, cheaper alternatives have been developed, for example cobalt-manganese catalysts. They have a high activity and are stable over a long period of time. The decisive factor for these characteristics is their manganese content. Why manganese plays this essential role was unknown for a long time. The mechanism behind this has now been deciphered by researchers from the German institutions Ruhr University Bochum, the Max Planck Institutes for Sustainable Materials and for Chemical Energy Conversion, Forschungszentrum Julich and the University of Duisburg-Essen. They report on their findings in the journal Advanced Energy Materials from October 7, 2024.

Combination of different methods was the key to success

By applying an electrical voltage, water can be split into hydrogen and oxygen. The limiting step in this reaction is the oxygen evolution. Thus, researchers are looking for the optimal catalysts for this reaction step. Cobalt electrocatalysts with a certain geometric structure, the so-called spinel structure, are normally inefficient and not stable over the long term. However, this changes when they are doped with manganese.

The research team used various methods to investigate what exactly happens on the surface of the catalysts during the electrolysis of water. They worked together within the Collaborative Research Center 247 "Heterogeneous Oxidation Catalysis in the Liquid Phase." "Joining forces with several institutes enabled us to observe the processes at the electrode surface with different methods -- and this combination was the key to success," says Professor Tong Li, head of Atomic-Scale Characterization at Ruhr University Bochum. She is an expert in atomic probe tomography, a method that helps to visualize the spatial distribution of materials atom by atom. The team combined this method with transmission electron microscopy, x-ray fine structure absorption and x-ray photo emission spectroscopy.

Hop on, hop off: Like a passenger on a bus

The group showed that the manganese dissolves from the cobalt spinel surface during the reaction and then redeposits onto it. "It's like a passenger on a bus who keeps hopping on and off," illustrates Tong Li.
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Don't kill the messenger RNA! | ScienceDaily
mRNA-based therapeutics and vaccines are the new hope in the fight against incurable diseases. A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. The team of Peter 't Hart, group leader at the Chemical Genomics Centre at the Max Planck Institute of Molecular Physiology has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation. This study offers a promising starting point for the development of innovative mRNA-based therapeutics and tools for biologists to provide valuable insights into the process of mRNA degradation


						
mRNA transports the most valuable cellular information -- the chemical blueprint for the production of proteins -- from the nucleus into the cytoplasm. However, as soon as mRNA has delivered its message to the protein-producing factories in the cytoplasm it is no longer needed and degraded by exonucleases. Depending on how long the mRNA remains in the cytoplasm, more or less of a protein is produced -- be it health-promoting or disease-causing. The regulation of mRNA levels is one of the most promising strategies in the emerging field of RNA-based therapeutics.

How to protect the messenger

The team around Peter 't Hart has now developed a new strategy to extend the lifespan of mRNA by protecting it from its dismantling. Interestingly, mRNA is not particularly stable by nature and would be degraded prematurely without molecular caps protecting the two mRNA ends. At its so-called 3' end mRNA is equipped with a polyadenine tail with an average length of 200 nucleotides. But even this shield does not last long -- the average half-life of mRNA is only 7 hours. In a process called deadenylation, the target mRNA is recruited by RNA-binding proteins to the protein complex CCR4-NOT, which removes one adenine after the other. And this is precisely where the scientists's new strategy comes in. Based on the structure of the mRNA-binding protein, they have developed a large peptide, that can block the interaction of the CCR4-NOT complex with the target mRNA. Large peptides, however, have problems overcoming (crossing) cellular barriers, what they have to do if they are to be used as drugs. By revealing the 3D-structure of the peptide-inhibitor bound to the target the chemists were able to make modifications, that improved the cell permeability of the peptide.

Increasing the stability of potentially health-promoting proteins

The scientists were able to take their work even one step further and demonstrate the potential of their strategy in cellular assays. Treating cells with the peptide stabilized the polyadenine tails of two potential health promoting proteins: a tumor suppressor, which could have beneficial effects in cancer and a nuclear receptor, whose increasing levels could help to treat various ageing-related diseases. "The concept of stabilizing beneficial mRNAs by blocking their deadenylation has not yet been explored. Since almost all mRNAs undergo this process, blocking them can be used to develop new drugs that offer a new way to treat diseases where other strategies have failed," says 't Hart. His group is currently working on the development of further inhibitors against other components of the deadenylation machinery.
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Invention quickly detects earliest sign of heart attack | ScienceDaily
With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.


						
"Heart attacks require immediate medical intervention in order to improve patient outcomes, but while early diagnosis is critical, it can also be very challenging -- and near impossible outside of a clinical setting," said lead author Peng Zheng, an assistant research scientist at Johns Hopkins University. "We were able to invent a new technology that can quickly and accurately establish if someone is having a heart attack."

The proof-of-concept work, which can be modified to detect infectious diseases and cancer biomarkers, is newly published in Advanced Science.

Zheng and senior author Ishan Barman develop diagnostic tools through biophotonics, using laser light to detect biomarkers, which are bodily responses to conditions including disease. Here they used the technology to find the earliest signs in the blood that someone was having a heart attack. Though an estimated 800,000-plus people have heart attacks every year just in the United States, heart attacks remain one of the trickiest conditions to diagnose, with symptoms that vary widely and biological signals that can be subtle and easy to miss in the early stages of an attack, when medical intervention can do the most good.

People suspected of having heart attacks typically are given a combination of tests to confirm the diagnosis -- usually starting with electrocardiograms to measure the electrical activity of the heart, a procedure that takes about five minutes, and blood tests to detect the hallmarks of a heart attack, where lab work can take at least an hour and often has to be repeated.

The stand-alone blood test the team created provides results in five to seven minutes. It's also more accurate and more affordable than current methods, the researchers say.

Though created for speedy diagnostic work in a clinical setting, the test could be adapted as a hand-held tool that first responders could use in the field, or that people might even be able to use themselves at home.




"We're talking about speed, we're talking about accuracy, and we're talking of the ability to perform measurements outside of a hospital," said Barman, a bioengineer in the Department of Mechanical Engineering. "In the future we hope this could be made into a hand-held instrument like a Star Trek tricorder where you have a drop of blood and then, voila, in a few seconds you have detection."

The heart of the invention is a tiny chip with a groundbreaking nanostructured surface on which blood is tested. The chip's "metasurface" enhances electric and magnetic signals during Raman spectroscopy analysis, making heart attack biomarkers visible in seconds, even in ultra-low concentrations. The tool is sensitive enough to flag heart attack biomarkers that might not be detected at all with current tests, or not detected until much later in an attack.

Though designed to diagnose heart attacks, the tool could be adapted to detect cancer and infectious diseases, the researchers say.

"There is enormous commercial potential," Barman said. "There's nothing that limits this platform technology."

Next the team plans to refine the blood test and explore larger clinical trials.

Authors included Lintong Wu, Piyush Raj, Jeong Hee Kim, Santosh Paidi, all of Johns Hopkins, and Steve Semancik, of the National Institute of Standards and Technology.
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The neutron lifetime problem -- and its possible solution | ScienceDaily
Neutrons are among the basic building blocks of matter. As long as they are part of a stable atomic nucleus, they can stay there for arbitrary periods of time. However, the situation is different for free neutrons: They decay -- after about fifteen minutes, on average.


						
Strangely enough, however, different contradictory results have been obtained for this average lifetime of free neutrons -- depending on whether neutrons are measured in a neutron beam or in some kind of 'bottle'. A research team at TU Wien has now proposed a possible explanation: There could be previously undiscovered excited states of the neutron. That would mean that some neutrons could be in a state in which they have slightly more energy and a slightly different lifetime. This could explain the measured discrepancies. The team also already has ideas on how to detect this neutron state.

Two measurement methods, two results

By pure chance, without any reason at all, neutrons can spontaneously decay according to the laws of quantum theory -- turning into a proton, an electron and an antineutrino. This is particularly likely if it is a free neutron. If the neutron combines with other particles to form an atomic nucleus, it can be stable.

The average lifetime of free neutrons is surprisingly difficult to measure. "For almost thirty years, physicists have been puzzled by contradictory results on this topic," says Benjamin Koch from the Institute of Theoretical Physics at TU Wien. He analysed this puzzle together with his colleague Felix Hummel. The two are also working closely with the neutron research team led by Hartmut Abele from the Atomic Institute at TU Wien.

"For such measurements, a nuclear reactor is often used as the neutron source," explains Benjamin Koch. "Free neutrons are produced during radioactive decay in the reactor. These free neutrons can then be channelled into a neutron beam where they can be precisely measured." One can measure how many neutrons are present at the beginning of the neutron beam and how many protons are produced by the decay process. If these values are determined very precisely, the average lifetime of the neutrons in the beam can be calculated.

However, it is also possible to take a different approach and try to store neutrons in a kind of 'bottle', for example with the help of magnetic fields. "This shows that neutrons from the neutron beam live around eight seconds longer than neutrons in a bottle," says Benjamin Koch. "With an average lifespan of just under 900 seconds, this is a significant difference -- far too big to be explained by mere measurement inaccuracy."

An unknown new state?




Benjamin Koch and Felix Hummel have now been able to show: This discrepancy can be explained if one assumes that neutrons can have excited states -- previously undiscovered states with a slightly higher energy. Such states are well known for atoms and are the basis for lasers, for example. "With neutrons, it is much more difficult to calculate such states precisely," says Benjamin Koch. "However, we can estimate what properties they should have in order to explain the different results of the neutron lifetime measurements."

The researchers' hypothesis is that when the free neutrons emerge from radioactive decay, they are initially in a mixture of different states: Some of them are ordinary neutrons in the so-called ground state, but some of them are in an excited state, with a little more energy. Over time, however, these excited neutrons gradually change to the ground state. "You can think of it like a bubble bath," says Felix Hummel. "If I add energy and bubble it up, a lot of foam is created -- you could say I've put the bubble bath into an excited state. But if I wait, the bubbles burst and the bath returns to its original state all by itself."

If the theory about excited neutron states is correct, that would mean that in a neutron beam, several different neutron states are present in significant numbers. The neutrons in the bottle, on the other hand, would be almost exclusively ground-state neutrons. After all, it takes time for neutrons to cool and be captured in a bottle -- by which point, the vast majority will have already returned to their ground state.

"According to our model, the decay probability of a neutron strongly depends on its state," says Felix Hummel. Logically, this also results in different average lifetimes for neutrons in the neutron beam and neutrons in the neutron bottle.

Further experiments needed

"Our calculation model shows the parameter range in which we need to search," says Benjamin Koch. "The lifetime of the excited state must be shorter than 300 seconds, otherwise you can't explain the difference. But it also has to be longer than 5 milliseconds, otherwise the neutrons would already be back in the ground state before they reach the beam experiment."

The hypothesis of previously undiscovered neutron states can be tested using data from past experiments. However, this data has to be re-evaluated. However, further experiments will be necessary for a convincing proof. Such experiments are now being planned. To this end, the researchers are liaising closely with teams at TU Wien's Institute for Atomic and Subatomic physics, whose PERC and PERKEO experiments are well-suited for this task. Research groups from Switzerland and Los Alamos in the USA have also already shown interest in using their measurement methods to test the new hypothesis. Technically and conceptually, nothing stands in the way of the necessary measurements. So we can hope to learn soon, whether the new thesis really has solved a decades-old problem in physics.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016120138.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Are nearby planets sending radio signals to each other? | ScienceDaily
A new technique allows astronomers to home in on planets beyond our solar system that are in line with each other and with Earth to search for radio signals similar, for example, to ones used to communicate with the rovers on Mars. Penn State astronomers and scientists at the SETI Institute spent 28 hours scanning the TRAPPIST-1 star system for these signs of alien technology with the Allen Telescope Array (ATA). This project marks the longest single-target search for radio signals from TRAPPIST-1. Although the team didn't find any evidence of extraterrestrial technology, their work introduced a new way to search for signals in the future.


						
A paper describing the research was accepted for publication in the Astronomical Journal and is available online as a preprint.

"This research shows that we are getting closer to technology and methods that could detect radio signals similar to the ones we send into space," said Nick Tusay, a graduate student research fellow at Penn State and first author of the paper. "Most searches assume a powerful signal, like a beacon intended to reach distant planets, because our receivers have a sensitivity limit to a minimum transmitter power beyond anything we unintentionally send out. But, with better equipment, like the upcoming Square Kilometer Array, we might soon be able to detect signals from an alien civilization communicating with its spacecraft."

The project focused on a phenomenon called planet-planet occultations (PPOs). PPOs happen when one planet moves in front of another from Earth's perspective. If intelligent life exists in that star system, radio signals sent between planets could leak and be detected from Earth.

Using the upgraded ATA -- a series of radio antennae dedicated to the search for extraterrestrial technology located at the Hat Creek Observatory in the Cascade Mountains about 300 miles north of San Francisco -- the team scanned a wide range of frequencies, looking for narrowband signals, which are considered possible signs of alien technology. The team filtered millions of potential signals, narrowing down to about 11,000 candidates for detailed analysis. The team detected 2,264 of these signals during predicted PPO windows. However, none of the signals were of non-human origin.

The ATA's new capabilities, which include advanced software to filter signals, helped the team separate possible alien signals from Earth-based ones. The researchers said they believe that refining these methods and focusing on events like PPOs could help increase the chances of detecting alien signals in the future.

"This project included work by undergraduate students in the 2023 SETI Institute Research Experience for Undergraduates program," said Sofia Sheikh, a SETI researcher at the SETI Institute who earned her doctoral degree at Penn State. "The students looked for signals from human-made orbiters around Mars to check if the system could detect signals correctly. It was an exciting way to involve students in cutting-edge SETI research."

The TRAPPIST-1 system is a small, cool star about 41 light years from Earth. It has seven rocky planets, some of which are in the habitable zone, where conditions might allow liquid water to exist -- an essential ingredient for life as we know it. This makes TRAPPIST-1 a prime target searching for life beyond Earth.




"The TRAPPIST-1 system is relatively close to Earth, and we have detailed information about the orbit of its planets, making it an excellent natural laboratory to test these techniques," Tusay said. "The methods and algorithms that we developed for this project can eventually be applied to other star systems and increase our chances of finding regular communications among planets beyond our solar system, if they exist."

The team did not find any alien signals this time, but they will continue improving their search techniques and exploring other star systems. Future searches with bigger and more powerful telescopes could help scientists detect even fainter signals and expand our understanding of the universe, the team said.

In addition to Tusay and Sheikh, the research team includes Jason T. Wright at Penn State; Evan L. Sneed at the University of California, Riverside; Wael Farah, Andrew Siemion and David R. DeBoer at the University of California, Berkeley; and Alexander W. Pollak and Luigi F. Cruz at the SETI Institute. This research was primarily funded through grants from the U.S. National Science Foundation with additional support from the Penn State Extraterrestrial Intelligence Center and the Penn State Center for Exoplanets and Habitable Worlds, which are supported by the Penn State and the Penn State Eberly College of Science.
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New app performs real-time, full-body motion capture with a smartphone | ScienceDaily
Northwestern University engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors.


						
Instead, it requires a simple mobile device.

Called MobilePoser, the new system leverages sensors already embedded within consumer mobile devices, including smartphones, smart watches and wireless earbuds. Using a combination of sensor data, machine learning and physics, MobilePoser accurately tracks a person's full-body pose and global translation in space in real time.

"Running in real time on mobile devices, MobilePoser achieves state-of-the-art accuracy through advanced machine learning and physics-based optimization, unlocking new possibilities in gaming, fitness and indoor navigation without needing specialized equipment," said Northwestern's Karan Ahuja, who led the study. "This technology marks a significant leap toward mobile motion capture, making immersive experiences more accessible and opening doors for innovative applications across various industries."

Ahuja's team will unveil MobilePoser on Oct. 15, at the 2024 ACM Symposium on User Interface Software and Technology in Pittsburgh. "MobilePoser: Real-time full-body pose estimation and 3D human translation from IMUs in mobile consumer devices" will take place as a part of a session on "Poses as Input."

An expert in human-computer interaction, Ahuja is the Lisa Wissner-Slivka and Benjamin Slivka Assistant Professor of Computer Science at Northwestern's McCormick School of Engineering, where he directs the Sensing, Perception, Interactive Computing and Experience (SPICE) Lab.

Limitations of current systems

Most movie buffs are familiar with motion-capture techniques, which are often revealed in behind-the-scenes footage. To create CGI characters -- like Gollum in "Lord of the Rings" or the Na'vi in "Avatar" -- actors wear form-fitting suits covered in sensors, as they prowl around specialized rooms. A computer captures the sensor data and then displays the actor's movements and subtle expressions.




"This is the gold standard of motion capture, but it costs upward of $100,000 to run that setup," Ahuja said. "We wanted to develop an accessible, democratized version that basically anyone can use with equipment they already have."

Other motion-sensing systems, like Microsoft Kinect, for example, rely on stationary cameras that view body movements. If a person is within the camera's field of view, these systems work well. But they are impractical for mobile or on-the-go applications.

Predicting poses

To overcome these limitations, Ahuja's team turned to inertial measurement units (IMUs), a system that uses a combination of sensors -- accelerometers, gyroscopes and magnetometers -- to measure a body's movement and orientation. These sensors already reside within smartphones and other devices, but the fidelity is too low for accurate motion-capture applications. To enhance their performance, Ahuja's team added a custom-built, multi-stage artificial intelligence (AI) algorithm, which they trained using a publicly available, large dataset of synthesized IMU measurements generated from high-quality motion capture data.

With the sensor data, MobilePoser gains information about acceleration and body orientation. Then, it feeds this data through AI algorithm, which estimates joint positions and joint rotations, walking speed and direction, and contact between the user's feet and the ground.

Finally, MobilePoser uses a physics-based optimizer to refine the predicted movements to ensure they match real-life body movements. In real life, for example, joints cannot bend backward, and a head cannot rotate 360 degrees. The physics optimizer ensures that captured motions also cannot move in physically impossible ways.




The resulting system has a tracking error of just 8 to 10 centimeters. For comparison, the Microsoft Kinect has a tracking error of 4 to 5 centimeters, assuming the user stays within the camera's field of view. With MobilePoser, the user has freedom to roam.

"The accuracy is better when a person is wearing more than one device, such as a smartwatch on their wrist plus a smartphone in their pocket," Ahuja said. "But a key part of the system is that it's adaptive. Even if you don't have your watch one day and only have your phone, it can adapt to figure out your full-body pose."

Potential use cases

While MobilePoser could give gamers more immersive experiences, the new app also presents new possibilities for health and fitness. It goes beyond simply counting steps to enable the user to view their full-body posture, so they can ensure their form is correct when exercising. The new app also could help physicians analyze patients' mobility, activity level and gait. Ahuja also imagines the technology could be used for indoor navigation -- a current weakness for GPS, which only works outdoors.

"Right now, physicians track patient mobility with a step counter," Ahuja said. "That's kind of sad, right? Our phones can calculate the temperature in Rome. They know more about the outside world than about our own bodies. We would like phones to become more than just intelligent step counters. A phone should be able to detect different activities, determine your poses and be a more proactive assistant."

To encourage other researchers to build upon this work, Ahuja's team has released its pre-trained models, data pre-processing scripts and model training code as open-source software. Ahuja also says the app will soon be available for iPhone, AirPods and Apple Watch.
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NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle | ScienceDaily
In a teleconference with reporters on Tuesday, representatives from NASA, the National Oceanic and Atmospheric Administration (NOAA), and the international Solar Cycle Prediction Panel announced that the Sun has reached its solar maximum period, which could continue for the next year.


						
The solar cycle is a natural cycle the Sun goes through as it transitions between low and high magnetic activity. Roughly every 11 years, at the height of the solar cycle, the Sun's magnetic poles flip -- on Earth, that'd be like the North and South poles swapping places every decade -- and the Sun transitions from being calm to an active and stormy state.

NASA and NOAA track sunspots to determine and predict the progress of the solar cycle -- and ultimately, solar activity. Sunspots are cooler regions on the Sun caused by a concentration of magnetic field lines. Sunspots are the visible component of active regions, areas of intense and complex magnetic fields on the Sun that are the source of solar eruptions.

"During solar maximum, the number of sunspots, and therefore, the amount of solar activity, increases," said Jamie Favors, director, Space Weather Program at NASA Headquarters in Washington. "This increase in activity provides an exciting opportunity to learn about our closest star -- but also causes real effects at Earth and throughout our solar system."

Solar activity strongly influences conditions in space known as space weather. This can affect satellites and astronauts in space, as well as communications and navigation systems -- such as radio and GPS -- and power grids on Earth. When the Sun is most active, space weather events become more frequent. Solar activity has led to increased aurora visibility and impacts on satellites and infrastructure in recent months.

During May 2024, a barrage of large solar flares and coronal mass ejections (CMEs) launched clouds of charged particles and magnetic fields toward Earth, creating the strongest geomagnetic storm at Earth in two decades -- and possibly among the strongest displays of auroras on record in the past 500 years.

"This announcement doesn't mean that this is the peak of solar activity we'll see this solar cycle," said Elsayed Talaat, director of space weather operations at NOAA. "While the Sun has reached the solar maximum period, the month that solar activity peaks on the Sun will not be identified for months or years."

Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots during this period. Scientists anticipate that the maximum phase will last another year or so before the Sun enters the declining phase, which leads back to solar minimum. Since 1989, the Solar Cycle Prediction Panel -- an international panel of experts sponsored by NASA and NOAA -- has worked together to make their prediction for the next solar cycle.




Solar cycles have been tracked by astronomers since Galileo first observed sunspots in the 1600s. Each solar cycle is different -- some cycles peak for larger and shorter amounts of time, and others have smaller peaks that last longer.

"Solar Cycle 25 sunspot activity has slightly exceeded expectations," said Lisa Upton, co-chair of the Solar Cycle Prediction Panel and lead scientist at Southwest Research Institute in San Antonio, Texas. "However, despite seeing a few large storms, they aren't larger than what we might expect during the maximum phase of the cycle."

The most powerful flare of the solar cycle so far was an X9.0 on Oct. 3 (X-class denotes the most intense flares, while the number provides more information about its strength).

NOAA anticipates additional solar and geomagnetic storms during the current solar maximum period, leading to opportunities to spot auroras over the next several months, as well as potential technology impacts. Additionally, though less frequent, scientists often see fairly significant storms during the declining phase of the solar cycle.

NASA and NOAA are preparing for the future of space weather research and prediction. In December 2024, NASA's Parker Solar Probe mission will make its closest-ever approach to the Sun, beating its own record of closest human-made object to the Sun. This will be the first of three planned approaches for Parker at this distance, helping researchers to understand space weather right at the source.

NASA is launching several missions over the next year that will help us better understand space weather and its impacts across the solar system.




Space weather predictions are critical for supporting the spacecraft and astronauts of NASA's Artemis campaign. Surveying this space environment is a vital part of understanding and mitigating astronaut exposure to space radiation.

NASA works as a research arm of the nation's space weather effort. To see how space weather can affect Earth, please visit NOAA's Space Weather Prediction Center, the U.S. government's official source for space weather forecasts, watches, warnings, and alerts:

https://www.spaceweather.gov/
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Machine learning analysis sheds light on who benefits from protected bike lanes | ScienceDaily
A new analysis from University of Toronto Engineering researchers leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit?


						
"Right now, some people have really good access to protected biking infrastructure: they can bike to work, to the grocery store or to entertainment venues," says Madeleine Bonsma-Fisher, a postdoctoral fellow in the Department of Civil & Mineral Engineering and lead author of a new paper published in the Journal of Transport Geography.

"More lanes could increase the number of destinations they can reach, and previous work shows that will increase the number of cycle trips taken.

"However, many people have little or no access to protected cycling infrastructure at all, limiting their ability to get around. This raises a question: is it better to maximize the number of connected destinations and potential trips overall, or is it more important to focus on maximizing the number of people who can benefit from access to the network?"

Bonsma-Fisher and her team -- including her co-supervisors, Professors Shoshanna Saxe and Timothy Chan, and PhD student Bo Lin -- use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

"This kind of optimization problem is what's called an NP-hard problem, which means that the computing power needed to solve it scales very quickly along with the size of the network," says Saxe.

"If you used a traditional optimization algorithm on a city the size of Toronto, everything would just crash. But PhD student Bo Lin invented a really cool machine learning model that can consider millions of combinations of over 1,000 different infrastructure projects to test what are the most impactful places to build new cycling infrastructure."

Using Toronto as a stand-in for any large, automobile-oriented North American city, the team generated maps of future bike lane networks along major streets, optimized according to two broad types of strategies.




The first, which they called the utilitarian approach, focused on maximizing the number of trips that could be taken using only routes with protected bike lanes in under 30 minutes -- without regard for who those trips were taken by.

The second, which they termed equity-based, aimed to maximize the number of people who had at least some connection to the network.

"If you optimize for equity, you get a map that is more spread out and less concentrated in the downtown areas," says Bonsma-Fisher.

"You do get more parts of the city that have a minimum of accessibility by bike, but you also get a somewhat smaller overall gain in average accessibility."

"There is a trade-off there," says Saxe.

"This trade-off is temporary, assuming we will eventually have a full cycling network across the city, but it is meaningful for how we do things in the meantime and could last a long time given ongoing challenges to building cycling infrastructure."

Another key finding was that there are some routes that appeared to be essential no matter what strategy was pursued.




"For example, the bike lanes along Bloor West show up in all of the scenarios," says Saxe.

"Those bike lanes benefit even people who don't live near them and are a critical trunk to maximizing both the equity and utility of the bike network. Their impact is so consistent across models that it challenges the idea that bike lanes are a local issue, affecting only the people close by. Optimized infrastructure repeatedly turns out in our model to serve neighbourhoods quite a distance away.

The team is already sharing their data with Toronto's city planners to help inform ongoing decisions about infrastructure investments. Going forward, the team hopes to apply their analysis to other cities as well.

"No matter what your local issues, or what choices you end up making, it's really important to have a clear understanding of what goals you are aiming for and check if you are meeting them," says Bonsma-Fisher.

"This kind of analysis can provide an evidence-based, data-driven approach to answering these tough questions."
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New research reveals how large-scale adoption of electric vehicles can improve air quality and human health | ScienceDaily
A new study from the University of Toronto's Department of Civil & Mineral Engineering suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits.


						
The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050.

Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running into the tens of billions of dollars.

"When researchers examine the impacts of EVs, they typically focus on climate change in the form of mitigating CO2 emissions," says Professor Marianne Hatzopoulou, one of the co-authors of the study, which is published in PNAS. 

"But CO2 is not the only thing that comes out of the tailpipe of an internal combustion vehicle. They produce many air pollutants that have a significant, quantifiable impact on public health. Furthermore, evidence shows that those impacts are disproportionately felt by populations that are low-income, racialized or marginalized."

Other members of the team include lead author and postdoctoral fellow Jean Schmitt, Professors Daniel Posen and Heather Maclean, and Amir F.N. Abdul-Manan of Saudi Aramco's Strategic Transport Analysis Team.

Members of this team had previously used their expertise in life-cycle assessment to build computer models that simulated the impact of large-scale EV adoption in the U.S. market.




Among other things, they showed that while EV adoption will have a positive impact on climate change, it is not sufficient on its own to meet the Paris Agreement targets. They recommended that EV adoption be used in combination with other strategies, such as investments in public transit, active transportation and higher housing density.

In their latest study, the team wanted to account for the non-climate benefits of EV adoption. They adapted their models to simulate the production of air pollutants that are common in fossil fuel combustion, such as nitrogen oxides, sulphur oxides and small particles known as PM2.5.

"Modelling these pollutants is very different from modelling CO2, which lasts for decades and ends up well-mixed throughout the atmosphere," says Posen.

"In contrast, these pollutants, and their associated health impacts, are more localized. It matters not only how much we are emitting, but also where we emit them."

While EVs do not produce any tailpipe emissions, they can still be responsible for air pollution if the power plants that supply them run on fossil fuels such as natural gas or coal. This also has the effect of displacing air pollution from busy highways to the communities that live near those power plants.

Another complication is that neither the air pollution from the power grid nor that from internal combustion vehicles is expected to stay constant over time.




"Today's gasoline-powered cars produce a lot less pollution than those that were built 20 years ago, many of which are still on the road," says Schmitt.

"So, if we want to fairly compare EVs to internal combustion vehicles, we have to account for the fact that air pollution will still go down as these older vehicles get replaced. We can also see that the power grid is getting greener over time, as more renewable generation gets installed."

In the model, the team chose two main scenarios to simulate out to the year 2050. In the first, they assumed that no more EVs will be built, but that older internal combustion vehicles will continue to be replaced with newer more efficient ones.

In the second, they assumed that by 2035, all new vehicles sold will be electric. The researchers described this as "aggressive," but it is in line with the stated intentions of many countries. For example, Norway plans to eliminate sales of non-electric vehicles next year, and Canada plans to follow suit by 2035.

For each of these scenarios, they also considered various rates for the transition of the electric grid to low-emitting and renewable energy sources, i.e., whether it stays roughly the same as the current rate, slows down, or accelerates over the next couple of decades.

Under each of these sets of conditions, the team simulated levels of air pollution across the United States. They then used established calculations commonly used by epidemiologists, actuaries and government policy analysts to correlate these pollution levels with statistical estimates of the number of years of life lost, as well as with estimates of economic value.

"Our simulation shows that the cumulative public health benefits of large-scale EV adoption between now and 2050 could run into the hundreds of billions of dollars," says Posen.

"That's significant, but another thing we found is that we only get these benefits if the grid continues to get greener. We are already transitioning away from fossil fuel power generation, and it's likely to continue in the future. But for the sake of argument, we modelled what would happen if we artificially freeze the grid in its current state. In that case, we'd actually be better off simply replacing our old internal combustion vehicles with new ones -- but again, this is not a very realistic scenario."

This finding raises another question: is it more important to decarbonize the transportation sector through EV adoption, or to first decarbonize the power generation sector, which is the ultimate source of pollution associated with EVs?

"To that I would say that it's important to remember that the vehicles being sold today will continue to be used for decades," says Hatzopoulou.

"If we buy more internal combustion vehicles now, however efficient they may be, we will be locking ourselves into those tailpipe emissions for years to come, and they will spread that pollution everywhere there are roads.

"We still need to decarbonize the power generation system -- and we are -- but we should not wait until that process is complete to get more EVs on the road. We need to start on the path to a healthier future today."
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Study uncovers how silkworm moth's odor detection may improve robotics | ScienceDaily

The silkworm moth (Bombyx mori) is an insect that no longer flies due to domestication. The males use their antennae to detect pheromones emitted by females and respond very acutely, and have been used as model insects for the study of their odor source localization. Flying insects flap their wings when they fly, and silkworm moths are also known to flap their wings (called fanning) when they detect pheromones, even though they do not fly. As pheromone molecules move through space in the air, the air flows produced by the flapping of wings have undoubtedly a strong influence on odor detection. However, the effect of this flapping of wings was not known quantitatively.

To address this question, a group of scientists led by Dr. Toshiyuki Nakata from the Graduate School of Engineering, Chiba University, investigated how B. mori detects pheromones. "We understand that silkworm moths detect pheromones by flapping their wings to induce airflows around them. However, the precise impact of this wing flapping on the moths' ability to localize the odor source is unclear," explains Nakata, while elaborating on the rationale for conducting this study. The team included co-first author, Daigo Terutsuki from the Faculty of Textile Science and Technology, Shinshu University; Chihiro Fukui, from the Graduate School of Science & Engineering, Chiba University; Ryohei Kanzaki, from the Research Center for Advanced Science and Technology, The University of Tokyo; and Hao Liu, from the Graduate School of Engineering, Chiba University.

Their study, published on August 2, 2024, in Volume 14 of Scientific Reports, employed high-speed photogrammetry -- a technique that uses high-speed cameras to capture and reconstruct the motion and geometry of objects -- to computationally analyze the aerodynamic consequences of wing motions of B. mori. Researchers meticulously recorded the wing movements during fanning and built a detailed computational model of the insects and surrounding airflow. Using the simulated data, they subsequently calculated the motion of particles that resemble the pheromone molecules around the fanning silkworm moth.

One of the key findings of the study was that B. mori samples the pheromone selectively from the front. The moth scans the space by rotating its body while fanning to locate the pheromone sources. The directional sampling of the pheromone molecules is particularly helpful when searching for an odor source since the moth can determine the direction of the odor plume upon the detection of the pheromone.

Needless to say, the implications of this research extend beyond the study of insects. The insights gained from how B. mori manipulates airflow could lead to advancements in robotic odor source localization technologies. A team led by Dr. Daigo Terutsuki is working on developing drones equipped with insect antennae for odor detection, with potential applications such as locating individuals in emergencies. "The findings from this study highlight the importance of creating directional airflow when searching for odor sources using flying robots. This involves carefully adjusting the drone's orientation and the configuration of its propellers and odor sensors to optimize detection capabilities," notes Dr. Nakata.

Furthermore, the study highlights the need for future research to consider environmental factors such as airflow turbulence and antenna structure, which also influence odor detection. "Currently, robots rely heavily on vision and auditory sensors for navigation. However, as demonstrated by disaster rescue dogs, utilizing the sense of smell can be highly effective for locating humans. While the application of sensing smell in robots is still in its early stages, this research could help in developing robots that efficiently search for odor sources in disaster situations," says Dr. Nakata optimistically.

In summary, this study not only advances our knowledge of insects' odor-detecting strategies but also provides valuable design principles for the next generation of aerial odor-detecting robots.
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Researchers develop system cat's eye-inspired vision for autonomous robotics | ScienceDaily
Autonomous systems like drones, self-driving cars, and robots are becoming more common in our daily lives. However, they often struggle to "see" well in different environments -- like bright sunlight, low light, or when objects blend into complex backgrounds. Interestingly, nature may already have the solution to this problem.


						
Cats are known for their amazing vision in both bright light and darkness. Their eyes are uniquely adapted: during the day, vertical slit-shaped pupils help them focus and reduce glare. At night, their pupils widen to let in more light, and a reflective layer called the tapetum lucidum boosts their night vision, giving their eyes that familiar glow.

A group of Korean researchers led by Professor Young Min Song from Gwangju Institute of Science and Technology (GIST)designed a new vision system that uses an advanced lens and sensors inspired by feline eyes. The system includes a slit-like aperture that, like a cat's vertical pupil, helps filter unnecessary light and focus on key objects. It also uses a special reflective layer similar to the one found in cat eyes that improves visibility in low-light conditions. This research was published in the journal Science Advances on September 18, 2024, and represents a significant advancement in artificial vision systems, demonstrating enhanced object detection and recognition capabilities and positioning it at the forefront of technological breakthroughs in autonomous robotics.

"Robotic cameras often struggle to spot objects in busy or camouflaged backgrounds, especially when lighting conditions change. Our design solves this by letting robots blur out unnecessary details and focus on important objects," explains Prof. Song. This approach has the additional benefit of being energy-efficient, as it relies on the design of the lens rather than on heavy computer processing.

This groundbreaking technology unlocks exciting possibilities for real-world applications, transforming the landscape of robotic vision. The advanced vision system promises to elevate the precision of drones, security robots, and self-driving vehicles, enabling them to adeptly navigate intricate environments and execute tasks with unparalleled accuracy. "From search-and-rescue operations to industrial monitoring, these cutting-edge robotic eyes stand ready to complement or even replace human efforts in a variety of critical scenarios," emphasizes Prof. Song.
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Major step toward fully 3D-printed active electronics | ScienceDaily
Active electronics -- components that can control electrical signals -- usually contain semiconductor devices that receive, store, and process information. These components, which must be made in a clean room, require advanced fabrication technology that is not widely available outside a few specialized manufacturing centers.


						
During the Covid-19 pandemic, the lack of widespread semiconductor fabrication facilities was one cause of a worldwide electronics shortage, which drove up costs for consumers and had implications in everything from economic growth to national defense. The ability to 3D print an entire, active electronic device without the need for semiconductors could bring electronics fabrication to businesses, labs, and homes across the globe.

While this idea is still far off, MIT researchers have taken an important step in that direction by demonstrating fully 3D-printed resettable fuses, which are key components of active electronics that usually require semiconductors.

The researchers' semiconductor-free devices, which they produced using standard 3D printing hardware and an inexpensive, biodegradable material, can perform the same switching functions as the semiconductor-based transistors used for processing operations in active electronics.

Although still far from achieving the performance of semiconductor transistors, the 3D-printed devices could be used for basic control operations like regulating the speed of an electric motor.

"This technology has real legs. While we cannot compete with silicon as a semiconductor, our idea is not to necessarily replace what is existing, but to push 3D printing technology into uncharted territory. In a nutshell, this is really about democratizing technology. This could allow anyone to create smart hardware far from traditional manufacturing centers," says Luis Fernando Velasquez-Garcia, a principal research scientist in MIT's Microsystems Technology Laboratories (MTL) and senior author of a paper describing the devices, which appears in Virtual and Physical Prototyping.

He is joined on the paper by lead author Jorge Canada, an electrical engineering and computer science graduate student.




An unexpected project

Semiconductors, including silicon, are materials with electrical properties that can be tailored by adding certain impurities. A silicon device can have conductive and insulating regions, depending on how it is engineered. These properties make silicon ideal for producing transistors, which are a basic building block of modern electronics.

However, the researchers didn't set out to 3D-print semiconductor-free devices that could behave like silicon-based transistors.

This project grew out of another in which they were fabricating magnetic coils using extrusion printing, a process where the printer melts filament and squirts material through a nozzle, fabricating an object layer-by-layer.

They saw an interesting phenomenon in the material they were using, a polymer filament doped with copper nanoparticles.

If they passed a large amount of electric current into the material, it would exhibit a huge spike in resistance but would return to its original level shortly after the current flow stopped.




This property enables engineers to make transistors that can operate as switches, something that is typically only associated with silicon and other semiconductors. Transistors, which switch on and off to process binary data, are used to form logic gates which perform computation.

"We saw that this was something that could help take 3D printing hardware to the next level. It offers a clear way to provide some degree of 'smart' to an electronic device," Velasquez-Garcia says.

The researchers tried to replicate the same phenomenon with other 3D printing filaments, testing polymers doped with carbon, carbon nanotubes, and graphene. In the end, they could not find another printable material that could function as a resettable fuse.

They hypothesize that the copper particles in the material spread out when it is heated by the electric current, which causes a spike in resistance that comes back down when the material cools and the copper particles move closer together. They also think the polymer base of the material changes from crystalline to amorphous when heated, then returns to crystalline when cooled down -- a phenomenon known as the polymeric positive temperature coefficient.

"For now, that is our best explanation, but that is not the full answer because that doesn't explain why it only happened in this combination of materials. We need to do more research, but there is no doubt that this phenomenon is real," he says.

3D-printing active electronics

The team leveraged the phenomenon to print switches in a single step that could be used to form semiconductor-free logic gates.

The devices are made from thin, 3D-printed traces of the copper-doped polymer. They contain intersecting conductive regions that enable the researchers to regulate the resistance by controlling the voltage fed into the switch.

While the devices did not perform as well as silicon-based transistors, they could be used for simpler control and processing functions, such as turning a motor on and off. Their experiments showed that, even after 4,000 cycles of switching, the devices showed no signs of deterioration.

But there are limits to how small the researchers can make the switches, based on the physics of extrusion printing and the properties of the material. They could print devices that were a few hundred microns, but transistors in state-of-the-art electronics are only few nanometers in diameter.

"The reality is that there are many engineering situations that don't require the best chips. At the end of the day, all you care about is whether your device can do the task. This technology is able to satisfy a constraint like that," he says.

However, unlike semiconductor fabrication, their technique uses a biodegradable material and the process uses less energy and produces less waste. The polymer filament could also be doped with other materials, like magnetic microparticles that could enable additional functionalities.

In the future, the researchers want to use this technology to print fully functional electronics. They are striving to fabricate a working magnetic motor using only extrusion 3D printing. They also want to finetune the process so they could build more complex circuits

This work is funded, in part, by Empiriko Corporation.
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Let there be light: Bright future for solar panels, TV screens and more | ScienceDaily
From brighter TV screens to better medical diagnostics and more efficient solar panels, new Curtin-led research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.


						
Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.

"From brighter LED lights and screens to more efficient solar panels and more detailed medical imaging, the ability to control particle shapes could revolutionise product efficiency and performance."

Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.




"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.

"This includes LEDs, which convert electricity into light and are used in everything from light bulbs to TV screens as well as solar cells that convert light into electrical energy, powering devices using sunlight.

"Other devices that could be advanced by this discovery include photodetectors that sense light and convert it into an electrical signal, such as in cameras and sensors, plus laser diodes used in fibre-optic communication that convert electrical signals into light for data transmission."

The full study titled 'Deciphering surface ligand density of colloidal semiconductor nanocrystals: Shape matters' will be published in the Journal of the American Chemical Society.

From brighter TV screens to better medical diagnostics and more efficient solar panels, new Curtin-led research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.

Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.<



Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.

"From brighter LED lights and screens to more efficient solar panels and more detailed medical imaging, the ability to control particle shapes could revolutionise product efficiency and performance."

Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.

"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.

"This includes LEDs, which convert electricity into light and are used in everything from light bulbs to TV screens as well as solar cells that convert light into electrical energy, powering devices using sunlight.

"Other devices that could be advanced by this discovery include photodetectors that sense light and convert it into an electrical signal, such as in cameras and sensors, plus laser diodes used in fibre-optic communication that convert electrical signals into light for data transmission."

The full study titled 'Deciphering surface ligand density of colloidal semiconductor nanocrystals: Shape matters' will be published in the Journal of the American Chemical Society.

From brighter TV screens to better medical diagnostics and more efficient solar panels, new Curtin-led research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.

Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.

"From brighter LED lights and screens to more efficient solar panels and more detailed medical imaging, the ability to control particle shapes could revolutionise product efficiency and performance."

Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.

"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.

"This includes LEDs, which convert electricity into light and are used in everything from light bulbs to TV screens as well as solar cells that convert light into electrical energy, powering devices using sunlight.

"Other devices that could be advanced by this discovery include photodetectors that sense light and convert it into an electrical signal, such as in cameras and sensors, plus laser diodes used in fibre-optic communication that convert electrical signals into light for data transmission."
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Ancient 3D paper art, kirigami, could shape modern wireless technology | ScienceDaily
The future of wireless technology -- from charging devices to boosting communication signals -- relies on the antennas that transmit electromagnetic waves becoming increasingly versatile, durable and easy to manufacture. Researchers at Drexel University and the University of British Columbia believe kirigami, the ancient Japanese art of cutting and folding paper to create intricate three-dimensional designs, could provide a model for manufacturing the next generation of antennas.


						
Recently published in the journal Nature Communications, research from the Drexel-UBC team showed how kirigami -- a variation of origami -- can transform a single sheet of acetate coated with conductive MXene ink into a flexible 3D microwave antenna whose transmission frequency can be adjusted simply by pulling or squeezing to slightly shift its shape.

The proof of concept is significant, according to the researchers, because it represents a new way to quickly and cost-effectively manufacture an antenna by simply coating aqueous MXene ink onto a clear elastic polymer substrate material.

"For wireless technology to support advancements in fields like soft robotics and aerospace, antennas need to be designed for tunable performance and with ease of fabrication," said Yury Gogotsi, PhD, Distinguished University and Bach Professor in Drexel's College of Engineering, and a co-author of the research. "Kirigami is a natural model for a manufacturing process, due to the simplicity with which complex 3D forms can be created from a single 2D piece of material."

Standard microwave antennas can be reconfigured either electronically or by altering their physical shape. However, adding the necessary circuitry to control an antenna electronically can increase its complexity, making the antenna bulkier, more vulnerable to malfunction and more expensive to manufacture. By contrast, the process demonstrated in this joint work leverages physical shape change and can create antennas in a variety of intricate shapes and forms. These antennas are flexible, lightweight and durable, which are crucial factors for their survivability on movable robotics and aerospace components.

To create the test antennas, the researchers first coated a sheet of acetate with a special conductive ink, composed of a titanium carbide MXene, to create frequency-selective patterns. MXene ink is particularly useful in this application because its chemical composition allows it to adhere strongly to the substrate for a durable antenna and can be adjusted to reconfigure the transmission specifications of the antenna.

MXenes are a family of two-dimensional nanomaterials discovered by Drexel researchers in 2011 whose physical and electrochemical properties can be adjusted by slightly altering their chemical composition. MXenes have been widely used in the last decade for applications that require materials with precise physiochemical behavior, such as electromagnetic shielding, biofiltration and energy storage. They have also been explored for telecommunications applications for many years due to their efficiency in transmitting radio waves and their ability to be adjusted to selectively block and allow transmission of electromagnetic waves.




Using kirigami techniques, originally developed in Japan the 4th and 5th centuries A.D., the researchers made a series of parallel cuts in the MXene-coated surface. Pulling at the edges of the sheet triggered an array of square-shaped resonator antennas to spring from its two-dimensional surface. Varying the tension caused the angle of the array to shift -- a capability that could be deployed to quickly adjust the communications configuration of the antennas.

The researchers assembled two kirigami antenna arrays for testing. They also created a prototype of a co-planar resonator -- a component used in sensors that naturally produces waves of a certain frequency -- to showcase the versatility of the approach. In addition to communication applications, resonators and reconfigurable antennas could also be used for strain-sensing, according to the team.

"Frequency selective surfaces, like these antennas, are periodic structures that selectively transmit, reflect, or absorb electromagnetic waves at specific frequencies," said Mohammad Zarifi, principal research chair, an associate professor at UBC, who helped lead the research. "They have active and/or passive structures and are commonly used in applications such as antennas, radomes, and reflectors to control wave propagation direction in wireless communication at 5G and beyond platforms."

The kirigami antennas proved effective at transmitting signals in three commonly used microwave frequency bands: 2-4 GHz, 4-8 GHz and 8-12 GHz. Additionally, the team found that shifting the geometry and direction of the substrate could redirect the waves from each resonator.

The frequency produced by the resonator shifted by 400 MHz as its shape was deformed under strain conditions -- demonstrating that it could perform effectively as a strain sensor for monitoring the condition of infrastructure and buildings.

According to the team, these findings are the first step toward integrating the components on relevant structures and wireless devices. With kirigami's myriad forms as their inspiration, the team will now seek to optimize the performance of the antennas by exploring new shapes, substrates and movements.

"Our goal here was to simultaneously improve the adjustability of antenna performance as well as create a simple manufacturing process for new microwave components by incorporating a versatile MXene nanomaterial with kirigami-inspired designs," said Omid Niksan, PhD, from University of British Columbia, who was an author of the paper. "The next phase of this research will explore new materials and geometries for the antennas."
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Liftoff! NASA's Europa Clipper sails toward ocean moon of Jupiter | ScienceDaily
NASA's Europa Clipper has embarked on its long voyage to Jupiter, where it will investigate Europa, a moon with an enormous subsurface ocean that may have conditions to support life. The spacecraft launched at 12:06 p.m. EDT Monday aboard a SpaceX Falcon Heavy rocket from Launch Pad 39A at NASA's Kennedy Space Center in Florida.


						
The largest spacecraft NASA ever built for a mission headed to another planet, Europa Clipper also is the first NASA mission dedicated to studying an ocean world beyond Earth. The spacecraft will travel 1.8 billion miles (2.9 billion kilometers) on a trajectory that will leverage the power of gravity assists, first to Mars in four months and then back to Earth for another gravity assist flyby in 2026. After it begins orbiting Jupiter in April 2030, the spacecraft will fly past Europa 49 times.

"Congratulations to our Europa Clipper team for beginning the first journey to an ocean world beyond Earth," said NASA Administrator Bill Nelson. "NASA leads the world in exploration and discovery, and the Europa Clipper mission is no different. By exploring the unknown, Europa Clipper will help us better understand whether there is the potential for life not just within our solar system, but among the billions of moons and planets beyond our Sun."

Approximately five minutes after liftoff, the rocket's second stage fired up and the payload fairing, or the rocket's nose cone, opened to reveal Europa Clipper. About an hour after launch, the spacecraft separated from the rocket. Ground controllers received a signal soon after, and two-way communication was established at 1:13 p.m. with NASA's Deep Space Network facility in Canberra, Australia. Mission teams celebrated as initial telemetry reports showed Europa Clipper is in good health and operating as expected.

"We could not be more excited for the incredible and unprecedented science NASA's Europa Clipper mission will deliver in the generations to come," said Nicky Fox, associate administrator, Science Mission Directorate at NASA Headquarters in Washington. "Everything in NASA science is interconnected, and Europa Clipper's scientific discoveries will build upon the legacy that our other missions exploring Jupiter -- including Juno, Galileo, and Voyager -- created in our search for habitable worlds beyond our home planet."

The main goal of the mission is to determine whether Europa has conditions that could support life. Europa is about the size of our own Moon, but its interior is different. Information from NASA's Galileo mission in the 1990s showed strong evidence that under Europa's ice lies an enormous, salty ocean with more water than all of Earth's oceans combined. Scientists also have found evidence that Europa may host organic compounds and energy sources under its surface.

If the mission determines Europa is habitable, it may mean there are more habitable worlds in our solar system and beyond than imagined.




"We're ecstatic to send Europa Clipper on its way to explore a potentially habitable ocean world, thanks to our colleagues and partners who've worked so hard to get us to this day," said Laurie Leshin, director, NASA's Jet Propulsion Laboratory in Southern California. "Europa Clipper will undoubtedly deliver mind-blowing science. While always bittersweet to send something we've labored over for years off on its long journey, we know this remarkable team and spacecraft will expand our knowledge of our solar system and inspire future exploration."

In 2031, the spacecraft will begin conducting its science-dedicated flybys of Europa. Coming as close as 16 miles (25 kilometers) to the surface, Europa Clipper is equipped with nine science instruments and a gravity experiment, including an ice-penetrating radar, cameras, and a thermal instrument to look for areas of warmer ice and any recent eruptions of water. As the most sophisticated suite of science instruments NASA has ever sent to Jupiter, they will work in concert to learn more about the moon's icy shell, thin atmosphere, and deep interior.

To power those instruments in the faint sunlight that reaches Jupiter, Europa Clipper also carries the largest solar arrays NASA has ever used for an interplanetary mission. With arrays extended, the spacecraft spans 100 feet (30.5 meters) from end to end. With propellant loaded, it weighs about 13,000 pounds (5,900 kilograms).

In all, more than 4,000 people have contributed to Europa Clipper mission since it was formally approved in 2015.

"As Europa Clipper embarks on its journey, I'll be thinking about the countless hours of dedication, innovation, and teamwork that made this moment possible," said Jordan Evans, project manager, NASA JPL. "This launch isn't just the next chapter in our exploration of the solar system; it's a leap toward uncovering the mysteries of another ocean world, driven by our shared curiosity and continued search to answer the question, 'are we alone?'"

More About Europa Clipper

Europa Clipper's three main science objectives are to determine the thickness of the moon's icy shell and its interactions with the ocean below, to investigate its composition, and to characterize its geology. The mission's detailed exploration of Europa will help scientists better understand the astrobiological potential for habitable worlds beyond our planet.




Managed by Caltech in Pasadena, California, NASA JPL leads the development of the Europa Clipper mission in partnership with the Johns Hopkins Applied Physics Laboratory (APL) in Laurel, Maryland, for NASA's Science Mission Directorate in Washington. The main spacecraft body was designed by APL in collaboration with NASA JPL and NASA's Goddard Space Flight Center in Greenbelt, Maryland, NASA's Marshall Space Flight Center in Huntsville, Alabama, and NASA's Langley Research Center in Hampton, Virginia. The Planetary Missions Program Office at Marshall executes program management of the Europa Clipper mission.

NASA's Launch Services Program, based at NASA Kennedy, managed the launch service for the Europa Clipper spacecraft.

Find more information about NASA's Europa Clipper mission here:

https://science.nasa.gov/mission/europa-clipper/
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New 3D printing technique creates unique objects quickly and with less waste | ScienceDaily
Multimaterial 3D printing enables makers to fabricate customized devices with multiple colors and varied textures. But the process can be time-consuming and wasteful because existing 3D printers must switch between multiple nozzles, often discarding one material before they can start depositing another.


						
Researchers from MIT and Delft University of Technology have now introduced a more efficient, less wasteful, and higher-precision technique that leverages heat-responsive materials to print objects that have multiple colors, shades, and textures in one step.

Their method, called speed-modulated ironing, utilizes a dual-nozzle 3D printer. The first nozzle deposits a heat-responsive filament and the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat.

By controlling the speed of the second nozzle, the researchers can heat the material to specific temperatures, finely tuning the color, shade, and roughness of the heat-responsive filaments. Importantly, this method does not require any hardware modifications.

The researchers developed a model that predicts the amount of heat the "ironing" nozzle will transfer to the material based on its speed. They used this model as the foundation for a user interface that automatically generates printing instructions which achieve color, shade, and texture specifications.

One could use speed-modulated ironing to create artistic effects by varying the color on a printed object. The technique could also produce textured handles that would be easier to grasp for individuals with weakness in their hands.

"Today, we have desktop printers that use a smart combination of a few inks to generate a range of shades and textures. We want to be able to do the same thing with a 3D printer -- use a limited set of materials to create a much more diverse set of characteristics for 3D-printed objects," says Mustafa Doga Dogan PhD '24, co-author of a paper on speed-modulated ironing.




This project is a collaboration between the research groups of Zjenja Doubrovski, assistant professor at TU Delft, and Stefanie Mueller, the TIBCO Career Development Professor in the Department of Electrical Engineering and Computer Science (EECS) at MIT and a member of the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL). Dogan worked closely with lead author Mehmet Ozdemir of TU Delft; Marwa AlAlawi, a mechanical engineering graduate student at MIT; and Jose Martinez Castro of TU Delft. The research will be presented at the ACM Symposium on User Interface Software and Technology.

Modulating speed to control temperature

The researchers launched the project to explore better ways to achieve multiproperty 3D printing with a single material. The use of heat-responsive filaments was promising, but most existing methods use a single nozzle to do printing and heating. The printer always needs to first heat the nozzle to the desired target temperature before depositing the material.

However, heating and cooling the nozzle takes a long time, and there is a danger that the filament in the nozzle might degrade as it reaches higher temperatures.

To prevent these problems, the team developed an ironing technique where material is printed using one nozzle, then activated by a second, empty nozzle which only reheats it. Instead of adjusting the temperature to trigger the material response, the researchers keep the temperature of the second nozzle constant and vary the speed at which it moves over the printed material, slightly touching the top of the layer.

In speed-modulated ironing, the first nozzle of a dual-nozzle 3D printer deposits a heat-responsive filament and then the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat. "As we modulate the speed, that allows the printed layer we are ironing to reach different temperatures. It is similar to what happens if you move your finger over a flame. If you move it quickly, you might not be burned, but if you drag it across the flame slowly, your finger will reach a higher temperature," AlAlawi says.




The MIT team collaborated with the TU Delft researchers to develop the theoretical model that predicts how fast the second nozzle must move to heat the material to a specific temperature.

The model correlates a material's output temperature with its heat-responsive properties to determine the exact nozzle speed which will achieve certain colors, shades, or textures in the printed object.

"There are a lot of inputs that can affect the results we get. We are modeling something that is very complicated, but we also want to make sure the results are fine-grained," AlAlawi says.

The team dug into scientific literature to determine proper heat transfer coefficients for a set of unique materials, which they built into their model. They also had to contend with an array of unpredictable variables, such as heat that may be dissipated by fans and the air temperature in the room where the object is being printed.

They incorporated the model into a user-friendly interface that simplifies the scientific process, automatically translating the pixels in a maker's 3D model into a set of machine instructions that control the speed at which the object is printed and ironed by the dual nozzles.

Faster, finer fabrication

They tested their approach with three heat-responsive filaments. The first, a foaming polymer with particles that expand as they are heated, yields different shades, translucencies, and textures. They also experimented with a filament filled with wood fibers and one with cork fibers, both of which can be charred to produce increasingly darker shades.

The researchers demonstrated how their method could produce objects like water bottles that are partially translucent. To make the water bottles, they ironed the foaming polymer at low speeds to create opaque regions and higher speeds to create translucent ones. They also utilized the foaming polymer to fabricate a bike handle with varied roughness to improve a rider's grip.

Trying to produce similar objects using traditional multimaterial 3D printing took far more time, sometimes adding hours to the printing process, and consumed more energy and material. In addition, speed-modulated ironing could produce fine-grained shade and texture gradients that other methods could not achieve.

In the future, the researchers want to experiment with other thermally responsive materials, such as plastics. They also hope to explore the use of speed-modulated ironing to modify the mechanical and acoustic properties of certain materials.
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NASA's Hubble, New Horizons team up for a simultaneous look at Uranus | ScienceDaily
NASA's Hubble Space Telescope and New Horizons spacecraft simultaneously set their sights on Uranus recently, allowing scientists to make a direct comparison of the planet from two very different viewpoints. The results inform future plans to study like types of planets around other stars.


						
Astronomers used Uranus as a proxy for similar planets beyond our solar system, known as exoplanets, comparing high-resolution images from Hubble to the more-distant view from New Horizons. This combined perspective will help scientists learn more about what to expect while imaging planets around other stars with future telescopes.

"While we expected Uranus to appear differently in each filter of the observations, we found that Uranus was actually dimmer than predicted in the New Horizons data taken from a different viewpoint," said lead author Samantha Hasler of the Massachusetts Institute of Technology in Cambridge and New Horizons science team collaborator.

Direct imaging of exoplanets is a key technique for learning about their potential habitability, and offers new clues to the origin and formation of our own solar system. Astronomers use both direct imaging and spectroscopy to collect light from the observed planet and compare its brightness at different wavelengths. However, imaging exoplanets is a notoriously difficult process because they're so far away. Their images are mere pinpoints and so are not as detailed as the close-up views that we have of worlds orbiting our Sun. Researchers can also only directly image exoplanets at "partial phases," when only a portion of the planet is illuminated by their star as seen from Earth.

Uranus was an ideal target as a test for understanding future distant observations of exoplanets by other telescopes for a few reasons. First, many known exoplanets are also gas giants similar in nature. Also, at the time of the observations, New Horizons was on the far side of Uranus, 6.5 billion miles away, allowing its twilight crescent to be studied -- something that cannot be done from Earth. At that distance, the New Horizons view of the planet was just several pixels in its color camera, called the Multispectral Visible Imaging Camera.

On the other hand, Hubble, with its high resolution, and in its low-Earth orbit 1.7 billion miles away from Uranus, was able to see atmospheric features such as clouds and storms on the day side of the gaseous world.

"Uranus appears as just a small dot on the New Horizons observations, similar to the dots seen of directly-imaged exoplanets from observatories like Webb or ground-based observatories," added Hasler. "Hubble provides context for what the atmosphere is doing when it was observed with New Horizons."

The gas giant planets in our solar system have dynamic and variable atmospheres with changing cloud cover. How common is this among exoplanets? By knowing the details of what the clouds on Uranus looked like from Hubble, researchers are able to verify what is interpreted from the New Horizons data. In the case of Uranus, both Hubble and New Horizons saw that the brightness did not vary as the planet rotated, which indicates that the cloud features were not changing with the planet's rotation.




However, the importance of the detection by New Horizons has to do with how the planet reflects light at a different phase than what Hubble, or other observatories on or near Earth, can see. New Horizons showed that exoplanets may be dimmer than predicted at partial and high phase angles, and that the atmosphere reflects light differently at partial phase.

NASA has two major upcoming observatories in the works to advance studies of exoplanet atmospheres and potential habitability.

"These landmark New Horizons studies of Uranus from a vantage point unobservable by any other means add to the mission's treasure trove of new scientific knowledge, and have, like many other datasets obtained in the mission, yielded surprising new insights into the worlds of our solar system," added New Horizons principal investigator Alan Stern of the Southwest Research Institute.

NASA's upcoming Nancy Grace Roman Space Telescope, set to launch by 2027, will use a coronagraph to block out a star's light to directly see gas giant exoplanets. NASA's Habitable Worlds Observatory, in an early planning phase, will be the first telescope designed specifically to search for atmospheric biosignatures on Earth-sized, rocky planets orbiting other stars.

"Studying how known benchmarks like Uranus appear in distant imaging can help us have more robust expectations when preparing for these future missions," concluded Hasler. "And that will be critical to our success."

Launched in January 2006, New Horizons made the historic flyby of Pluto and its moons in July 2015, before giving humankind its first close-up look at one of these planetary building block and Kuiper Belt object, Arrokoth, in January 2019. New Horizons is now in its second extended mission, studying distant Kuiper Belt objects, characterizing the outer heliosphere of the Sun, and making important astrophysical observations from its unmatched vantage point in distant regions of the solar system.




The Uranus results are being presented this week at the 56th annual meeting of the American Astronomical Society Division for Planetary Sciences, in Boise, Idaho.

The Hubble Space Telescope has been operating for over three decades and continues to make ground-breaking discoveries that shape our fundamental understanding of the universe. Hubble is a project of international cooperation between NASA and ESA (European Space Agency). NASA's Goddard Space Flight Center in Greenbelt, Maryland, manages the telescope and mission operations. Lockheed Martin Space, based in Denver, Colorado, also supports mission operations at Goddard. The Space Telescope Science Institute in Baltimore, Maryland, which is operated by the Association of Universities for Research in Astronomy, conducts Hubble science operations for NASA.

The Johns Hopkins Applied Physics Laboratory (APL) in Laurel, Maryland, built and operates the New Horizons spacecraft and manages the mission for NASA's Science Mission Directorate. Southwest Research Institute, based in San Antonio and Boulder, Colorado, directs the mission via Principal Investigator Alan Stern and leads the science team, payload operations and encounter science planning. New Horizons is part of NASA's New Frontiers program, managed by NASA's Marshall Space Flight Center in Huntsville, Alabama.
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How did the building blocks of life arrive on Earth? | ScienceDaily
Researchers have used the chemical fingerprints of zinc contained in meteorites to determine the origin of volatile elements on Earth. The results suggest that without 'unmelted' asteroids, there may not have been enough of these compounds on Earth for life to emerge.


						
Volatiles are elements or compounds that change into vapour at relatively low temperatures. They include the six most common elements found in living organisms, as well as water. The zinc found in meteorites has a unique composition, which can be used to identify the sources of Earth's volatiles.

The researchers, from the University of Cambridge and Imperial College London, have previously found that Earth's zinc came from different parts of our Solar System: about half came from beyond Jupiter and half originated closer to Earth.

"One of the most fundamental questions on the origin of life is where the materials we need for life to evolve came from," said Dr Rayssa Martins from Cambridge's Department of Earth Sciences. "If we can understand how these materials came to be on Earth, it might give us clues to how life originated here, and how it might emerge elsewhere."

Planetesimals are the main building blocks of rocky planets, such as Earth. These small bodies are formed through a process called accretion, where particles around a young star start to stick together, and form progressively larger bodies.

But not all planetesimals are made equal. The earliest planetesimals that formed in the Solar System were exposed to high levels of radioactivity, which caused them to melt and lose their volatiles. But some planetesimals formed after these sources of radioactivity were mostly extinct, which helped them survive the melting process and preserved more of their volatiles.

In a study published in the journal Science Advances, Martins and her colleagues looked at the different forms of zinc that arrived on Earth from these planetesimals. The researchers measured the zinc from a large sample of meteorites originating from different planetesimals and used this data to model how Earth got its zinc, by tracing the entire period of the Earth's accretion, which took tens of millions of years.




Their results show that while these 'melted' planetesimals contributed about 70% of Earth's overall mass, they only provided around 10% of its zinc.

According to the model, the rest of Earth's zinc came from materials that didn't melt and lose their volatile elements. Their findings suggest that unmelted, or 'primitive' materials were an essential source of volatiles for Earth.

"We know that the distance between a planet and its star is a determining a factor in establishing the necessary conditions for that planet to sustain liquid water on its surface," said Martins, the study's lead author. "But our results show that there's no guarantee that planets incorporate the right materials to have enough water and other volatiles in the first place -- regardless of their physical state."

The ability to trace elements through millions or even billions of years of evolution could be a vital tool in the search for life elsewhere, such as on Mars, or on planets outside our Solar System.

"Similar conditions and processes are also likely in other young planetary systems," said Martins. "The roles these different materials play in supplying volatiles is something we should keep in mind when looking for habitable planets elsewhere."

The research was supported in part by Imperial College London, the European Research Council, and UK Research and Innovation (UKRI).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241011141553.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Illuminating quantum magnets: Light unveils magnetic domains | ScienceDaily
When something draws us in like a magnet, we take a closer look. When magnets draw in physicists, they take a quantum look.


						
Scientists from Osaka Metropolitan University and the University of Tokyo have successfully used light to visualize tiny magnetic regions, known as magnetic domains, in a specialized quantum material. Moreover, they successfully manipulated these regions by the application of an electric field. Their findings offer new insights into the complex behavior of magnetic materials at the quantum level, paving the way for future technological advances.

Most of us are familiar with magnets that stick to metal surfaces. But what about those that do not? Among these are antiferromagnets, which have become a major focus of technology developers worldwide.

Antiferromagnets are magnetic materials in which magnetic forces, or spins, point in opposite directions, canceling each other out and resulting in no net magnetic field. Consequently, these materials neither have distinct north and south poles nor behave like traditional ferromagnets.

Antiferromagnets, especially those with quasi-one-dimensional quantum properties -- meaning their magnetic characteristics are mainly confined to one-dimensional chains of atoms -- are considered potential candidates for next-generation electronics and memory devices. However, the distinctiveness of antiferromagnetic materials does not lie only in their lack of attraction to metallic surfaces, and studying these promising yet challenging materials is not an easy task.

"Observing magnetic domains in quasi-one-dimensional quantum antiferromagnetic materials has been difficult due to their low magnetic transition temperatures and small magnetic moments," said Kenta Kimura, an associate professor at Osaka Metropolitan University and lead author of the study.

Magnetic domains are small regions within magnetic materials where the spins of atoms align in the same direction. The boundaries between these domains are called domain walls.




Since traditional observation methods proved ineffective, the research team took a creative look at the quasi-one-dimensional quantum antiferromagnet BaCu2Si2O7. They took advantage of nonreciprocal directional dichroism -- a phenomenon where the light absorption of a material changes upon the reversal of the direction of light or its magnetic moments. This allowed them to visualize magnetic domains within BaCu2Si2O7, revealing that opposite domains coexist within a single crystal, and that their domain walls primarily aligned along specific atomic chains, or spin chains.

"Seeing is believing and understanding starts with direct observation," Kimura said. "I'm thrilled we could visualize the magnetic domains of these quantum antiferromagnets using a simple optical microscope."

The team also demonstrated that these domain walls can be moved using an electric field, thanks to a phenomenon called magnetoelectric coupling, where magnetic and electric properties are interconnected. Even when moving, the domain walls maintained their original direction.

"This optical microscopy method is straightforward and fast, potentially allowing real-time visualization of moving domain walls in the future," Kimura said.

This study marks a significant step forward in understanding and manipulating quantum materials, opening up new possibilities for technological applications and exploring new frontiers in physics that could lead to the development of future quantum devices and materials.

"Applying this observation method to various quasi-one-dimensional quantum antiferromagnets could provide new insights into how quantum fluctuations affect the formation and movement of magnetic domains, aiding in the design of next-generation electronics using antiferromagnetic materials," Kimura said.
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New paradigm of drug discovery with world's first atomic editing? | ScienceDaily
In pioneering drug development, the new technology that enables the easy and rapid editing of key atoms responsible for drug efficacy has been regarded as a fundamental and "dream" technology, revolutionizing the process of discovering potential drug candidates. KAIST researchers have become the first in the world to successfully develop single-atom editing technology that maximizes drug efficacy.


						
On October 8th, KAIST (represented by President Kwang-Hyung Lee) announced that Professor Yoonsu Park's research team from the Department of Chemistry successfully developed technology that enables the easy editing and correction of oxygen atoms in furan compounds into nitrogen atoms, directly converting them into pyrrole frameworks, which are widely used in pharmaceuticals.

This research was published in the scientific journal Science on October 3rd under the title "Photocatalytic Furan-to-Pyrrole Conversion."

Many drugs have complex chemical structures, but their efficacy is often determined by a single critical atom. Atoms like oxygen and nitrogen play a central role in enhancing the pharmacological effects of these drugs, particularly against viruses.

This phenomenon, where the introduction of specific atoms into a drug molecule dramatically affects its efficacy, is known as the "Single Atom Effect." In leading-edge drug development, discovering atoms that maximize drug efficacy is key.

However, evaluating the Single Atom Effect has traditionally required multi-step, costly synthesis processes, as it has been difficult to selectively edit single atoms within stable ring structures containing oxygen or nitrogen.

Professor Park's team overcame this challenge by introducing a photocatalyst that uses light energy. They developed a photocatalyst that acts as a "molecular scissor," freely cutting and attaching five-membered rings, enabling single-atom editing at room temperature and atmospheric pressure -- a world first.




The team discovered a new reaction mechanism in which the excited molecular scissor removes oxygen from furan via single-electron oxidation and then sequentially adds a nitrogen atom.

Donghyeon Kim and Jaehyun You, the study's first authors and candidates in KAIST's integrated master's and doctoral program in the Department of Chemistry, explained that this technique offers high versatility by utilizing light energy to replace harsh conditions. They further noted that the technology enables selective editing, even when applied to complex natural products or pharmaceuticals. Professor Yoonsu Park, who led the research, remarked, "This breakthrough, which allows for the selective editing of five-membered organic ring structures, will open new doors for building libraries of drug candidates, a key challenge in pharmaceuticals. I hope this foundational technology will be used to revolutionize the drug development process."

The significance of this research was highlighted in the Perspective section of Science, a feature where a peer scientist of prominence outside of the project group provides commentary on an impactful research.

This research was supported by the National Research Foundation of Korea's Creative Research Program, the Cross-Generation Collaborative Lab Project at KAIST, and the POSCO Science Fellowship of the POSCO TJ Park Foundation.
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Simulated mission to Mars: Survey of lichen species | ScienceDaily
Once you know where to look for them, lichens are everywhere! These composite organisms -- fungal and photosynthetic partners joined into a greater whole, can survive on a vast array of surfaces, from rocks and trees to bare ground and buildings. They are known from every continent, and almost certainly every land mass on planet Earth; some species have even survived exposure to the exterior of the International Space Station. This hardy nature has long interested researchers studying what life could survive on Mars, and the astrobiologists studying life on Earth as an analog of our planetary neighbour. In the deserts surrounding two Mars analog stations in North America, lichens comprise such an important part of the local ecosystems that they inspired a biodiversity assessment with a unique twist: this collections-based inventory took place during a simulated mission to Mars!


						
The Mars Desert Research Station in Utah, USA (on Ute and Paiute Territory), and the Flashline Mars Arctic Research Station in Nunavut, Canada (in Inuit Nunangat, the Inuit Homeland) are simulated Martian habitats operated by The Mars Society, where crews participate in dress rehearsals for crewed Martian exploration. While learning what it would take to live and work on our planetary neighbour, these "Martians" frequently study the deserts at both sites, often exploring techniques for documenting microbial life and their biosignatures as a prelude to deploying these tools and methods off world. These studies are enhanced by a comprehensive understanding of the ecosystems being studied, even if they are full of Earthbound life. During the Mars 160 -- a set of twin missions to both Utah and Nunavut in 2016 and 2017 -- our team undertook a floristic survey of the lichen biodiversity present at each site.

During simulated extra-vehicular activities, Mars 160 mission specialists wearing simulated spacesuits scouted out various habitats at both stations, seeking out lichen species growing in various microhabitats. Collecting over 150 specimens, these samples were "returned to Earth," and identified at the National Herbarium of Canada at the Canadian Museum of Nature. Through morphological examination, investigations of internal anatomy and chemistry, and DNA barcoding, "Mission Support" identified 35 lichen species from the Mars Desert Research Station, and 13 species from the Flashline Mars Arctic Research Station.

These species, along with photographs and a synopsis of their identifying characteristics, are summarized in a new paper out now in the open-access journal Check List. This new annotated checklist should prove useful to future crews working at both analog research stations, while also helping Earthly lichenologists better understand the distribution of these fascinating organisms, including new records of rarely reported or newly described species from some of Earth's most interesting, and otherworldly habitats.
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'Inside-out' galaxy growth observed in the early universe | ScienceDaily
Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.


						
This galaxy is one hundred times smaller than the Milky Way, but is surprisingly mature for so early in the universe. Like a large city, this galaxy has a dense collection of stars at its core but becomes less dense in the galactic 'suburbs'. And like a large city, this galaxy is starting to sprawl, with star formation accelerating in the outskirts.

This is the earliest-ever detection of inside-out galactic growth. Until Webb, it had not been possible to study galaxy growth so early in the universe's history. Although the images obtained with Webb represent a snapshot in time, the researchers, led by the University of Cambridge, say that studying similar galaxies could help us understand how they transform from clouds of gas into the complex structures we observe today. The results are reported in the journal Nature Astronomy.

"The question of how galaxies evolve over cosmic time is an important one in astrophysics," said co-lead author Dr Sandro Tacchella from Cambridge's Cavendish Laboratory. "We've had lots of excellent data for the last ten million years and for galaxies in our corner of the universe, but now with Webb, we can get observational data from billions of years back in time, probing the first billion years of cosmic history, which opens up all kinds of new questions."

The galaxies we observe today grow via two main mechanisms: either they pull in, or accrete, gas to form new stars, or they grow by merging with smaller galaxies. Whether different mechanisms were at work in the early universe is an open question which astronomers are hoping to address with Webb.

"You expect galaxies to start small as gas clouds collapse under their own gravity, forming very dense cores of stars and possibly black holes," said Tacchella. "As the galaxy grows and star formation increases, it's sort of like a spinning figure skater: as the skater pulls in their arms, they gather momentum, and they spin faster and faster. Galaxies are somewhat similar, with gas accreting later from larger and larger distances spinning the galaxy up, which is why they often form spiral or disc shapes."

This galaxy, observed as part of the JADES (JWST Advanced Extragalactic Survey) collaboration, is actively forming stars in the early universe. It has a highly dense core, which despite its relatively young age, is of a similar density to present-day massive elliptical galaxies, which have 1000 times more stars. Most of the star formation is happening further away from the core, with a star-forming 'clump' even further out.




The star formation activity is strongly rising toward the outskirts, as the star formation spreads out and the galaxy grows in size. This type of growth had been predicted with theoretical models, but with Webb, it is now possible to observe it.

"One of the many reasons that Webb is so transformational to us as astronomers is that we're now able to observe what had previously been predicted through modelling," said co-author William Baker, a PhD student at the Cavendish. "It's like being able to check your homework."

Using Webb, the researchers extracted information from the light emitted by the galaxy at different wavelengths, which they then used to estimate the number of younger stars versus older stars, which is converted into an estimate of the stellar mass and star formation rate.

Because the galaxy is so compact, the individual images of the galaxy were 'forward modelled' to take into account instrumental effects. By using stellar population modelling that includes prescriptions for gas emission and dust absorption, the researchers found older stars in the core, while the surrounding disc component is undergoing very active star formation. This galaxy doubles its stellar mass in the outskirts roughly every 10 million years, which is very rapid: the Milky Way galaxy doubles its mass only every 10 billion years.

The density of the galactic core, as well as the high star formation rate, suggest that this young galaxy is rich with the gas it needs to form new stars, which may reflect different conditions in the early universe.

"Of course, this is only one galaxy, so we need to know what other galaxies at the time were doing," said Tacchella. "Were all galaxies like this one? We're now analysing similar data from other galaxies. By looking at different galaxies across cosmic time, we may be able to reconstruct the growth cycle and demonstrate how galaxies grow to their eventual size today."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241011141247.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A new method makes high-resolution imaging more accessible | ScienceDaily
A classical way to image nanoscale structures in cells is with high-powered, expensive super-resolution microscopes. As an alternative, MIT researchers have developed a way to expand tissue before imaging it -- a technique that allows them to achieve nanoscale resolution with a conventional light microscope.


						
In the newest version of this technique, the researchers have made it possible to expand tissue 20-fold in a single step. This simple, inexpensive method could pave the way for nearly any biology lab to perform nanoscale imaging.

"This democratizes imaging," says Laura Kiessling, the Novartis Professor of Chemistry at MIT and a member of the Broad Institute of MIT and Harvard and MIT's Koch Institute for Integrative Cancer Research. "Without this method, if you want to see things with a high resolution, you have to use very expensive microscopes. What this new technique allows you to do is see things that you couldn't normally see with standard microscopes. It drives down the cost of imaging because you can see nanoscale things without the need for a specialized facility."

At the resolution achieved by this technique, which is around 20 nanometers, scientists can see organelles inside cells, as well as clusters of proteins.

"Twenty-fold expansion gets you into the realm that biological molecules operate in. The building blocks of life are nanoscale things: biomolecules, genes, and gene products," says Edward Boyden, the Y. Eva Tan Professor in Neurotechnology at MIT; a professor of biological engineering, media arts and sciences, and brain and cognitive sciences; a Howard Hughes Medical Institute investigator; and a member of MIT's McGovern Institute for Brain Research and Koch Institute for Integrative Cancer Research.

Boyden and Kiessling are the senior authors of the new study, which will appear in Nature Methods. MIT graduate student Shiwei Wang and Tay Won Shin PhD '23 are the lead authors of the paper.

A single expansion 

Boyden's lab invented expansion microscopy in 2015. The technique requires embedding tissue into an absorbent polymer and breaking apart the proteins that normally hold tissue together. When water is added, the gel swells and pulls biomolecules apart from each other.




The original version of this technique, which expanded tissue about fourfold, allowed researchers to obtain images with a resolution of around 70 nanometers. In 2017, Boyden's lab modified the process to include a second expansion step, achieving an overall 20-fold expansion. This enables even higher resolution, but the process is more complicated.

"We've developed several 20-fold expansion technologies in the past, but they require multiple expansion steps," Boyden says. "If you could do that amount of expansion in a single step, that could simplify things quite a bit."

With 20-fold expansion, researchers can get down to a resolution of about 20 nanometers, using a conventional light microscope. This allows them see cell structures like microtubules and mitochondria, as well as clusters of proteins.

In the new study, the researchers set out to perform 20-fold expansion with only a single step. This meant that they had to find a gel that was both extremely absorbent and mechanically stable, so that it wouldn't fall apart when expanded 20-fold.

To achieve that, they used a gel assembled from N,N-dimethylacrylamide (DMAA) and sodium acrylate. Unlike previous expansion gels that rely on adding another molecule to form crosslinks between the polymer strands, this gel forms crosslinks spontaneously and exhibits strong mechanical properties. Such gel components previously had been used in expansion microscopy protocols, but the resulting gels could expand only about tenfold. The MIT team optimized the gel and the polymerization process to make the gel more robust, and to allow for 20-fold expansion.

To further stabilize the gel and enhance its reproducibility, the researchers removed oxygen from the polymer solution prior to gelation, which prevents side reactions that interfere with crosslinking. This step requires running nitrogen gas through the polymer solution, which replaces most of the oxygen in the system.




Once the gel is formed, select bonds in the proteins that hold the tissue together are broken and water is added to make the gel expand. After the expansion is performed, target proteins in tissue can be labeled and imaged.

"This approach may require more sample preparation compared to other super-resolution techniques, but it's much simpler when it comes to the actual imaging process, especially for 3D imaging," Shin says. "We document the step-by-step protocol in the manuscript so that readers can go through it easily."

Imaging tiny structures

Using this technique, the researchers were able to image many tiny structures within brain cells, including structures called synaptic nanocolumns. These are clusters of proteins that are arranged in a specific way at neuronal synapses, allowing neurons to communicate with each other via secretion of neurotransmitters such as dopamine.

In studies of cancer cells, the researchers also imaged microtubules -- hollow tubes that help give cells their structure and play important roles in cell division. They were also able to see mitochondria (organelles that generate energy) and even the organization of individual nuclear pore complexes (clusters of proteins that control access to the cell nucleus).

Wang is now using this technique to image carbohydrates known as glycans, which are found on cell surfaces and help control cells' interactions with their environment. This method could also be used to image tumor cells, allowing scientists to glimpse how proteins are organized within those cells, much more easily than has previously been possible.

The researchers envision that any biology lab should be able to use this technique at a low cost since it relies on standard, off-the-shelf chemicals and common equipment such confocal microscopes and glove bags, which most labs already have or can easily access.

"Our hope is that with this new technology, any conventional biology lab can use this protocol with their existing microscopes, allowing them to approach resolution that can only be achieved with very specialized and costly state-of-the-art microscopes," Wang says.

The research was funded, in part, by the U.S. National Institutes of Health, an MIT Presidential Graduate Fellowship, U.S. National Science Foundation Graduate Research Fellowship grants, Open Philanthropy, Good Ventures, the Howard Hughes Medical Institute, Lisa Yang, Ashar Aziz, and the European Research Council.
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A methodology to read QR codes on uneven surfaces | ScienceDaily
Sometimes, we try to capture a QR code with a good digital camera on a smartphone, but the reading eventually fails. This usually happens when the QR code itself is of poor image quality, or if it has been printed on surfaces that are not flat -- deformed or with irregularities of unknown pattern -- such as the wrapping of a courier package or a tray of prepared food. Now, a team from the University of Barcelona and the Universitat Oberta de Catalunya has designed a methodology that facilitates the recognition of QR codes in these physical environments where reading is more complicated.


						
The new system does not depend absolutely on the underlying topography, and is applicable to QR codes that can be found on tubular surfaces (bottles), food trays, etc. It is the first technological proposal capable of combining a generalist methodology and two-dimensional barcodes to facilitate the recognition of digital information.

The study, published in the journal Pattern Recognition Letters, is first authored by Professor Ismael Benito, from the UB's Faculty of Physics and Department of Electronic and Biomedical Engineering, and the UOC's Department of Computer Science, Multimedia and Telecommunications Studies. Cristian Fabrega and Joan Daniel Prades, professors at the Faculty of Physics and the UB's Institute of Nanoscience and Nanotechnology (IN2UB), are co-authors of the research, as are experts Hanna Lizarzaburu-Aguilar and David Martinez Carpena, from the UB's Faculty of Mathematics and Computer Science. All the authors have participated in different positions in the creation of ColorSensing, SL, a UB spin-off company in the field of smart labelling.

Why are some QR codes difficult to read?

QR codes are a variation of the typical barcode, capable of collecting information in computer language -- in a two-dimensional matrix of black and white pixels -- when scanned with a scanning device. They facilitate access to data of interest, save time and resources such as paper, and have revolutionized the way users access information in the digital realm.

However, it is sometimes difficult to scan a barcode correctly. According to Benito, from the UB's Department of Electronic and Biomedical Engineering and former technology director of ColorSensing, this happens, "first of all, because of the quality of the image. Although many people today have access to good digital cameras, they cannot always capture the QR image well. Secondly, the print quality of the QR code and the colours used -- with good contrast -- is sometimes not satisfactory. Finally, if the printing surface is not flat enough and not parallel to the capture plane, it is also difficult to capture the information in the code."

"For example, all these factors come into play when we try to capture a Bicing QR with the mobile app: the surface is not flat -- it is a cylinder -- and if we try to capture the QR too close, the deformation of the surface becomes evident and the reading fails -- 5-10 centimetres; if we move too far away, the QR becomes too small and the capture is not good -- 1 metre; if we are in an intermediate range, the apparent distortion of the surface is reduced and the quality is suitable for capturing it -- 30-50 centimetres," explains Benito.




An algorithm that exploits properties of QR codes

The study, which is part of Ismael Benito's doctoral thesis at the UB, presents a new algorithm that takes advantage of the QR's own characteristics -- i.e. the code's internal patterns -- to extract the underlying surface on which the code is positioned.

The texture of this surface is recovered by a generalist adjustment based on mathematical functions known as splines, which allow the topography of the surface to be adjusted locally. Benito points out that "they are functions that adapt locally to the ups and downs of the surface, and form a technique that was originally widely used in fields such as geology or photographic editing to adjust or generate deformations in surfaces."

There are still many technological challenges to improve the whole process of QR code recognition. In the case of commercial applications activated by the user's code reader, the expert explains that "the main challenge is to be able to provide correct and reliable readings. We are also working hard to ensure that the codes cannot be attacked by modification techniques, for example, with a fake URL that can capture data with small modifications to the code. In the case of industry, where captures are done in controlled environments, the main challenge is to reduce the speed of capture," says the expert.

ColorSensing was created at the UB in 2020 by Professor Joan Daniel Prades, from the Faculty of Physics and the INN, and Maria Eugenia Martin, now CEO of this start-up company, and it won the Metropolitan Business Innovation Award 2023 for having developed smart labelling to reduce food waste. Likewise, in 2022 it received the UB's Senen Vilaro Award for the best innovative company, being distinguished at the Sustainability Awards 2022 in the smart and active packaging category. Another of the firm's scientific achievements is the patent granted in the United States and Europe, whose promoters are Ismael Benito (UB and UOC), Olga Casals (UB), Cristian Fabrega (UB), Joan Daniel Prades (UB and Technical University of Braunschweig, TUB) and Andreas Waag (TUB).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241011141147.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers find clues to the mysterious heating of the sun's atmosphere | ScienceDaily
There is a profound mystery in our sun. While the sun's surface temperature measures around 10,000 degrees Fahrenheit, its outer atmosphere, known as the solar corona, measures more like 2 million degrees Fahrenheit, about 200 times hotter. This increase in temperature away from the sun is perplexing and has been an unsolved mystery since 1939, when the high temperature of the corona was first identified. In the ensuing decades, scientists have tried to determine the mechanism that could cause this unexpected heating, but so far, they have not succeeded.


						
Now, a team led by Sayak Bose, a researcher at the U.S.Department of Energy's (DOE)Princeton Plasma Physics Laboratory (PPPL), has made a significant advancement in understanding the underlying heating mechanism. Their recent findings show that reflected plasma waves could drive the heating of coronal holes, which are low-density regions of the solar corona with open magnetic field lines extending into interplanetary space. These findings represent major progress toward solving one of the most mysterious quandaries about our closest star.

"Scientists knew that coronal holes have high temperatures, but the underlying mechanism responsible for the heating is not well understood," said Bose, the lead author of the paper reporting the results in The Astrophysical Journal. "Our findings reveal that plasma wave reflection can do the job. This is the first laboratory experiment demonstrating that Alfven waves reflect under conditions relevant to coronal holes."

First predicted by Swedish physicist and Nobel Prize winner Hannes Alfven, the waves that bear his name resemble the vibrations of plucked guitar strings, except that in this case, the plasma waves are caused by wiggling magnetic fields.

Bose and other members of the team used the 20-meter-long plasma column of the Large Plasma Device (LAPD) at the University of California-Los Angeles (UCLA) to excite Alfven waves under conditions that mimic those occurring around coronal holes. The experiment demonstrated that when Alfven waves encounter regions of varying plasma density and magnetic field intensity, as they do in the solar atmosphere around coronal holes, they can be reflected and travel backward toward their source. The collision of the outward-moving and reflected waves causes turbulence that, in turn, causes heating.

"Physicists have long hypothesized that Alfven wave reflection could help explain the heating of coronal holes, but it has been impossible to either verify in the laboratory or directly measure," said Jason TenBarge, a visiting research scholar at PPPL, who also contributed to the research. "This work provides the first experimental verification that Alfven wave reflection is not only possible, but also that the amount of reflected energy is sufficient to heat coronal holes."

Along with conducting the laboratory experiments, the team performed computer simulations of the experiments, which corroborated the reflection of Alfven waves under conditions similar to coronal holes. "We routinely conduct multiple verifications to ensure the accuracy of our observed results," said Bose, "and conducting simulations was one of those steps. The physics of Alfven wave reflection is very fascinating and complicated! It is amazing how profoundly basic physics laboratory experiments and simulations can significantly improve our understanding of natural systems like our sun."

Collaborators included scientists from Princeton University; the University of California-Los Angeles; and Columbia University. The research was funded by the DOE under contracts DE-AC0209CH11466, and DE-SC0021261, as well as the National Science Foundation (NSF) under grant number 2209471. The experiment was performed at the Basic Plasma Science Facility, which is a collaborative user facility that is part of the DOE Office of Science Fusion Energy Sciences program and is funded by DOE contract DE-FC02-07ER54918 and the NSF under contract NSF-PHY 1036140.
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Engineering perovskite materials at the atomic level paves way for new lasers, LEDs | ScienceDaily
Researchers have developed and demonstrated a technique that allows them to engineer a class of materials called layered hybrid perovskites (LHPs) down to the atomic level, which dictates precisely how the materials convert electrical charge into light. The technique opens the door to engineering materials tailored for use in next-generation printed LEDs and lasers -- and holds promise for engineering other materials for use in photovoltaic devices.


						
Perovskites, which are defined by their crystalline structure, have desirable optical, electronic and quantum properties. LHPs consist of incredibly thin sheets of perovskite semiconductor material that are separated from each other by thin organic "spacer" layers. LHPs can be laid down as thin films consisting of multiple sheets of perovskite and organic spacer layers. These materials are desirable because they can efficiently convert electrical charge into light, making them promising for use in next-generation LEDs, lasers and photonic integrated circuits.

However, while LHPs have been of interest to the research community for years, there was little understanding of how to engineer these materials in order to control their performance characteristics.

To understand what the researchers discovered, you have to start with quantum wells, which are sheets of semiconductor material sandwiched between spacer layers.

"We knew quantum wells were forming in LHPs -- they're the layers," says Aram Amassian, corresponding author of a paper on the work and a professor of materials science and engineering at North Carolina State University.

And understanding the size distribution of quantum wells is important because energy flows from high-energy structures to low-energy structures at the molecular level.

"A quantum well that is two atoms thick has higher energy than a quantum well that is five atoms thick," says Kenan Gundogdu, co-author of the paper and a professor of physics at NC State. "And in order to get energy to flow efficiently, you want to have quantum wells that are three and four atoms thick between the quantum wells that are two and five atoms thick. You basically want to have a gradual slope that the energy can cascade down."

"But people studying LHPs kept running into an anomaly: the size distribution of quantum wells in an LHP sample that could be detected via X-ray diffraction would be different than the size distribution of quantum wells that could be detected using optical spectroscopy," Amassian says.




"For example, diffraction might tell you that your quantum wells are two atoms thick, as well as there being a three-dimensional bulk crystal," Amassian says. "But spectroscopy might tell you that you have quantum wells that are two atoms, three atoms, and four atoms thick, as well as the 3D bulk phase.

"So, the first question we had was: why are we seeing this fundamental disconnect between X-ray diffraction and optical spectroscopy? And our second question was: how can we control the size and distribution of quantum wells in LHPs?"

Through a series of experiments the researchers discovered that there was a key player involved in answering both questions: nanoplatelets.

"Nanoplatelets are individual sheets of the perovskite material that form on the surface of the solution we use to create LHPs," Amassian says. "We found that these nanoplatelets essentially serve as templates for layered materials that form under them. So, if the nanoplatelet is two atoms thick, the LHP beneath it forms as a series of two-atom-thick quantum wells.

"However, the nanoplatelets themselves aren't stable, like the rest of the LHP material. Instead, the thickness of nanoplatelets keeps growing, adding new layers of atoms over time. So, when the nanoplatelet is three atoms thick, it forms three-atom quantum wells, and so on. And, eventually, the nanoplatelet grows so thick that it becomes a three-dimensional crystal."

This finding also resolved the longstanding anomaly about why X-ray diffraction and optical spectroscopy were providing different results. Diffraction detects the stacking of sheets and therefore does not detect nanoplatelets, whereas optical spectroscopy detects isolated sheets.




"What's exciting is that we found we can essentially stop the growth of nanoplatelets in a controlled way, essentially tuning the size and distribution of quantum wells in LHP films," Amassian says. "And by controlling the size and arrangement of the quantum wells, we can achieve excellent energy cascades -- which means the material is highly efficient and fast at funneling charges and energy for the purposes of laser and LED applications."

When the researchers found that nanoplatelets played such a critical role in the formation of perovskite layers in LHPs, they decided to see if nanoplatelets could be used to engineer the structure and properties of other perovskite materials -- such as the perovskites used to convert light into electricity in solar cells and other photovoltaic technologies.

"We found that the nanoplatelets play a similar role in other perovskite materials and can be used to engineer those materials to enhance the desired structure, improving their photovoltaic performance and stability," says Milad Abolhasani, co-author of the paper and ALCOA Professor of Chemical and Biomolecular Engineering at NC State.

The work was done with support from the National Science Foundation under grant 1936527; and from the Office of Naval Research under grant N00014-20-1-2573.
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Scientists cut harmful pollution from hydrogen engines | ScienceDaily
Hydrogen-burning internal combustion engines offer great promise in the fight against climate change because they are powerful without emitting any earth-warming carbon.


						
They can power heavy-duty trucks and buses and are suited for off-road and agricultural equipment and backup power generators, providing cleaner alternatives to diesel engines.

Yet they are not entirely clean. They emit nitrogen oxides during the high-temperature combustion process. Nitrogen oxides react with other compounds in the atmosphere to form harmful ozone and fine particulate matter, which aggravate our lungs and lead to long-term health problems.

Fortunately, UC Riverside scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen engines by improving the efficiency of their catalytic converters.

As reported in the journal Nature Communications, the researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting them into harmless nitrogen gas and water vapor.

Compared to a catalytic converter without zeolites, the amount of nitrogen oxides converted to harmless substances increased by four to five times at an engine temperature of 250 degrees Celsius, the study found. The system was particularly effective at lower temperatures, which is crucial for reducing pollution when engines first start up and are still relatively cool.

What's more, the technology can also reduce pollution from diesel engines equipped with hydrogen injection systems, explained Fudong Liu, the corresponding author and associate professor of chemical and environmental engineering at UCR's Bourns College of Engineering. The hydrogen injection would be similar to the injection systems used in selective catalytic reduction systems for big-rig diesel trucks.




Zeolites are low-cost materials with a well-defined crystalline structure composed primarily of silicon, aluminum, and oxygen atoms. Their large surface area and three-dimensional, cage-like framework of uniform pores and channels allow for more efficient breakdown of pollutants.

By physically mixing platinum with Y zeolite -- a synthetic type from the broader family of zeolite compounds -- the researchers created a system that effectively captures water generated during the hydrogen combustion process. This water-rich environment promotes hydrogen activation, which is key to improving nitrogen reduction efficiency.

Shaohua Xie, a research scientist at UCR and lead author of the study, explained that the zeolite itself is not a catalyst. Instead, it enhances the effectiveness of the platinum catalyst by creating a water-rich environment. Liping Liu, a Ph.d. student, and Hongliang Xin, an associate professor at Virginia Tech, further validated this concept through theoretical modeling of the new catalyst system.

"This concept can also apply to other types of zeolites," Xie added. "It's a universal strategy."

Liu emphasized that the pollution reduction method is relatively simple.

"We don't need to use complicated chemical or other physical processes," Liu said. "We just mix the two materials -- platinum and zeolite -- together, run the reaction, and then we see the improvement in activity and selectivity."

UCR's Liu, Xie, and Kailong Ye mixed powders of platinum and Y zeolite and provided them to collaborating scientist, Yuejin Li at BASF Environmental Catalyst and Metal Solutions,or ECMS, in Iselin, New Jersey. The powder was made into a thick liquid slurry with binding compounds and applied to the honeycomb structures inside prototype catalytic converters. Scientists from National Synchrotron Light Source II, or NSLS-II, Brookhaven National Laboratory in Upton, New York, were also collaborators.

Liu and Xie expect BASF, which funded the study, to commercialize the technology, which is the subject of a pending patent.

"Well, we are proud," Xie said. "We've developed a new technology to deal with nitrogen oxide emission control, and we think it's an amazing technique."
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Researchers create the first ever visualization of photoexcited charges traveling across the interface of two semiconductor materials | ScienceDaily
UC Santa Barbara researchers have achieved the first-ever "movie" of electric charges traveling across the interface of two different semiconductor materials. Using scanning ultrafast electron (SUEM) techniques developed in the Bolin Liao lab, the research team has directly visualized the fleeting phenomenon for the first time.


						
"There are a lot of textbooks written about this process from semiconductor theory," said Liao, an associate professor of mechanical engineering. "There are a lot of indirect measurements." The ability to visualize how this process actually happens will allow semiconductor materials scientists to benchmark some of these theories and indirect measurements, he added.

The research is published in the Proceedings of the National Academy of Sciences.

'Hot' photocarriers

If you've ever used a solar cell, you've seen photocarriers in action: sunlight hits a semiconductor material, exciting electrons in the material, which move. This movement of electrons, and separation from their opposite-charged 'holes,' creates a current that can be harnessed to power electronic devices.

However, these photocarriers lose most of their energy within picoseconds (trillionths of a second) so that the energy that conventional photovoltaics harvests is but a fraction of the energy these carriers have in their "hot" state, before they cool down and release most of the excess energy as waste heat. While their hot state holds a lot of potential for things like energy efficiency, it also presents challenges within the semiconductor material, such as the heat that may affect device performance.

As a result, it's important to get a good idea of how these hot carriers behave as they move through different semiconductor materials, and in particular how they move across the interface of two different materials -- the heterojunction. In the realm of semiconductor materials, heterojunctions influence the movement of charge carriers for a variety of purposes, from the creation of lasers to photovoltaics to sensors to photocatalysis.




To visualize these hot carriers, Liao and his group focused their SUEM on a heterojunction of silicon and germanium fabricated by collaborators at UCLA, a combination of common semiconductor materials that holds promise in realms such as photovoltaics and telecommunications.

"Basically, we're trying to add time resolution to electron microscopes," Liao said.

Key to their imaging technique is their use of ultrafast laser pulses to act as a picosecond-scale shutter as they fire an electron beam to scan the surface of the materials through which the hot photocarriers travel, excited by an optical pump beam. "What we're talking about are events happening within this picosecond to nanosecond time window," Liao said.

"The really exciting thing about this work is that we were able to visualize how the charges, once generated, actually transfer across the junction," he continued. The resulting images show these photocarriers as they diffuse from one semiconductor material to the other.

"If you excite charges in the uniform silicon or germanium regions, the hot carriers move very, very fast; they have a very high speed initially because of their high temperature," Liao explained. "But if you excite a charge near the junction, a fraction of the carriers are actually trapped by the junction potential, which slows them down." Trapped hot charges result in reduced carrier mobility, which can negatively affect the performance of devices that separate and collect these hot charges.

This charge trapping in Si/Ge heterojunctions can be understood by semiconductor theory but it was still striking to directly observe it experimentally, noted Liao. "We didn't expect to be able to image this effect directly," he said, adding that this phenomenon might be something semiconductor device designers may want to address. "This paper is really about demonstrating the capability of SUEM to, for example, study realistic devices."

This new ability to actually see hot photocarrier activity at heterojunctions completes a circle in semiconductor research at UC Santa Barbara. Pioneered by late UCSB engineering professor Herb Kroemer, who in 1957 first proposed the notion of heterostructures in semiconductors, asserting that "the interface is the device," the concept went on to become the basis of modern microchips, computers and information technology. Kroemer received the 2000 Nobel Prize in Physics "for developing semiconductor heterostructures used in high-speed and opto-electronics."
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It could take over 40 years for PFAS to leave groundwater | ScienceDaily
Per- and polyfluoroalkyl chemicals, known commonly as PFAS, could take over 40 years to flush out of contaminated groundwater in North Carolina's Cumberland and Bladen counties, according to a new study from North Carolina State University. The study used a novel combination of data on PFAS, groundwater age-dating tracers, and groundwater flux to forecast PFAS concentrations in groundwater discharging to tributaries of the Cape Fear River in North Carolina.


						
The researchers sampled groundwater in two different watersheds adjacent to the Fayetteville Works fluorochemical plant in Bladen County.

"There's a huge area of PFAS contaminated groundwater -- including residential and agricultural land -- which impacts the population in two ways," says David Genereux, professor of marine, earth and atmospheric sciences at NC State and leader of the study.

"First, there are over 7,000 private wells whose users are directly affected by the contamination. Second, groundwater carrying PFAS discharges into tributaries of the Cape Fear River, which affects downstream users of river water in and near Wilmington."

The researchers tested the samples they took to determine PFAS types and levels, then used groundwater age-dating tracers, coupled with atmospheric contamination data from the N.C. Department of Environmental Quality and the rate of groundwater flow, to create a model that estimated both past and future PFAS concentrations in the groundwater discharging to tributary streams.

They detected PFAS in groundwater up to 43 years old, and concentrations of the two most commonly found PFAS -- hexafluoropropylene oxide-dimer acid (HFPO[?]DA) and perfluoro-2-methoxypropanoic acid (PMPA) -- averaged 229 and 498 nanograms per liter (ng/L), respectively. For comparison, the maximum contaminant level (MCL) issued by the U.S. Environmental Protection Agency for HFPO-DA in public drinking water is 10 ng/L. MCLs are enforceable drinking water standards.

"These results suggest it could take decades for natural groundwater flow to flush out groundwater PFAS still present from the 'high emission years,' roughly the period between 1980 and 2019," Genereux says. "And this could be an underestimate; the time scale could be longer if PFAS is diffusing into and out of low-permeability zones (clay layers and lenses) below the water table."

The researchers point out that although air emissions of PFAS are substantially lower now than they were prior to 2019, they are not zero, so some atmospheric deposition of PFAS seems likely to continue to feed into the groundwater.

"Even a best-case scenario -- without further atmospheric deposition -- would mean that PFAS emitted in past decades will slowly flush from groundwater to surface water for about 40 more years," Genereux says. "We expect groundwater PFAS contamination to be a multi-decade problem, and our work puts some specific numbers behind that. We plan to build on this work by modeling future PFAS at individual drinking water wells and working with toxicologists to relate past PFAS levels at wells to observable health outcomes."
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A look into 'mirror molecules' may lead to new medicines | ScienceDaily
A University of Texas at Dallas chemist and his colleagues have developed a new chemical reaction that will allow researchers to synthesize selectively the left-handed or right-handed versions of "mirror molecules" found in nature and assess them for potential use against cancer, infection, depression, inflammation and a host of other conditions.


						
The results are important because, while the left- and right-handed versions, or enantiomers, of chemical compounds have identical chemical properties, they differ in how they react in the human body. Developing cost-effective ways to synthesize only the version with a desired biological effect is critical to medicinal chemistry.

In a study published in the Oct. 11 issue of the journal Science, the researchers describe how their chemical synthesis method can quickly, efficiently and in a scalable manner produce a sample that is purely one enantiomer of a mirror-image pair of molecules, as opposed to a mixture of the two. The new method involves adding prenyl groups -- molecules made of five carbon atoms -- to enones by means of a newly developed catalyst in one step in the synthesis process.

"Adding a prenyl group is the way nature assembles these molecules, but it has been challenging for scientists to replicate this successfully," said Dr. Filippo Romiti, assistant professor of chemistry and biochemistry in the School of Natural Sciences and Mathematics at UT Dallas and a corresponding author of the study.

"Nature is the best synthetic chemist of all; she's way ahead of us. This research represents a paradigm shift in the way we can now synthesize large quantities of biologically active molecules and test them for therapeutic activity," said Romiti, who is also a Cancer Prevention & Research Institute of Texas (CPRIT) Scholar.

Naturally occurring compounds are a significant source of potential new medicines, but because they often occur only in minute quantities, scientists and pharmaceutical companies must develop methods to synthesize larger amounts to test in the lab or to manufacture into drugs.

In their study, the researchers demonstrated how incorporating their new chemical reaction resulted in a synthesis process that reached completion in about 15 minutes at room temperature, which is more energy-efficient than having to heat or cool substances significantly during a reaction.




Romiti collaborated with researchers at Boston College, the University of Pittsburgh and the University of Strasbourg in France to develop the new chemical reaction. Romiti's role involved creating the synthesis process.

The researchers developed their method as part of an effort to synthesize polycyclic polyprenylated acylphloroglucinols (PPAPs), which are a class of more than 400 natural products with a broad spectrum of bioactivity, including combatting cancer, HIV, Alzheimer's disease, depression, epilepsy and obesity.

Romiti and his colleagues demonstrated a proof of concept by synthesizing enantiomers of eight PPAPs, including nemorosonol, a chemical derived from a Brazilian tree that has been shown by other researchers to have antibiotic activity.

"For 20 years, we've known that nemorosonol is antimicrobial, but which enantiomer is responsible? Is it one or both?" Romiti said. "It could be that one version has this property, but the other does not."

Romiti and his colleagues tested their nemorosonol enantiomer against lung and breast cancer cell lines provided by Dr. John Minna, director of the Hamon Center for Therapeutic Oncology Research at UT Southwestern Medical Center.

"Our entantiomer of nemorosonol had pretty decent effects against cancer cell lines," Romiti said. "This was very interesting and could only have been discovered if we had access to large quantities of a pure entantiomeric sample to test."

Romiti said more research will be needed to confirm whether one nemorosonol enantiomer is specifically antimicrobial and the other anticancer.




The study results could impact drug discovery and translational medicine in several ways. In addition to informing scalable and more efficient drug-manufacturing processes, the findings will enable researchers to make more efficiently natural product analogs, which are optimized versions of the natural product that are more potent or selective in how they work in the body.

"We developed this process to be as pharma-friendly as possible," Romiti said. "This is a new tool for chemists and biologists to study 400 new drug leads that we can make, plus their analogs, and test their biological activity. We now have access to potent natural products that we previously could not synthesize in the lab."

Romiti said the next step will be to apply the new reaction to the synthesis of other classes of natural products, in addition to PPAPs. In August he received a five-year, $1.95 million Maximizing Investigators' Research Award for Early Stage Investigators from the National Institute of General Medical Sciences, a component of the National Institutes of Health (NIH), to continue his work in this area.

In addition to CPRIT, the research was supported by funding from the National Science Foundation and from the NIH (2R35GM130395, 2R35GM128779) to co-corresponding authors and chemistry professors Dr. Peng Liu at the University of Pittsburgh and Dr. Amir Hoveyda at Boston College.
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'Islands' of regularity discovered in the famously chaotic three-body problem | ScienceDaily
When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher from the University of Copenhagen has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.


						
The most popular show on Netflix at the moment is the science fiction series 3-Body Problem. Based on a Chinese novel series by Liu Cixin, the series involves a menagerie of characters, time periods and even extraterrestrial visitors. But the central premise is concerned with a star system in which three stars gravitate around one another.

Such a system, with three objects influencing each other's gravity, has fascinated scientists ever since the "father of gravity," Isaac Newton, first described it. While the interaction between two objects meeting in space is predictable, the introduction of a third massive object makes the triadic encounter not just complex, but chaotic.

"The Three-Body Problem is one of the most famous unsolvable problems in mathematics and theoretical physics. The theory states that when three objects meet, their interaction evolves chaotically, without regularity and completely detached from the starting point. But our millions of simulations demonstrate that there are gaps in this chaos -- 'isles of regularity' -- which directly depend on how the three objects are positioned relative to each other when they meet, as well as their speed and angle of approach," explains Alessandro Alberto Trani of the University of Copenhagen's Niels Bohr Institute.

Trani hopes that the discovery will pave the way for improved astrophysics models, as the Three-Body Problem is not just a theoretical challenge. The encounter of three objects in the universe is a common occurrence and its understanding is crucial.

"If we are to understand gravitational waves, which are emitted from black holes and other massive objects in motion, the interactions of black holes as they meet and merge are essential. Immense forces are at play, particularly when three of them meet. Therefore, our understanding of such encounters could be a key to comprehending phenomena such as gravitational waves, gravity itself and many other fundamental mysteries of the universe," says the researcher.

A Tsunami of Simulations

To investigate the phenomenon, Trani coded his own software program, Tsunami, which can calculate the movements of astronomical objects based on the knowledge we have about the laws of nature, such as Newton's gravity and Einstein's general relativity. Trani set it to run millions of simulations of three-body encounters within certain defined parameters.




The initial parameters for the simulations were the positions of two of the objects in their mutual orbit -- i.e., their phase along a 360-degree axis. Then, the angle of approach of the third object -- varying by 90 degrees.

The millions of simulations were spread across the various possible combinations within this framework. As a whole, the results form a rough map of all conceivable outcomes like a vast tapestry woven from the threads of initial configurations. This is where the isles of regularity appear.

The colours represent the object that is eventually ejected from the system after the encounter. In most cases, this is the object with the lowest mass.

"If the three-body problem were purely chaotic, we would see only a chaotic mix of indistinguishable dots, with all three outcomes blending together without any discernible order. Instead, regular "isles" emerge from this chaotic sea, where the system behaves predictably, leading to uniform outcomes -- and therefore, uniform colours," Trani explains.

Two Steps Forward, One Step Back

This discovery holds great promises for a deeper understanding of an otherwise impossible phenomenon. In the short term, however, it represents a challenge for researchers. Pure chaos is something they already know how to calculate using statistical methods, but when chaos is interrupted by regularities, the calculations become more complex.




"When some regions in this map of possible outcomes suddenly become regular, it throws off statistical probability calculations, leading to inaccurate predictions. Our challenge now is to learn how to blend statistical methods with the so-called numerical calculations, which offer high precision when the system behaves regularly," says Alessandro Alberto Trani.

"In that sense, my results have set us back to square one, but at the same time, they offer hope for an entirely new level of understanding in the long run," he says.

* Extra info: 4-Body Problem

During the pandemic, Alessandro Alberto Trani started a side project to investigate fractal universes within the Three-Body Problem. It was then that he came up with the idea of mapping the outcomes in search of regularities.

He knew the famous problem from his studies, but hadn't delved into the works of fiction -- the recent Netflix show or the novel behind it: "The Three-Body Problem" by Liu Cixin. Nevertheless, out of curiosity, he familiarized himself with the plot enough to conclude that it actually deals with a "4-Body Problem."

"As I understand it, it involves a star system with three stars and one planet, which is regularly thrown into chaotic developments. Such a system is actually best defined as a Four-Body Problem. However you define it though, according to my simulations, the most likely outcome is that the planet would quickly be destroyed by one of the three stars. So it would soon become a Three-Body-Problem," the researcher grins.
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Ordered defects may be key for solution-deposited semiconductors, enabling high-speed printable circuits and next-generation displays | ScienceDaily
A new solution deposition process for semiconductors yields high-performing transistors by introducing more defects, counterintuitively. Researchers used these devices to construct high- speed logic circuits and an operational high-resolution inorganic LED display.


						
Standard manufacturing techniques for semiconductor devices -- the technologies that make electronics possible -- involve processing raw materials at high temperatures in vacuum vessels. This fundamentally limits manufacturing efficiency and scalability.

Processes based on deposition from chemical solutions at lower temperatures and ambient pressure have long been pursued as a more efficient and scalable alternative, but such processes usually result in materials with large numbers of structural defects leading to inferior device performance.

The laboratory of Qing Cao, associate professor of materials science & engineering in The Grainger College of Engineering, University of Illinois Urbana-Champaign, has developed a process yielding the highest performing transistors from solution-deposited semiconductors to date. However, the research team was surprised to learn that the best semiconductor for this process has higher defect concentrations than its parent material.

"It's remarkable that even though there are more defects, their organization into ordered defect pairs are the reason our materials have the record-high performances for those made with solution deposition process," Cao said. "We went further than fundamental materials science and showed that functional circuits and systems like displays can be constructed, paving the road toward their adoption in many emerging applications requiring high-performance electronics covering large areas."

This study, recently published in the journal Science Advances, outlines a procedure for fabricating devices from the ordered defect compound semiconductor CuIn5Se8 prepared by solution deposition. They were used to form high-speed logic circuits operating in megahertz and a micro-display with a resolution of 508 pixels per inch. The transistors in the display drove inorganic micro-LEDs, a brighter and more durable alternative to the current standard of organic LEDs but requiring much more powerful transistors to drive each pixel. Cao believes that the new material and process could scale to support next-generation inorganic micro-LED displays and high-speed printable electronics for healthcare, smart packaging, and internet of things.

The promise of solution deposition

The extreme conditions required for standard semiconductor manufacturing limit the surface areas of the processed materials. While this is acceptable for chips and microelectronics, it is economically prohibitive for applications requiring many devices coordinated and distributed over a large area, such as electronic displays. Solution deposition, in which the semiconductors are dissolved in liquid and spread over a target substrate, would not only enable large-area applications but could also make processing more efficient.




"The fact that solution deposition can occur at atmospheric pressure and much lower temperatures alone makes it a desirable alternative to standard vapor deposition in terms of manufacturing throughput, cost and substrate compatibility," Cao said.

However, vapor deposition techniques have been developed to the point where the processed materials have very few defects, leading to high-performance devices. Before solution deposition is used in commercial processing, it must be developed to the point where the materials it creates have the same performance levels.

A better semiconductor

Cao recalls that copper-indium-selenium materials first drew the attention of his lab for their tunability. Changing the exact proportions of each element in the material allowed a vast material design space for them to realize effective solar cells with a copper-indium-selenium ratio of 0.9:1:2.

"The thought was. we have control over the material proportions, so can we adjust them to make good semiconductors for electronics instead of good solar cells?" Cao said. "We developed a solution deposition process for these materials, and we experimented with the proportions until we found a material good for electronics purposes, which has a copper-indium-selenium ratio of 1:5:8. In fact, the combination we found outperformed not only other solution processable semiconductors, but also most semiconductors currently used in displays."

Semiconductor performance is often quantified with charge mobility, a measure of how easily electrons move through the material when voltage is applied. Compared to amorphous silicon semiconductors used in large LCD displays, the researchers' material CuIn5Se8 has a mobility 500 times greater. Compared to metal oxide semiconductors used in state-of-the-art organic LED displays, the new material's mobility is four times greater.




The mobility of CuIn5Se8 is comparable to low-temperature polycrystalline silicon which is used in smartphone displays. However, polycrystalline silicon processing requires laser annealing, making it difficult to scale up and include in larger devices. Solution-deposited CuIn5Se8 could facilitate larger high-performance displays.

More defects, surprisingly

The researchers' next step was figuring out why CuIn5Se8 performs so well. They consulted Jian-Min Zuo, professor of materials science & engineering in Grainger Engineering and an expert in material characterization.

"Generally, as material scientists, we think that better performing materials have fewer defects, and that's what we expected initially," Cao said. "But then, professor Zuo got back to us after using transmission electron microscopy to observe the microscopic structure. It turned out that there were not only more defects than the parent compound, but likely two types of defects co-existing!"

To resolve the apparent contradiction, the researchers turned to theorist Andre Schleife, associate professor of materials science & engineering in Grainger Engineering. By simulating the new copper-indium-selenium material, Schleife's group found that the two types of defects in CuIn5Se8 can combine to form a material system called an ordered defect compound. In such systems, different types of material defects organize into a regular pattern and "cancel out," leading an improved charge mobility.

A path to printing high-speed electronics and higher-performance displays

The researchers demonstrated the capabilities of their process by using their new defect-tolerant copper-indium-selenium semiconductors to construct a display together with gallium nitride based micro-LEDs. The CuIn5Se8 material formed the basis of high-performance transistors which operated 8-by-8-micron LED pixels, closely packed to a resolution of 508 pixels per inch.

"While Organic LEDs are the standard in high-performance displays, LEDs based on inorganic substances such as gallium nitride are emerging as a faster, higher-brightness, and more energy efficient alternative," Cao explained. "However, since they are brighter, they require high-power electronics to operate and it is especially challenging if we would like to squeeze them within a smaller footprint for high resolution. We demonstrated that our new semiconductor is up to the task, and we've shown that it can be efficiently manufactured with solution deposition."

In addition to driving LEDs, these transistors can be integrated to form logic circuits, again offering much better performance compared to what are constructed on other solution processable semiconductors. These circuits can operate at megahertz with delay down to 75 nanoseconds. The compatibility with low-cost solution deposition processes without sacrificing performance is promising for future printable electronics. They could find use in continuous wellness monitoring, smart packing with integrated sensing and computing, and affordable internet of things devices.

Cao notes that while the process is sufficiently developed that it could be commercialized, they are holding off until it can be made more environmentally friendly.

"The process is currently based on hydrazine, which is used as rocket fuel," he said. "It could be used in an industrial setting, but we first want to modify the process to use chemicals that are safer to work with and leave a smaller environmental footprint."
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Lightning strikes kick off a game of electron pinball in space | ScienceDaily
When lightning strikes, the electrons come pouring down.


						
In a new study, researchers at the University of Colorado Boulder led by an undergraduate student have discovered a new link between weather on Earth and weather in space. The group used satellite data to show that lightning storms on our planet can knock especially high-energy, or "extra-hot," electrons out of the inner radiation belt -- a region of space filled with charged particles that surrounds Earth like an inner tube.

The team's results could help satellites and even astronauts avoid dangerous radiation in space. This is one kind of downpour you don't want to get caught in, said lead author and undergraduate Max Feinland.

"These particles are the scary ones or what some people call 'killer electrons,'" said Feinland, who received his bachelor's degree in aerospace engineering sciences at CU Boulder in spring 2024. "They can penetrate metal on satellites, hit circuit boards and can be carcinogenic if they hit a person in space."

The study appeared Oct.8 in the journal Nature Communications.

The findings cast an eye toward the radiation belts, which are generated by Earth's magnetic field. Lauren Blum, a co-author of the paper and assistant professor in the Laboratory for Atmospheric and Space Physics (LASP) at CU Boulder, explained that two of these regions encircle our planet: While they move a lot over time, the inner belt tends to begin more than 600 miles above the surface. The outer belt starts roughly around 12,000 miles from Earth. These pool floaties in space trap charged particles streaming toward our planet from the sun, forming a sort of barrier between Earth's atmosphere and the rest of the solar system.

But they're not exactly airtight. Scientists, for example, have long known that high-energy electrons can fall toward Earth from the outer radiation belt. Blum and her colleagues, however, are the first to spot a similar rain coming from the inner belt.




Earth and space, in other words, may not be as separate as they look.

"Space weather is really driven both from above and below," Blum said.

Bolt from the blue

It's a testament to the power of lightning.

When a lightning bolt flashes in the sky on Earth, that burst of energy may also send radio waves spiraling deep into space. If those waves smack into electrons in the radiation belts, they can jostle them free -- a bit like shaking your umbrella to knock the water off. In some cases, such "lightning-induced electron precipitation" can even influence the chemistry of Earth's atmosphere.

To date, researchers had only collected direct measurements of lower energy, or "colder," electrons falling from the inner radiation belt.




"Typically, the inner belt is thought to be kind of boring," Blum said. "It's stable. It's always there."

Her team's new discovery came about almost by accident. Feinland was analyzing data from NASA's now-decommissioned Solar, Anomalous, and Magnetospheric Particle Explorer (SAMPEX) satellite when he saw something odd: clumps of what seemed to be high-energy electrons moving through the inner belt.

"I showed Lauren some of my events, and she said, 'That's not where these are supposed to be,'" Feinland said. "Some literature suggests that there aren't any high-energy electrons in the inner belt at all."

The team decided to dig deeper.

In all, Feinland counted 45 surges of high-energy electrons in the inner belt from 1996 to 2006. He compared those events to records of lightning strikes in North America. Sure enough, some of the spikes in electrons seemed to happen less than a second after lightning strikes on the ground.

Electron pinball

Here's what the team thinks is happening: Following a lightning strike, radio waves from Earth kick off a kind of manic pinball game in space. They knock into electrons in the inner belt, which then begin to bounce between Earth's northern and southern hemispheres -- going back and forth in just 0.2 seconds.

And each time the electrons bounce, some of them fall out of the belt and into our atmosphere.

"You have a big blob of electrons that bounces, and then returns and bounces again," Blum said. "You'll see this initial signal, and it will decay away."

Blum isn't sure how often such events happen. They may occur mostly during periods of high solar activity when the sun spits out a lot of high-energy electrons, stocking the inner belt with these particles.

The researchers want to understand these events better so that they can predict when they may be likely to occur, potentially helping to keep people and electronics in orbit safe.

Feinland, for his part, is grateful for the chance to study these magnificent storms.

"I didn't even realize how much I liked research until I got to do this project," he said.
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A holy grail found for catalytic alkane activation | ScienceDaily
An organic catalyst offers chemists precise control over a vital step in activating hydrocarbons.


						
Researchers at Hokkaido University in Japan have made a significant breakthrough in organic chemistry by developing a novel method to activate alkanes, which are compounds that play a crucial role in the chemical industry. The new technique, published in Science, makes it easier to convert these building blocks into valuable compounds, offering advances in the production of medicines and cutting-edge materials.

Alkanes are a primary component of fossil fuels and are also vital building blocks in the production of various chemicals and materials, such as plastics, solvents, and lubricants. But their strong carbon-carbon bonds make them quite stable and inert, presenting a challenge for chemists trying to convert them into useful compounds. To address this issue, scientists have focused on cyclopropanes, a specific type of alkane with a ring structure that makes them more reactive than other alkanes.

Many of the existing techniques for breaking down long-chain alkanes, known as cracking, tend to generate a mixture of molecules, making it challenging to isolate the desired products. This challenge arises from the reaction intermediate, a carbonium ion, which has a carbon atom bonded to five groups instead of the three typically described for a carbocation in chemistry textbooks. This makes it extremely reactive and difficult to control its selectivity.

The research team discovered that a particular class of confined chiral Bronsted acids, called imidodiphosphorimidate (IDPi), could address this problem. IDPi are very strong acids that can donate protons to activate cyclopropane and facilitate their selective fragmentation within their microenvironments. The ability to donate protons within such a confined active site allows for greater control over the reaction mechanism, improving efficiency and selectivity in producing valuable products.

"By utilizing a specific class of these acids, we established a controlled environment that allows cyclopropanes to break apart into alkenes while ensuring precise arrangements of atoms in the resulting molecules," says Professor Benjamin List, who led the study together with Associate Professor Nobuya Tsuji of the Institute for Chemical Reaction Design and Discovery at Hokkaido University, and is affiliated with both the Max-Planck-Institut fur Kohlenforschung and Hokkaido University. "This precision, known as stereoselectivity, is crucial in industries like pharmaceuticals, where the specific form of a molecule can significantly influence its function."

The success of this method stems from the catalyst's ability to stabilize unique transient structures formed during the reaction, guiding the process toward the desired products while minimizing unwanted byproducts. To optimize their approach, the researchers systematically refined the structure of their catalyst, which improved the results.

"The modifications we made to certain parts of the catalyst enabled us to produce higher amounts of the desired products and specific forms of the molecule," explains Associate Professor Nobuya Tsuji, the other corresponding author of this study. "By using advanced computational simulations, we were able to visualize how the acid interacts with the cyclopropane, effectively steering the reaction toward the desired outcome."

The researchers also tested their method on a variety of compounds, demonstrating its effectiveness in converting not only a specific type of cyclopropanes but also more complex molecules into valuable products.

This innovative approach enhances the efficiency of chemical reactions as well as opens new avenues for creating valuable chemicals from common hydrocarbon sources. The ability to precisely control the arrangement of atoms in the final products could lead to the development of targeted chemicals for diverse applications, ranging from pharmaceuticals to advanced materials.
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      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Fearful memories of others seen in mouse brain
        Researchers have revealed that the CA1 and CA2 regions in the brain respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky.

      

      
        Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children
        A new study has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviors in their children.

      

      
        High potency cannabis use leaves unique signature on DNA, study shows
        A new study suggests that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use.

      

      
        Out-of-this-world simulation key to collecting moon dust
        Teleoperated robots for gathering moon dust are a step closer, according to new research.

      

      
        Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease
        Researchers used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after traumatic brain injury (TBI).

      

      
        Real-time visualization of chick embryo development from egg to chick
        Researchers have developed a method for culturing fertilized chick eggs without their shells. The eggs were placed in an artificial culture vessel made of transparent film, allowing for real-time observation of the chick embryo's development from laying to hatching.

      

      
        Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase
        Researchers investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice.

      

      
        Echoes from the past: A geological mystery unravelled on Easter Island
        A mysterious find on Easter Island, investigated by a team of geologists, suggests that the Earth's mantle seems to behave differently than once thought.

      

      
        Don't kill the messenger RNA!
        A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. A research team has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation.

      

      
        Grasslands live in the climate change fast lane
        Grasslands are responding to climate change almost in real time, according to new research.

      

      
        Chickpeas: Sustainable and climate-friendly foods of the future
        Climate change has a negative impact on food security. Researchers have now conducted a study to investigate the natural variation of different chickpea genotypes and their resistance to drought stress. The scientists were able to show that chickpeas are a drought-resistant legume plant with a high protein content that can complement grain cultivation systems even in urban areas.

      

      
        Invention quickly detects earliest sign of heart attack
        With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.

      

      
        The monarch butterfly may not be endangered, but its migration is, researchers find
        With vigorous debate surrounding the health of the monarch butterfly, new research may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?

      

      
        Zebrafish as a model for studying rare genetic disease
        Nager syndrome (NS) is an extremely rare disease that causes developmental problems and anomalies in facial bone structures and limbs. While the causative gene is known, its underlying mechanisms remain obscure. Researchers from Japan employed genetically engineered zebrafish and found that the mutation in the gene that causes NS, suppresses the Fgf8 levels. This, in turn, affects the expression pattern of a critical cell population called neural crest cells in facial development.

      

      
        Bacterial vaccine shows promise as cancer immunotherapy
        Researchers have engineered bacteria as personalized cancer vaccines that activate the immune system to specifically seek out and destroy cancer cells.

      

      
        Plastic pollution harms bees, review finds
        A new review systematically shows the harmful effects of nano- and microplastics on bees and other beneficial insects. Their function as pollinators is impaired by the plastic particles. This harbors risks for global food security.

      

      
        Uncovering a way for pro-B cells to change trajectory
        Researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that YY1 knockout pro-B cells can generate T lineage cells helping B cells produce antibodies.

      

      
        NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle
        Experts have announced that the Sun has reached its solar maximum period, which could continue for the next year. Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots du...

      

      
        Machine learning analysis sheds light on who benefits from protected bike lanes
        A new analysis leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit? The research team use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

      

      
        New research reveals how large-scale adoption of electric vehicles can improve air quality and human health
        A new study suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits. The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050. Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running in...

      

      
        Seven new frog species discovered in Madagascar: Sounds like something from Star Trek
        Researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.

      

      
        New temperatures in two thirds of key tropical forest
        Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.

      

      
        Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold
        New study highlights the vital role of wildlife rangers in lion conservation and identifies Uganda's Nile Delta as a key area for protection.

      

      
        Climate change impacts internal migration worldwide
        The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.

      

      
        New test improves diagnosis of allergies
        Researchers have developed a test to simplify the diagnosis of allergies. Its effectiveness has now been confirmed in clinical samples from children and adolescents suffering from a peanut allergy. The results could fundamentally improve the clinical diagnosis of allergies in future.

      

      
        Older adults appear less emotionally affected by heat
        When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a new study found that emotional responses to heat are highly individualized and only one factor moderated it -- age. Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more unc...

      

      
        Study uncovers how silkworm moth's odor detection may improve robotics
        Researchers explore how the domesticated flightless silkworm moth (Bombyx mori), a prominent insect model in olfactory research, uses wing flapping to manipulate airflow, enhancing their ability to detect distant pheromones. These findings highlight how moths guide pheromones to their odor sensors in antennae, and suggest potential applications for designing advanced robotic systems for odor source localization. This could inspire future innovations in drones and provide design guidelines for rob...

      

      
        Computer simulations point the way towards better solar cells
        More stable and efficient materials for solar cells are needed in the green transition. So-called halide perovskites are highlighted as a promising alternative to today's silicon materials. Researchers have gained new insights into how perovskite materials function, which is an important step forward.

      

      
        Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds
        A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.

      

      
        US air pollution monitoring network has gaps in coverage, say researchers
        The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.

      

      
        Bonobos may be more vulnerable than previously thought, suggests genetics study
        Bonobos, endangered great apes that are among our closest relatives, might be more vulnerable than previously understood, finds a genetics study that reveals three distinct populations.

      

      
        Arthropods dominate plant litter decomposition in drylands
        An analysis of leaf litter breakdown in climatically diverse habitats shows that decomposition by larger invertebrates dominates in hot, dry regions and warmer seasons. Researchers have shown that larger insects such as woodlice and beetles play as much of a crucial role in leaf litter decomposition across different habitats and seasons as microbes and smaller invertebrates.

      

      
        Male mice use female mice to distract aggressors and avoid conflict
        Researchers tracked the behavior of mice using machine learning to understand how they handle aggressive behavior from other mice. The researchers' findings show that male mice deescalate aggressive encounters by running over to a female mouse to distract the aggressive male mouse.

      

      
        Traces of ancient immigration patterns to Japan found in 2000-year-old genome
        A joint research group has demonstrated that the majority of immigration to the Japanese Archipelago in the Yayoi and Kofun periods (between 3000 BCE and 538 CE) came from the Korean Peninsula. The researchers analyzed the complete genome of a 'Yayoi' individual and found that, among the non-Japanese populations, the results bore the most similarity to Korean populations. Although it is widely accepted that modern Japanese populations have a dual ancestry, the discovery provides insight into the ...

      

      
        Let there be light: Bright future for solar panels, TV screens and more
        From brighter TV screens to better medical diagnostics and more efficient solar panels, new research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.

      

      
        Scientists have successfully bred corals to improve their heat tolerance
        A new study has shown that selective breeding can lead to a modest rise in coral heat tolerance. The study documents the world s first effort to selectively breed adult corals for enhanced heat tolerance, i.e. the ability of adult corals to survive intense marine heatwaves. The breeding effort was a success, showing that it is possible to improve the heat tolerance of adult coral offspring, even in a single generation.

      

      
        Adaptability of trees persists after millions of years of climate change
        Seven of the most common forest trees in Europe have been shown to be able to shelter their genetic diversity from major shifts in environmental conditions. This is despite their ranges having shrunk and the number of trees having fallen sharply during ice age cycles.

      

      
        Protein involved in balancing DNA replication and restarting found
        A protein that is involved in determining which enzymes cut or unwind DNA during the replication process has been identified.

      

      
        Changing watering practices to improve tomato plant health
        Some people believe that talking to your plants makes them thrive. While there's limited scientific support for sound improving plant health, there's a growing amount of evidence about the benefits of mechanical stimulation, like touch, wind or rain. Researchers examined the impact of watering practices on tomato plants. They found that the size of the water droplets affected plant growth and resistance to pests and pathogens.

      

      
        How did the building blocks of life arrive on Earth?
        Researchers have used the chemical fingerprints of zinc contained in meteorites to determine the origin of volatile elements on Earth. The results suggest that without 'unmelted' asteroids, there may not have been enough of these compounds on Earth for life to emerge.

      

      
        Simulated mission to Mars: Survey of lichen species
        A collection-based survey of lichen species at the Mars Desert Research Station in Utah, USA and Flashline Mars Arctic Research Station in Nunavut, Canada was conducted as part of the Mars-160 mission, a simulation of Martian surface exploration. The survey identified 48 lichen taxa, with 35 species from the Utah site and 13 species from the Canadian site.

      

      
        Cord blood cells can build a better human immune system into mice
        Researchers have developed a new method to recreate a robust and functional human immune system in mice using mononuclear cells from the cord blood. This new kind of mice, that count with most of the human immune cell types with lower host-versus-graft disease, are a better experimental platform to study the subtle interactions between the immune system, cancer cells and the tumour microenvironment, in healthy conditions and in disease.

      

      
        A new method makes high-resolution imaging more accessible
        Researchers devised a way to expand tissue 20-fold in a single step. Their simple, inexpensive method could pave the way for nearly any biology lab to perform nanoscale imaging.

      

      
        Dance, gibbon, dance!
        Female crested gibbons display jerky, almost geometric patterns of movement. Researchers have studied these conspicuous movements, which are comparable to human dances. They describe the structure of the dances, their rhythm and the contexts in which the dances occur.

      

      
        Severe cold-water bleaching and mortality of deep-water reef observed in the Eastern Tropical Pacific
        New study documents a severe coral bleaching event occurring in a deep coral reef that resulted in high rates of coral mortality. Unlike many bleaching events, this was driven by the presence of extremely cold water. Any future intensification of the magnitude and frequency of El Nino/La Nina events in the Eastern Tropical Pacific due to climate change may pose a significant threat to the deep reefs in the region.

      

      
        Evolution in real time
        Snails on a tiny rocky islet evolved before scientists' eyes. The marine snails were reintroduced after a toxic algal bloom wiped them out from the skerry. While the researchers intentionally brought in a distinct population of the same snail species, these evolved to strikingly resemble the population lost over 30 years prior.

      

      
        Genomic study identifies human, animal hair in 'man-eater' lions' teeth
        Scientists analyzed hairs extracted from the broken teeth of two 19th century 'man-eater' lions. Their analysis revealed DNA from giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, along with hairs that originated from the lions.

      

      
        How innate immunity envelops bacteria
        Scientists discover how innate immunity envelops bacteria. The protein GBP1 is a vital component of our body's natural defense against pathogens. This substance fights against bacteria and parasites by enveloping them in a protein coat, but how the substance manages to do this has remained unknown until now. Researchers have now unraveled how this protein operates.

      

      
        Scientists cut harmful pollution from hydrogen engines
        Scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen internal combustion engines by improving the efficiency of their catalytic converters. The researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting unhealthful nitrogen oxides into harmless nitrogen gas and water vapor.

      

      
        It could take over 40 years for PFAS to leave groundwater
        Per- and polyfluoroalkyl chemicals, known commonly as PFAS, could take over 40 years to flush out of contaminated groundwater.
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Fearful memories of others seen in mouse brain | ScienceDaily
How do we distinguish threat from safety? It's a question important not just in our daily lives, but for human disorders linked with fear of others, such as social anxiety or post-traumatic stress disorder (PTSD). A microscope image, from the laboratory of Steven A. Siegelbaum, PhD, at Columbia's Zuckerman Institute, displays a powerful technique scientists used to help us find an answer.


						
The scientists were investigating the hippocampus, a brain area that plays a key role in memory in humans and mice. Specifically, they focused on the CA2 region, which is significant for social memory, the ability to remember other individuals, and the CA1 region, which is important for remembering places.

In this new study, the researchers for the first time reveal that CA1 and CA2 respectively encode the locations and individuals linked with a threatening experience. The results show that, beyond simply recognizing individuals, CA2 helps record more complex aspects of social memory: in this case, whether another individual is safe or risky. The scientists published their findings on October 15 in the journal Nature Neuroscience.

"It's vital to all species that live in social communities, including mice and humans, to have social memories that can help one avoid future experiences with others that might prove harmful while keeping ourselves open to individuals who may be beneficial," saidPegah Kassraian, PhD, a postdoctoral research fellow in the Siegelbaum lab and lead author of the new study. "Fearful memories are important for survival and help to keep us safe."

To investigate where fearful social memories originate in the brain, Dr. Kassraian and her colleagues gave individual mice a choice. They could scamper to one place, meet another mouse that was unknown to them, and receive a mild foot shock (much like a static electricity zap people might get after walking on a carpet and touching a doorknob). Scurrying in the opposite direction to meet a different stranger was safe. Normally, the mice quickly learned to avoid the strangers and locations that were associated with the shocks, and these memories lasted for at least 24 hours.

To determine where in the hippocampus these memories were stored, the researchers genetically altered the mice to enable them to selectively suppress the CA1 or CA2 regions. Surprisingly, turning off each region had very different effects. When the scientists silenced CA1, the mice could no longer remember where they were zapped, but they could still remember which stranger was associated with the threat. When they silenced CA2, the mice remembered where they were shocked, but became indiscriminately afraid of both strangers they met.

These new findings reveal that CA2 helps mice remember whether past encounters with others were threatening or safe. The results also are consistent with prior research detailing how CA1 is home to place cells, which encode locations.




Previous research has implicated CA2 in various neuropsychiatric conditions such as schizophrenia and autism. The new study suggests that further investigating CA2 might help scientists better understand social anxiety, post-traumatic stress disorder and other conditions that can lead to social withdrawal.

"It's possible that social withdrawal symptoms are related to an inability to discriminate between who is a threat and who is not," said Dr. Siegelbaum, who is also a professor and chair of the department of neuroscience at Columbia's Vagelos College of Physicians and Surgeons. "Targeting CA2 could be a useful way of diagnosing or treating disorders linked with a fear of others."

The paper, "The hippocampal CA2 region discriminates social threat from social safety," was published online in Nature Neuroscience on October 15, 2024.

The full list of authors includes Pegah Kassraian, Shivani K. Bigler, Diana M. Gilly, Neilesh Shrotri, Anastasia Barnett, Heon-Jin Lee, W. Scott Young, and Steven A. Siegelbaum.

The authors report no conflicts of interest.
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Folic acid may mitigate link between lead exposure during pregnancy and autistic behaviours in children | ScienceDaily

A new study by Simon Fraser University researchers has found that folate may weaken the link between blood-lead levels in pregnant women and autistic-like behaviours in their children.

Researchers from SFU's Faculty of Health Sciences, led by PhD candidate Joshua Alampi, published the study in the journal Environmental Health Perspectives.

"Folic acid supplementation during pregnancy has numerous benefits to child health, especially brain development," says Alampi. "Our study suggests that adequate folic acid supplementation mitigates the neurotoxic effects of lead."

The SFU-led study is the first to observe that adequate folic acid supplementation may reduce the risk between gestational lead exposure and autism. It found that associations between blood lead levels and autistic-like behaviours in toddlers were stronger among pregnant women with less than 0.4 milligrams per day of folic acid supplementation.

Folate and folic acid, a synthetic version of folate found in fortified food, have long been established as a beneficial nutrient during pregnancy. Folate consumption plays a key role in brain development and prevents neural tube defects. Previous studies have found that the associations between autism and exposure to pesticides, air pollutants and phthalates (chemicals commonly found in soft plastics) during pregnancy tend to be stronger when folic acid supplementation is low.

The team used data collected during 2008-2011 from 2,000 Canadian women enrolled in the MIREC study (Mother-Infant Research on Environmental Chemicals). The MIREC team measured blood-lead levels collected during first and third trimesters and surveyed participants to quantify their folic acid supplementation. Children born in this cohort study were assessed at ages three or four using the Social Responsiveness Scale (SRS), a common caregiver-reported tool that documents autistic-like behaviours in toddlers.

However, researchers also found that high folic acid supplementation (> 1.0 milligram per day) did not appear to have any extra benefit for mitigating the neurotoxic effects of lead exposure.

"The study's finding aligns with Health Canada's recommendation that all people who are pregnant, lactating, or could become pregnant, should take a daily multivitamin containing 0.4 milligrams of folic acid."
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High potency cannabis use leaves unique signature on DNA, study shows | ScienceDaily
High potency cannabis use leaves a distinct mark on DNA, according to new research by the Institute of Psychiatry, Psychology & Neuroscience (IoPPN) at King's College London and the University of Exeter.


						
Published in Molecular Psychiatry, this is the first study to suggest that the use of high potency cannabis leaves a distinct mark on DNA, providing valuable insights into the biological impact of cannabis use. High potency cannabis is defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or more.

The research also showed the effect of cannabis use on DNA is different in people experiencing their first episode of psychosis compared to users who have never experienced psychosis, suggesting there could be potential for DNA blood tests to help characterise those cannabis users at risk of developing psychosis to inform preventative approaches.

The study was funded by the Medical Research Council, the National Institute for Health and Care Research (NIHR) Maudsley Biomedical Research Centre (BRC) and the NIHR Exeter BRC.

Senior author Marta Di Forti, Professor of Drugs, Genes and Psychosis at King's IoPPN said: "With the increasing prevalence of cannabis use and more availability of high potency cannabis, there is a pressing need to better understand its biological impact, particularly on mental health. Our study is the first to show high potency cannabis leaves a unique signature on DNA related to mechanisms around the immune system and energy production. Future research needs to explore if the DNA signature for current cannabis use, and in particular the one of high potency types, can help identify those users most at risk to develop psychosis, both in recreational and medicinal use settings."

Researchers explored the effects of cannabis use on DNA methylation -- a chemical process detected in blood samples that alters how genes are functioning (whether they are switched 'on' or 'off'). DNA methylation is a type of epigenetic change, which means it alters gene expression without affecting the DNA sequence itself and is considered a vital factor in the interplay between risk factors and mental health.

The laboratory team at the University of Exeter conducted complex analyses of DNA methylation across the whole human genome using blood samples from both people who have experienced first-episode psychosis and those who have never had a psychotic experience. The researchers investigated the impact of current cannabis use, including frequency and potency, on DNA of a total of 682 participants

The analysis showed that frequent users of high-potency cannabis had changes in genes related to mitochondrial and immune function, particularly the CAVIN1 gene, which could affect energy and immune response. These changes were not explained by the well-established impact that tobacco has on DNA methylation, which is usually mixed into joints by most cannabis users.




Dr Emma Dempster, Senior Lecturer at the University of Exeter and the study's first author, said: "This is the first study to show that frequent use of high-potency cannabis leaves a distinct molecular mark on DNA, particularly affecting genes related to energy and immune function. Our findings provide important insights into how cannabis use may alter biological processes. DNA methylation, which bridges the gap between genetics and environmental factors, is a key mechanism that allows external influences, such as substance use, to impact gene activity. These epigenetic changes, shaped by lifestyle and exposures, offer a valuable perspective on how cannabis use may influence mental health through biological pathways."

Dr Emma Dempster meta-analysed data from two cohorts: the GAP study, which consists of patients with first episode psychosis in South London and Maudsley NHS Foundation Trust, and the EU-GEI study, which consists of patients with first episode psychosis and healthy controls across England, France, the Netherlands, Italy, Spain and Brazil. This totalled 239 participants with first episode psychosis and 443 healthy controls representing the general population from both studies sites who had available DNA samples.

Most of the cannabis users in the study used high-potency cannabis more than once a week (defined as frequent use) and had first used cannabis at age 16-years-old, on average. High potency cannabis was defined as having Delta-9-tetrahydrocannabinol (THC) content of 10 per cent or greater. THC is the principal psychoactive constituent in cannabis.
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Out-of-this-world simulation key to collecting moon dust | ScienceDaily
Teleoperated robots for gathering moon dust are a step closer, according to new research by scientists at the University of Bristol.


						
The team were able to complete a sample collection task by controlling a virtual simulation, which then sent commands to a physical robot to mirror the simulation's actions. They were able to do so while only monitoring the simulation -- without needing physical camera streams -- meaning this tool could be particularly useful for delayed teleoperation on the Moon.

Alongside a boom in lunar lander missions this decade, several public and private organisations are now researching how best to extract valuable resources, such as oxygen and water, from readily available materials such as lunar regolith (moon dust). Remote handling of regolith will be an essential step in these activities, as it would first need to be collected from the Moon's surface. Beyond this, moon dust is not easy to work with. It's sticky and abrasive, and will be handled under reduced gravity.

Lead author Joe Louca from the Bristol's School of Engineering Mathematics and Technology, and the Bristol Robotics Laboratory, explained: "One option could be to have astronauts use this simulation to prepare for upcoming lunar exploration missions.

"We can adjust how strong gravity is in this model, and provide haptic feedback, so we could give astronauts a sense of how Moon dust would feel and behave in lunar conditions -- which has a sixth of the gravitational pull of the Earth's.

"This simulation could also help us to operate lunar robots remotely from Earth, avoiding the problem of signal delays."

Using a virtual model of regolith can also reduce the barriers to entry for people looking to develop lunar robots. Instead of needing to invest in expensive simulants (artificial dust with the same properties as regolith), or have access to facilities, people developing lunar robots could use this simulation to carry out initial tests on their systems.




Now, the team will investigate how people actually respond to this system when controlling a robot with several seconds of delay. Systems with human operators that are technically effective may still have to overcome non-technical barriers, like whether a person trusts that the system will work.

Joe added: "The model predicted the outcome of a regolith simulant scooping task with sufficient accuracy to be considered effective and trustworthy 100% and 92.5% of the time.

"In the next decade we're going to see several crewed and uncrewed missions to the Moon, such as NASA's Artemis program and China's Chang'e program.

"This simulation could be a valuable tool to support preparation or operation for these missions."

The testing was carried out at the European Space Agency's European Centre for Space Applications and Telecommunications site in Harwell.

Paper: 'Demonstrating Trustworthiness in Open-Loop Model Mediated Teleoperation for Collecting Lunar Regolith Simulant' by Joe Louca, Aliz Zemeny, Antonia Tzemanaki and Romain Charles presented at the IROS 2024 (IEEE/RSJ International Conference on Intelligent Robots and Systems)
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Study explores how traumatic brain injury (TBI) may be linked to Alzheimer's disease | ScienceDaily
Each year, about 2.5 million people suffer from traumatic brain injuries (TBI), which often increases their risk for developing Alzheimer's disease later in life.


						
Researchers led by The Ohio State University Wexner Medical Center and College of Medicine used mouse models and human post-mortem brain tissue to study the molecular underpinnings that may increase the risk of Alzheimer's after TBI.

"Because of the prevalence of both TBI and Alzheimer's in humans, understanding the molecular mechanism that underlies the transition from TBI to Alzheimer's is vital to developing future therapies that reduce this risk," said study senior author Hongjun "Harry" Fu, PhD, assistant professor of neuroscience at Ohio State.

Study findings are published online in the journal Acta Neuropathologica.

Researchers found that TBI increases hyperphosphorylated tau, astro- and microgliosis, synaptic dysfunction and cognitive impairments linked to developing Alzheimer's disease. Furthermore, they found that downregulation of BAG3, a protein involved in protein clearance through the autophagy-lysosome pathway, contributes to the accumulation of hyperphosphorylated tau in neurons and oligodendrocytes after TBI in the mouse models and human post-mortem brain tissue with the history of TBI.

Using an AAV-based approach of overexpressing BAG3 in neurons, they found that BAG3 overexpression ameliorates tau hyperphosphorylation, synaptic dysfunction, and cognitive deficits, likely through the enhancement of the autophagy-lysosome pathway.

"Based on our findings, we believe that targeting neuronal BAG3 may be a therapeutic strategy for preventing or reducing Alzheimer's disease-like pathology," said study first author Nicholas Sweeney, an Ohio State neuroscience research assistant.




This work builds on their earlier research that had identified BAG3 as a hub gene controlling tau homeostasis from non-diseased human post-mortem tissue. Hence, BAG3 may be a contributing factor to the cellular and regional vulnerability to tau pathology in AD, said co-first author Tae Yeon Kim, a PhD student of Ohio State's Biomedical Sciences Graduate Program.

"Since previous research using human tissue and mouse models shows that tau pathology increases after TBI, we wondered if BAG3 may be a contributing factor to tau accumulation after TBI," Fu said. "Indeed, we found that BAG3 dysfunction contributes to disruption of protein clearance mechanisms that results in tau accumulation in mouse models and in human post-mortem tissue with TBI and Alzheimer's."

Future research will try to validate the relationship between TBI, BAG3, tau pathology, gliosis and neurodegeneration using a new model of TBI. Known as the Closed Head Induced Model of Engineered Rotational Acceleration (CHIMERA), this model mimics most common mild TBI conditions in humans, Fu said.

"Completion of future studies will allow us to further understand how TBI and Alzheimer's are biologically linked and develop novel therapies that can reduce the risk of developing Alzheimer's after TBI," Fu said.

The research team included scientists from Ohio State, Arizona, New York, West Virginia and Japan.

This work was supported by the Department of Defense, the National Institute on Aging of the National Institutes of Health, the Neurological Research Institute seed grant from The Ohio State University, and the Summer Undergraduate Research Fellowship from The Ohio State University Chronic Brain Injury Discovery Theme.

The authors disclose no conflicts of interest.
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Real-time visualization of chick embryo development from egg to chick | ScienceDaily
Researchers at University of Tsukuba, have developed a method for culturing fertilized chick eggs without their shells. The eggs were placed in an artificial culture vessel made of transparent film, allowing for real-time observation of the chick embryo's development from laying to hatching.


						
Efforts to observe chicken embryonic development date back to Aristotle date back to 300 BC. However, because the chicken's eggshell is opaque, it has been necessary to break the shell to observe the embryonic development occurring inside the egg. As a result, attempts have been made to develop transparent artificial culture vessels. A previously reported method involves removing embryos from their shells after being incubating them for 3 days and then hatching them in a transparent artificial culture vessel. However, when fertilized chick embryos immediately after laying (0-day-old embryos) were cultured using this method, they did not develop normally.

The researchers investigated the cause of this issue and discovered that the yolk membrane covering the surface of the blastoderm (the area where local cell division occurs during egg development) became dry by the third day of culture (3-day-old embryos). To prevent the yolk membrane from drying out, the researchers utilized a rotary shaker with the top plate rotating at an angle of 7deg. This innovation prevented the membrane covering the blastoderm from drying out, which subsequently improved the survival rate of the 3-day-old embryos. Furthermore, as these embryos continued to be cultured using the conventional shell-less method, embryonic development progressed, leading to the successful hatching of several normal chicks on the 21st day after the start of incubation.

The results of this research are expected to provide a foundation for various applications, including chick embryo development, toxicity assessments, and regenerative medicine.
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Elucidating the neural basis of reduced sexual receptivity in female mice during the non-estrus phase | ScienceDaily
Researchers at University of Tsukuba investigated the neural mechanisms underlying the behavioral transition from the sexually receptive estrus stage to the non-receptive phase, as part of the hormone-dependent behavioral changes during the estrous cycle in female mice. Their study uncovered a neural circuit that causes a rapid decline in sexually receptive behavior at the end of the estrus period for the first time.


						
In social animals like mice, where females have a distinct estrous cycle, efficient reproduction relies not only on males identifying the estrous state of females and exhibiting male-specific sexual behaviors but also on females demonstrating female-specific sexual behaviors, such as acceptance or rejection of male sexual advances. Female mice accept male approaches only on the day of estrus when they are fertile. However, the process by which females cease to exhibit this receptive behavior after estrus remains poorly understood.

The researchers hypothesized that this process is not solely determined by hormone secretion levels supporting the endocrine states of estrus but by a neural mechanism that actively promotes a decrease in sexually receptive behavior. As a candidate for this brain mechanism, they focused on estrogen receptor beta-positive neurons, which are widely distributed in the dorsal raphe nucleus of the midbrain (DRN-ERb+ cells).

Using pharmacogenetic techniques to suppress the neural activity of DRN-ERb+ cells, the researchers found that female mice maintained high sexual receptivity even the day after estrus, similar to their behavior during estrus. Additionally, examination of the neural activity of DRN-ERb+ cells in female mice revealed that these cells responded more strongly to male sexual approaches on the day after estrus compared to the day of estrus, despite a decline in receptive behavior. The researchers also confirmed that DRN-ERb+ cells send neuronal projections to and alter the activity of several brain regions controlling receptive behavior in female mice. The study concludes that a neural circuit originating from DRN-ERb+ cells is one of the mechanisms suppressing receptive behavior at the end of the estrus phase during the estrous cycle.

This work was supported by a grant-in-aid for Scientific Research 15H05724, 21K18547, and 22H02941 to SO.
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Echoes from the past: A geological mystery unravelled on Easter Island | ScienceDaily
Geography textbooks describe the Earth's mantle beneath its plates as a well-mixed viscous rock that moves along with those plates like a conveyor belt. But that idea, first set out some 100 years ago, is surprisingly difficult to prove. A mysterious find on Easter Island, investigated by Cuban, Colombian and Utrecht geologists among others, suggests that the Earth's mantle seems to behave quite differently.


						
Easter Island consists of several extinct volcanoes. The oldest lava deposits formed some 2.5 million years ago on top of an oceanic plate not much older than the volcanoes themselves. In 2019, a team of Cuban and Colombian geologists left for Easter Island to accurately date the volcanic island. To do so, they resorted to a tried-and-tested recipe: dating zircon minerals. When magma cools, these minerals crystallise. They contain a bit of uranium, which 'turns' into lead through radioactive decay.

Because we know how fast that process happens, we can measure how long ago those minerals formed. The team from Colombia's Universidad de Los Andes, led by Cuban geologist Yamirka Rojas-Agramonte, therefore went in search of those minerals. Rojas-Agramonte, now at the Christian Albrechts-University Kiel, found hundreds of them. But surprisingly, not only from 2.5 million years old, but also from much further back in time, up to 165 million years ago. How could that be?

Earth's mantle

Chemical analysis of the zircons showed that their composition was more or less the same in all cases. So, they all had to have come from magma of the same composition as that of today's volcanoes. Yet those volcanoes cannot have been active for 165 million years, because the plate below them is not even that old. The only explanation then is that the ancient minerals originated at the source of volcanism, in the Earth's mantle beneath the plate, long before the formation of today's volcanoes. But that presented the team with yet another conundrum.

Hotspot volcanoes and their origins

Volcanoes like those on Easter Island are so-called 'hotspot volcanoes'. These are common in the Pacific Ocean; Hawai'i is a famous example. They form from large blobs of rock that slowly rise from the deep Earth's mantle -- so-called mantle plumes. When they get close to the base of the Earth's plates, the rocks of the plume as well as from the surrounding mantle melt and form volcanoes. Scientists have known since the 1960s that mantle plumes stay in place for a very long time while the Earth's plates move over them. Every time the plate shifts a bit, the mantle plume produces a new volcano. This explains the rows of extinct underwater volcanoes in the Pacific Ocean, with one or a few active ones at the end. Had the team found evidence that the mantle plume under Easter Island has been active for 165 million years?




Subduction zones

To answer that question, Rojas-Agramonte needed evidence from the geology of the 'Ring of Fire', an area around the ocean with many earthquakes and volcanism, where oceanic plates dip ('subduct') into the Earth's mantle. So she contacted Utrecht geologist Douwe van Hinsbergen. "The difficulty is that the plates from 165 million years ago have long since disappeared in those subduction zones," says Van Hinsbergen, who had reconstructed the vanished pieces in detail. When he added a large volcanic plateau to those reconstructions at the site of present-day Easter Island 165 million years ago, it turned out that that plateau must have disappeared under the Antarctic Peninsula some 110 million years ago. "And that just so happened to coincide with a poorly understood phase of mountain building and crust deformation in that exact spot. That mountain range, whose traces are still clearly visible, could well be the effect of subduction of a volcanic plateau that formed 165 million years ago." His reconstruction therefore showed that the Easter Island mantle plume could very well have been active for that long. This would solve the geological mystery of Easter Island: the ancient zircon minerals would be remnants of earlier magmas that were brought to the surface from deep inside the earth, along with younger magmas in volcanic eruptions.

Inconsistencies

But then another problem presents itself. The classical 'conveyor belt theory' was already difficult to reconcile with the observation that mantle plumes stay in place while everything around them continues to move. Van Hinsbergen: "People explained this by saying that plumes rise so fast that they are not affected by a mantle that was moving with the plates. And that new plume material is constantly being supplied under the plate to form new volcanoes." But in that case, old bits of the plume, with the old zircons, should have been carried off by those mantle currents, away from the location of Easter Island, and could not now be there at the surface. "From that, we draw the conclusion that those ancient minerals could have been preserved only if the mantle surrounding the plume is basically as stationary as the plume itself." The discovery of the ancient minerals on Easter Island therefore suggests that the Earth's mantle behaves fundamentally differently and moves much slower than has always been assumed; a possibility that both Rojas-Agramonte and Van Hinsbergen and their teams raised a few years ago in studies on the Galapagos Islands and New Guinea, and for which Easter Island now provides new clues.
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Don't kill the messenger RNA! | ScienceDaily
mRNA-based therapeutics and vaccines are the new hope in the fight against incurable diseases. A commonly used strategy in the development of messenger RNA (mRNA) medicine is based on the destruction of disease-causing mRNA. Achieving the opposite and stabilizing health-promoting mRNA is still a great challenge. The team of Peter 't Hart, group leader at the Chemical Genomics Centre at the Max Planck Institute of Molecular Physiology has now overcome this challenge: the chemists developed the first active substance that inhibits the deadenylation of mRNA and thus prevents its degradation. This study offers a promising starting point for the development of innovative mRNA-based therapeutics and tools for biologists to provide valuable insights into the process of mRNA degradation


						
mRNA transports the most valuable cellular information -- the chemical blueprint for the production of proteins -- from the nucleus into the cytoplasm. However, as soon as mRNA has delivered its message to the protein-producing factories in the cytoplasm it is no longer needed and degraded by exonucleases. Depending on how long the mRNA remains in the cytoplasm, more or less of a protein is produced -- be it health-promoting or disease-causing. The regulation of mRNA levels is one of the most promising strategies in the emerging field of RNA-based therapeutics.

How to protect the messenger

The team around Peter 't Hart has now developed a new strategy to extend the lifespan of mRNA by protecting it from its dismantling. Interestingly, mRNA is not particularly stable by nature and would be degraded prematurely without molecular caps protecting the two mRNA ends. At its so-called 3' end mRNA is equipped with a polyadenine tail with an average length of 200 nucleotides. But even this shield does not last long -- the average half-life of mRNA is only 7 hours. In a process called deadenylation, the target mRNA is recruited by RNA-binding proteins to the protein complex CCR4-NOT, which removes one adenine after the other. And this is precisely where the scientists's new strategy comes in. Based on the structure of the mRNA-binding protein, they have developed a large peptide, that can block the interaction of the CCR4-NOT complex with the target mRNA. Large peptides, however, have problems overcoming (crossing) cellular barriers, what they have to do if they are to be used as drugs. By revealing the 3D-structure of the peptide-inhibitor bound to the target the chemists were able to make modifications, that improved the cell permeability of the peptide.

Increasing the stability of potentially health-promoting proteins

The scientists were able to take their work even one step further and demonstrate the potential of their strategy in cellular assays. Treating cells with the peptide stabilized the polyadenine tails of two potential health promoting proteins: a tumor suppressor, which could have beneficial effects in cancer and a nuclear receptor, whose increasing levels could help to treat various ageing-related diseases. "The concept of stabilizing beneficial mRNAs by blocking their deadenylation has not yet been explored. Since almost all mRNAs undergo this process, blocking them can be used to develop new drugs that offer a new way to treat diseases where other strategies have failed," says 't Hart. His group is currently working on the development of further inhibitors against other components of the deadenylation machinery.
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Grasslands live in the climate change fast lane | ScienceDaily
Although all ecosystems are affected by a changing climate, the impacts can take a while to appear. Changes in forest biodiversity, for example, are known to lag behind changes in a habitat's temperature and precipitation.


						
Grasslands, on the other hand, are responding to climate change almost in real time, according to new research by the University of Michigan. Put another way, forests accumulate climate debt while grasslands are paying as they go, said the study's lead authors, Kai Zhu and Yiluan Song.

"Climate change does have consequences for our ecosystems. It's going to come sooner or later," said Song, a postdoctoral fellow at the Michigan Institute for Data and AI in Society. "Grasslands are at the faster end of the spectrum."

This work will help the scientific community better understand and predict the impacts of climate change, said Zhu, associate professor at the U-M School for Environment and Sustainability. The work will also provide key insights for the restoration of grassland vegetation.

"If you want to restore grasslands, you have to ask what types of species you will plant," Zhu said. "In order to answer that, you need to at least take climate change into consideration."

The research team reported its findings in the journal Nature Ecology & Evolution.

The team, made up of researchers from more than a dozen institutions, amassed data from years of observations across grassland communities located in what's known as the California Floristic Province.




Within this biodiversity hotspot that stretches along the U.S. West Coast, the team documented trends for 12 sites observed over decades. The researchers found that, as the climate in the region became hotter and drier, species that preferred those kinds of conditions became more dominant in plant communities.

The team also included results from long-term global change experiments in the region, enabling the group to show that climate change is able to drive the changes in communities.

"We know correlation doesn't imply causation," Zhu said. "But the experimental data allow us to attribute the causality."

The team characterized the climate preferences or niches for various species in the region. The researchers could then quantify shifts in plant communities in direct relation to temperature and precipitation changes.

This approach yielded a clear, consistent conclusion across the studied observational and experimental sites, which Zhu and Song said is uncommon for an ecological study like this.

But what stood out even more was the pace of the ecological change, they said. It was fast and comparable to the observed rate of changes in climate. And the researchers stressed that this rapid shift in plant communities should not be seen as adaptation -- at least not without further studies.




"To me, adaptation gives a positive impression that the system is changing to counter some of the negative effects of climate change," Song said. "The rapid shifts in grassland communities involve not only the gain of some hotter, drier species but also the loss of some cooler, wetter species. These shifts might have negative consequences such as dominance by non-native species and loss of biodiversity."

Although their study focused on a single region, Zhu and Song believe the results will hold in other grasslands, provided they're interpreted in the context of a given region's climate dynamics. For example, if the climate is trending warmer and wetter, species more at home in those conditions will likely start taking over at a speed that matches the changing climate.

"I would hypothesize that we may see an even greater response to climate change in other grasslands around the world," Zhu said.

Researchers from California Polytechnic State University, Clark College, the East Bay Regional Park District, the University of Oregon, the University of Washington, the University of Western Australia and Stanford University also contributed to the study. The team also included members from several University of California institutions, including UC Berkeley, UC Davis, UC Riverside, UC Santa Barbara and UC Santa Cruz, where Zhu and Song began the project.
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Chickpeas: Sustainable and climate-friendly foods of the future | ScienceDaily
Climate change has a negative impact on food security. An international research team led by Wolfram Weckwerth from the University of Vienna has now conducted a study to investigate the natural variation of different chickpea genotypes and their resistance to drought stress. The scientists were able to show that chickpeas are a drought-resistant legume plant with a high protein content that can complement grain cultivation systems even in urban areas. The study was recently published in the specialist magazine The Plant Biotechnology.


						
Long periods of drought stress have also become a reality in Central Europe due to climate change, a major threat to plant productivity, harvests and therefore food security. At the same time, there is a decline in the use of plant genetic diversity, and the global food system has become more and more uniform. While there are approximately 7,000 edible crops, two-thirds of global food production is based on just nine crop species. "This narrow genetic base can have several negative consequences, such as increased susceptibility of plants to diseases and pests, reduced resistance to factors such as drought and climate change, and increased economic fragility," explains molecular biologist Wolfram Weckwerth from the University of Vienna. "Maintaining adequate plant and genetic diversity is crucial for agriculture, which must adapt to future changing conditions. With our new study, we have taken an important step in this direction and looked at the chickpea as an important food of the future," says Weckwerth

The chickpea is currently not one of the plants mentioned above on which the global diet is currently mainly based. The international research team led by Wolfram Weckwerth has now researched the natural variations of different chickpea genotypes and their resistance to drought stress and achieved promising results. The team managed to grow many different chickpea varieties under drought stress in a field experiment in a Vienna city region, demonstrating that chickpeas are a great alternative legume plant with a high protein content that can complement grain farming systems in urban areas. "The different varieties and wild types show very different mechanisms to deal with persistent drought stress. This natural genetic variability is particularly important in order to withstand climate change and ensure the survival of the plant," says Weckwerth.

"In our study, we used a stress susceptibility index (SSI) to assess the effects of drought stress on yield. This allowed us to identify genotypes that perform best and worst under stressful conditions. Our findings are crucial for the selection of genotypes for breeding drought-tolerant chickpeas," explains Palak Chaturvedi from the University of Vienna, lead author of the study. The team used artificial intelligence, multivariate statistics and modeling to identify markers and mechanisms for better resilience to drought stress.

"With their high protein content and their drought resistance, legumes such as chickpeas are a food of the future. Another advantage is that a higher proportion of legumes in a country's agricultural systems improves the overall efficiency of nitrogen use -- this also makes agriculture more sustainable," summarizes Weckwerth.
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Invention quickly detects earliest sign of heart attack | ScienceDaily
With heart attacks, every second counts. A new blood test diagnoses them in minutes rather than hours and could be adapted as a tool for first responders and people at home.


						
"Heart attacks require immediate medical intervention in order to improve patient outcomes, but while early diagnosis is critical, it can also be very challenging -- and near impossible outside of a clinical setting," said lead author Peng Zheng, an assistant research scientist at Johns Hopkins University. "We were able to invent a new technology that can quickly and accurately establish if someone is having a heart attack."

The proof-of-concept work, which can be modified to detect infectious diseases and cancer biomarkers, is newly published in Advanced Science.

Zheng and senior author Ishan Barman develop diagnostic tools through biophotonics, using laser light to detect biomarkers, which are bodily responses to conditions including disease. Here they used the technology to find the earliest signs in the blood that someone was having a heart attack. Though an estimated 800,000-plus people have heart attacks every year just in the United States, heart attacks remain one of the trickiest conditions to diagnose, with symptoms that vary widely and biological signals that can be subtle and easy to miss in the early stages of an attack, when medical intervention can do the most good.

People suspected of having heart attacks typically are given a combination of tests to confirm the diagnosis -- usually starting with electrocardiograms to measure the electrical activity of the heart, a procedure that takes about five minutes, and blood tests to detect the hallmarks of a heart attack, where lab work can take at least an hour and often has to be repeated.

The stand-alone blood test the team created provides results in five to seven minutes. It's also more accurate and more affordable than current methods, the researchers say.

Though created for speedy diagnostic work in a clinical setting, the test could be adapted as a hand-held tool that first responders could use in the field, or that people might even be able to use themselves at home.




"We're talking about speed, we're talking about accuracy, and we're talking of the ability to perform measurements outside of a hospital," said Barman, a bioengineer in the Department of Mechanical Engineering. "In the future we hope this could be made into a hand-held instrument like a Star Trek tricorder where you have a drop of blood and then, voila, in a few seconds you have detection."

The heart of the invention is a tiny chip with a groundbreaking nanostructured surface on which blood is tested. The chip's "metasurface" enhances electric and magnetic signals during Raman spectroscopy analysis, making heart attack biomarkers visible in seconds, even in ultra-low concentrations. The tool is sensitive enough to flag heart attack biomarkers that might not be detected at all with current tests, or not detected until much later in an attack.

Though designed to diagnose heart attacks, the tool could be adapted to detect cancer and infectious diseases, the researchers say.

"There is enormous commercial potential," Barman said. "There's nothing that limits this platform technology."

Next the team plans to refine the blood test and explore larger clinical trials.

Authors included Lintong Wu, Piyush Raj, Jeong Hee Kim, Santosh Paidi, all of Johns Hopkins, and Steve Semancik, of the National Institute of Standards and Technology.
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The monarch butterfly may not be endangered, but its migration is, researchers find | ScienceDaily
With vigorous debate surrounding the health of the monarch butterfly, new research from the University of Georgia may have answered the biggest question plaguing butterfly researchers. Why are the wintering populations declining while breeding populations are stable?


						
Published by the Proceedings of the National Academy of Sciences, the study suggests that monarchs are dying off during their fall migration south to Mexico.

Migrating monarchs don't fly at night, so they spend their evenings in bunches on trees or shrubs, known as roosts. The study relied on 17 years of data from more than 2,600 citizen scientist observations of monarch roosts along the butterfly's migration route.

The researchers found that roost sizes have declined by as much as 80%, with these losses increasing from north to south along the migration route.

"The monarchs are increasingly failing to reach their winter destinations," said Andy Davis, lead author of the study and an assistant research scientist in UGA's Odum School of Ecology. "Either they're losing their ability to migrate or they're losing their will to migrate."

And it's likely not because they've lost habitat or food supplies along the way. The study largely ruled out this possibility.

"How do you say that the monarch butterfly is going extinct in the winter while they're perfectly healthy in the summer?" said William Snyder, co-author of the study and a professor of entomology in UGA's College of Agricultural and Environmental Sciences. "This paper fills in that gap by saying the problem is that fall migration."

What's leading to the monarchs' migration decline?




The researchers relied on data from Journey North, an organization that uses citizen sightings of various animals to track wildlife migration patterns. The study covers 17 years of citizen-reported sightings of migratory roosts and their estimated sizes, along with analyses of landscape characteristics and climate data.

The study represents the most detailed and comprehensive picture to date of the health of the monarch fall migration in eastern North America.

The researchers found that the timing of the migration hasn't changed and, if anything, the route has become greener and warmer over time. Greener, warmer locations should have led to larger roost populations.

Instead, the researchers documented steady, dramatic declines in roost sizes over the migration route that were independent of climate and landscape factors.

Some scientists suggest that climate change is allowing monarchs to forgo their migration and spend their winters in warmer parts of the U.S. Due in part to warmer temperatures and increased planting of nonnative tropical milkweed -- milkweed is the only plant on which monarchs can lay their eggs and their caterpillars can feed -- these year-round resident monarchs don't need to travel all the way to Mexico.

But the present study shows that's likely not what's driving the decline along the migration route, as the drop in roost sizes remains relatively consistent along the whole path, even before the migration reaches these regions.




Increase in parasite, captive breeding may be to blame

The researchers point to other research that suggests there are two main culprits behind the monarch migration losses.

The first is the increasing prevalence of a debilitating monarch parasite, which has increased tenfold since the early 2000s. This increase corresponds with increased plantings of nonnative milkweeds throughout the flyway.

Many infected monarch caterpillars don't make it to adulthood. Those that do can't fly well and don't live long, possibly contributing to the fallout of butterflies along the migration path. Nonnative milkweeds have longer growing seasons, and as a result these plants may lead to more monarchs becoming infected with the parasite because the infectious parasite spores can build up on their leaves.

The second possible driver is the release of captive-reared butterflies by well-meaning people who are hoping to help the monarchs.

"All of the evidence we have shows that when monarchs are reared in a captive environment, either indoors or outdoors, they're not as good at migrating," Davis said.

How can people help 'save the monarchs'?

The researchers urge people to take a less is more approach when it comes to monarchs.

Although well intended, many of the things people do to try to help, such as planting nonnative milkweeds or raising monarchs for release in captivity, may actually be harming the monarch population by interfering with their ability to migrate long distances.

Planting flowering plants -- but not tropical milkweed -- along the migration path won't hurt and may provide a source of nectar for traveling butterflies.

"One of the best things people can do to ensure that the monarchs are as robust and healthy as possible is basically just leave the caterpillars alone in your backyard," Davis said. "Resist the temptation to bring them inside and protect them because it seems like Mother Nature does a better job at creating really healthy, robust migrators than we do."

Published in PNAS, the study was co-authored by Jordan Croy, a postdoctoral associate in UGA's College of Agricultural and Environmental Sciences.
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Zebrafish as a model for studying rare genetic disease | ScienceDaily
Nager syndrome, or NS, is a rare genetic disease that affects the development of the face and limbs, usually causing anomalies in the bone structures of the jaws, cheeks, and hands. With a prevalence of less than 100 cases ever reported, not much is known about the disease except the fact that mutations in the SF3B4 gene are its primary cause. Now, in a recent study made available online on September 15, 2024 and upcoming in the November issue of International Journal of Biological Macromolecules, researchers from Kyushu University have developed a convenient approach to explore the underlying mechanisms of this extremely rare disease.


						
When studying diseases or genes related to diseases, using animal models is often the best approach. The zebrafish is one such commonly used animal model. This is because many genetic disorders that affect mammals affect zebrafish in virtually the same way, allowing scientists to shed light into the nitty gritty of complex diseases.

In the present study, the researchers noted that the genetic and embryonic features of how the face and skull develop in zebrafish are similar to those in mammals. This, in turn, suggested that zebrafish could be used to model NS.

Accordingly, an international research team led by Associate Professor William Ka Fai Tse from Kyushu University's Faculty of Agriculture, genetically engineered zebrafish to carry a mutated sf3b4 gene, resulting in a condition closely mirroring human NS. "Our group employed a zebrafish model to unfold the pathogenesis of this rare craniofacial disease. We aimed to identify molecules that play critical roles in the disease's development and progression, along with potential therapies to reduce its severity," explains Dr. Zulvikar Syambani Ulhaq, a JSPS Invitational Research Fellow at Kyushu University and the first author of the study.

Once the animal model was established, the team conducted an extensive series of experiments to compare mutated and non-mutated specimens.

After careful analyses of cellular stress, bone structure, and apoptosis, the researchers determined that sf3b4-deficient zebrafish have suppressed levels of the gene fgf8. This in turn affects the expression pattern of a type of cells called neural crest cells (NCCs). NCCs play an essential role during the early development of the facial structure, and their dysregulation could be strongly linked to the features of NS.

Moreover, the team found that apoptosis triggered by excessive oxidative stress was more prominently detected in sf3b4-deficient zebrafish, possibly contributing to the pathogenesis of NS. More importantly, injecting mutant zebrafish with human-derived FGF8 significantly reduced NS features, hinting at a potential therapeutic strategy for the disease.

Tse highlights the importance of conducting basic research in less explored diseases, since the little insights that we gather can make all the difference in the lives of those affected. He further explains, "Unlike cancer or diabetes, rare diseases like NS are not priority research objectives among pharmaceutical companies, and the small groups of patients suffering from them are always overlooked. Our work sheds important light on this disease and can bring hope to those patients."

Tse's group welcomes collaborations and donations from various parties, from clinical doctors, patients, families to basic researchers. "If you agree with our concept and would like to contribute to the basic research in rare diseases, we encourage you to contact us," he says.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016120014.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Bacterial vaccine shows promise as cancer immunotherapy | ScienceDaily
Columbia researchers have engineered probiotic bacteria that educate the immune system to destroy cancer cells, opening the door for a new class of cancer vaccines that take advantage of bacteria's natural tumor-targeting properties. These microbial cancer vaccines can be personalized to attack each individual's primary tumor and metastases, and may even prevent future recurrences.


						
In studies using mouse models of advanced colorectal cancer and melanoma, the bacterial vaccine supercharged the immune system to suppress the growth of -- or in many cases eliminate -- primary and metastatic cancers. All while leaving healthy parts of the body alone.

The findings were published Oct. 16 in Nature.

The bacterial vaccine proved to be particularly more efficacious than peptide-based therapeutic cancer vaccines that have been used in numerous previous cancer clinical trials.

"The important advantage of our system is its unique ability to coordinately restructure and activate all arms of the immune system to induce a productive antitumor immune response. We believe this is why the system works so well in advanced solid tumor models which have been particularly difficult to treat with other immunotherapies," says Andrew Redenti, an MD/PhD student at Columbia University's Vagelos College of Physicians and Surgeons who helped lead the study.

"The net effect is that the bacterial vaccine is able to control or eliminate the growth of advanced primary or metastatic tumors and extend survival in mouse models," says Jongwon Im, a PhD student at Columbia University who helped lead bacterial engineering aspects of the study.

The bacterial vaccine is personalized for each tumor. "Every cancer is unique -- tumor cells harbor distinct genetic mutations that distinguish them from normal healthy cells. By programming bacteria that direct the immune system to target these cancer-specific mutations, we can engineer more effective therapies that stimulate a patient's own immune system to detect and kill their cancer cells," says Nicholas Arpaia, PhD, Associate Professor of Microbiology & Immunology in the Columbia University's Vagelos College of Physicians and Surgeons who directed the research with Tal Danino, PhD, Associate Professor of Biomedical Engineering at Columbia's School of Engineering.




"As we continue to integrate additional safety optimizations through further genetic programming, we are getting closer to the point of testing this therapy in patients," he adds.

Bacteria as cancer treatment

Bacteria have been utilized in the treatment of cancer since the late 19th century, when Dr. William Coley, who was a surgeon at New York Hospital, observed tumor regression in a subset of patients with inoperable tumors injected with bacteria. Bacteria are still employed as a therapeutic today in patients with early-stage bladder cancer. Researchers now know that some bacteria can naturally migrate to and colonize tumors, where they can thrive in the often oxygen-deprived environment and locally provoke an immune response.

But used this way, bacteria do not usually precisely control or direct the immune response to attack the cancer. "These qualities alone don't typically give bacteria enough power to stimulate immune responses capable of destroying a tumor, but they're a good starting point for building a new domain of cancer therapeutics," says Nicholas Arpaia, PhD.

Inciting multiple parts of the immune system, safely

The new system starts with a probiotic strain of E. coli bacteria. The researchers then made multiple genetic modifications to precisely control the way in which the bacteria interact with and educate the immune system to induce tumor killing.




The engineered bacteria encode protein targets -- called neoantigens -- that are specific to the cancer being treated. These bacterially-delivered neoantigens train the immune system to target and attack cancer cells that express the same proteins. Neoantigens are used as tumor targets so that normal cells, which lack these cancer-marking proteins, are left alone. Due to the nature of the bacterial system and additional genetic modifications engineered by the scientists, these bacterial cancer therapies also simultaneously overcome immunosuppressive mechanisms tumors use to block the immune system.

These genetic modifications are also designed to block the bacteria's innate ability to evade immune attacks against themselves. As a safety measure, this means the engineered bacteria can be easily recognized and eliminated by the immune system and are quickly cleared from the body if they do not find the tumor.

When tested in mice, the researchers found that these intricately programmed bacterial cancer vaccines recruit a wide array of immune cells that attack tumor cells, all the while preventing responses that would normally suppress tumor-directed immune attacks.

The bacterial vaccine also reduced the growth of cancer when administered to mice before they developed tumors, and prevented regrowth of the same tumors in mice that had been cured, suggesting the vaccine may have the ability to prevent cancer from returning in patients who've experienced remission.

Personalization

In people, the first step in creating these microbial vaccines would be to sequence a patient's cancer and identify its unique neoantigens using bioinformatics. Next, the bacteria would be engineered to produce large quantities of the identified neoantigens, as well as other immunomodulatory factors. When infused into the patient whose tumors are to be treated, the bacteria would head to the tumors, make themselves at home, and steadily produce and deliver their payload of engineered "medicines."

Once activated by the bacterial vaccine, the immune system would be prompted to eliminate cancer cells that have spread throughout the body and prevent further metastatic development.

Since each tumor has its own set of neoantigens, the immunotherapy will be custom-made for each patient. "The time to treatment will first depend on how long it takes to sequence the tumor. Then we just need to make the bacterial strains, which can be quite fast. Bacteria can be simpler to manufacture than some other vaccine platforms," Danino says.

The bacteria are also designed to counteract cancer's ability to rapidly mutate and evade treatment. "Because our platform allows us to deliver so many different neoantigens, it theoretically becomes difficult for tumor cells to lose all those targets at once and avoid the immune response," says Arpaia.

The researchers think their approach may succeed where earlier cancer vaccines have not. In the latter, while immune responses against tumor neoantigens may be induced, direct modulation of the immunosuppressive tumor environment is not accomplished to such a degree.

Arpaia adds, "Bacteria allow delivery of a higher concentration of drugs than can be tolerated when these compounds are delivered systemically throughout the entire body. Here, we can confine delivery directly to the tumor and locally modulate how we're stimulating the immune system."

More information

The study is titled, "Probiotic neoantigen delivery vectors for precision cancer immunotherapy."

All authors: Andrew Redenti, Jongwon Im, Benjamin Redenti, Fangda Li, Mathieu Rouanne, Zeren Sheng, William Sun, Candice R. Gurbatri, Shunyu Huang, Meghna Komaranchath, YoungUk Jang, Jaeseung Hahn, Edward R. Ballister, Rosa L. Vincent, Ana Vardoshivilli, Tal Danino, and Nicholas Arpaia (all at Columbia).

The research was funded by grants from the National Institutes of Health (R01CA249160, R01CA259634, U01CA247573, and T32GM145766) and the Searle Scholars Program, and by a Roy and Diana Vagelos Precision Medicine Pilot Grant.

Andrew Redenti, Jongwon Im, Tal Danino, and Nicholas Arpaia have filed a provisional patent application with the US Patent and Trademark Office related to this work.
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Plastic pollution harms bees, review finds | ScienceDaily
Nano- and microplastic particles (NMP) are increasingly polluting urban and rural landscapes, where bees and other beneficial insects come into contact with them. If insects ingest plastic particles from food or the air, it can damage their organs and cause changes in their behaviour, preventing them from properly performing ecosystem services such as pollination and pest control. Plastic pollution thus poses considerable risks to biodiversity, agricultural production, and global food security. These are the main findings of a new review in the journal Nature Communications, which was conducted by an international team including researchers from the University of Freiburg.


						
Plastic from films, fertilizers, water, and the air ends up on farmland

Microplastic particles are between one micrometre and five millimetres in size; still smaller particles are referred to as nanoplastics. Whereas the harmful effects of NMP in water and for individual species are well documented, there have as yet been no systematic reviews on how the particles affect agricultural ecosystems. To fill this gap, the authors of the review summarized 21 already published individual studies for the first time. They were interested particularly in the question of how pollinator insects and other beneficial insects come into contact with NMP and what consequences the ingestion of the particles has for them, as well as for the ecosystems that are dependent on them and for agricultural production.

In this way, the researchers first succeeded in identifying different sources from which NMP end up on agricultural land, including plastic films, fertilizers, polluted water, and atmospheric depositions. The plastic particles accumulate in the soil, and pollinators and beneficial insects that are important for pest control ingest them from the air and food or use them to build nests.

Damage to bees could lead to a decline in agricultural production

The authors of the study establish that the bees' ingestion of NMP leads, for example, to damage to their digestive system, to a weakening of their immune system, and to changes in their behaviour. This makes the bees more susceptible to diseases, possibly causing them to pollinate plants less effectively. 'We find microplastic in the gut of bees and see how wild bees use plastic to build nests. We therefore urgently need to investigate what interaction this has with other stressors, such as climate change, for the bees and their pollination services', says Prof. Dr. Alexandra-Maria Klein, co-author of the study and professor for nature conservation and landscape ecology at the University of Freiburg. A decline in pollination services has a negative effect on crop yield. Thus, plastic pollution could further aggravate existing uncertainties in the global food supply, the researchers warn.

Interactions with other environmental stressors exacerbate the problem

In addition, NMP also exacerbate the threats posed by other environmental stressors, such as pesticides, chemical pollution, fungi, and pathogens. For example, some areas become 'hotspots', where plastic particles interact with harmful viruses. As a result of such interactions, NMP could have serious effects on pollinators and thus on the stability of the food system.

However, the researchers also emphasize the limitations of their review. For example, only little data is available on important pollinators and beneficial insects like bumblebees and ladybirds. In addition, the current data doesnot allow for a differentiated account of the effects of different sizes and amounts of NMP. Researchers urgently need to conduct further studies to better understand the growing problem of plastic pollution and find solutions to it. 'It is already clear today, however, that there is a pressing need for political control of plastic pollution', says Klein.

The study included researchers from Westlake University (Hangzhou, China), Zhejiang University, (Hangzhou, China), Fudan University (Shanghai, China), and the Universities of Freiburg and Tubingen.
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Uncovering a way for pro-B cells to change trajectory | ScienceDaily
Development of B cells, white blood cells that make antibodies, follows a progression of stages: common lymphoid progenitors, pre-pro-B cells, pro-B cells, pre-B cells, immature B cells, and then more mature and specialized B cells. By the time the development hits the pro-B stage, the cell is fated to stay a B cell rather than another type of cell.


						
But researchers from the School of Veterinary Medicine and Perelman School of Medicine have found that knockout of YY1in pro-B cells impairs this lineage commitment, enabling unusual plasticity in blood cell formation. YY1 is a ubiquitous transcription factor that is capable of both activation and repression functions and plays significant roles in cell proliferation and replication, DNA repair, and the development of embryos.

They found that YY1 knockout pro-B cells can generate T lineage cells -- which help B cells produce antibodies -- in vitro and in a mouse model. Their findings are published in the journal Genes & Development.

"The data has come out better than my wildest fantasy," says senior author Michael Atchison, professor of biomedical sciences at Penn Vet. He says of YY1, "Since it's expressed everywhere and it's involved with so many lineages, the potential for regenerative medicine is quite high."

He envisions the ability to temporarily knock down YY1, push cells in another direction, and then remove the block so now there is a new lineage. Muscle cells, for example, could be reimplanted into a patient with a muscle disease.

"Although B cell lineage plasticity has been observed following knockout of several lineage-specific transcription factors," the authors write, "YY1 is unique in being a ubiquitous transcription factor expressed in all cell types suggesting a potentially universal mechanism of lineage commitment."

Atchison says that, just after he came to Penn Vet as an assistant professor in 1989, one of his graduate students cloned YY1. It was a time when it was shocking that a transcription factor could activate some genes while repressing the expression of others, he says. Several labs published on this simultaneously more than 30 years ago, and another researcher named the transcription factor Yin Yang 1 because of this dual function.




Atchison says the basis for this paper began nearly a decade ago, with a former postdoctoral researcher who, looking at RNA sequencing data, had the idea that YY1 knockout pro-B cells could turn into T cells. Sarmistha Banerjee, first author on the paper, took over this work as a senior research investigator at Penn.

The researchers eliminated YY1 with Mb1-driven CRE. CRE is a protein that can delete DNA and Mb1 is a promoter that drives expression of CRE in pro-B cells.

"We saw this transition happening from B to T and thought it would be a gradual transition, but there were a few weird-looking genes that were expressed in the mature T cells that developed," Atchison says. Co-author Joshua Rhoades, a bioinformatician, suggested doing single-cell RNA sequencing, which Atchison says "turned out to be really transformative. Then we saw all these other cell types coming up."

The sequencing data showed that as YY1 knockout pro-B cells developed in culture, 85% identified as monocytic or dendritic cells, which are involved in the presentation of antigens to B and T cells to mount an immune response, while only 3% identified as T cells. But incubation for three weeks resulted in the downregulation of most of these alternative lineage genes and increased expression of T lineage genes.

"A very useful, insightful, and unexpected finding was that while we were pushing these B cells to T cells, in the appropriate T cell environment, we observed that during this transition (midway) they were making a lot of other cell types," says co-author Sarah Naiyer, a research associate in immunology at Penn. She says, "Because we showed that Notch, a receptor in a highly conserved cell signaling pathway, was involved in the process, this could mean that it's the gradient of Notch signaling that is required to make these other cell types during the early phase while also inhibiting their differentiation during later stages, pushing them to T cells."

Atchison says it was satisfying to then see these results replicated in vivo. "It's coming out pretty close to what we fantasized about how the genome has changed when you knock out YY1 and why that allows the cells to be less committed to one lineage and able to be pushed into another direction," he says.




Looking forward, the mountain of data the team amassed "can be mined for a long time to look at what's happening when you knock out YY1," Atchison says. "We've looked at a small handful of genes, but there's 20,000 genes in the genome, and there's a lot we can do just with the data we have."

Another avenue of research would be to see how well YY1 knockout works in other cell types and tissues, and another would be to see if the T cells could yet still move to another lineage.

Michael Atchison is a professor in the Department of Biomedical Sciences, director of the VMD-Ph.D. Program, and director of the NIH/Boehringer-Ingelheim Summer Research Program at the University of Pennsylvania School of Veterinary Medicine.

Sarmistha Banerjee is a former researcher in the Atchison Lab at Penn Vet.

Sarah Naiyer is a research associate in immunology at Penn Vet.

Joshua Rhoades is a bioinformatician at Penn Vet.

The other co-authors are Penn Vet's Nasreen Bano, Dawei Dong, Suchita Hodawadekar, and Sulagna Sanyal; and David Allman and Anupam Banerjee of the Department of Pathology and Laboratory Medicine at the Perelman School of Medicine.

This work was supported by the National Institutes of Health (grants R01AI162879, R01AI155540, R01AI139123, and R01AI175185) and an Aspire award from the Mark Foundation for Cancer Research.
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NASA, NOAA: Sun reaches maximum phase in 11-year solar cycle | ScienceDaily
In a teleconference with reporters on Tuesday, representatives from NASA, the National Oceanic and Atmospheric Administration (NOAA), and the international Solar Cycle Prediction Panel announced that the Sun has reached its solar maximum period, which could continue for the next year.


						
The solar cycle is a natural cycle the Sun goes through as it transitions between low and high magnetic activity. Roughly every 11 years, at the height of the solar cycle, the Sun's magnetic poles flip -- on Earth, that'd be like the North and South poles swapping places every decade -- and the Sun transitions from being calm to an active and stormy state.

NASA and NOAA track sunspots to determine and predict the progress of the solar cycle -- and ultimately, solar activity. Sunspots are cooler regions on the Sun caused by a concentration of magnetic field lines. Sunspots are the visible component of active regions, areas of intense and complex magnetic fields on the Sun that are the source of solar eruptions.

"During solar maximum, the number of sunspots, and therefore, the amount of solar activity, increases," said Jamie Favors, director, Space Weather Program at NASA Headquarters in Washington. "This increase in activity provides an exciting opportunity to learn about our closest star -- but also causes real effects at Earth and throughout our solar system."

Solar activity strongly influences conditions in space known as space weather. This can affect satellites and astronauts in space, as well as communications and navigation systems -- such as radio and GPS -- and power grids on Earth. When the Sun is most active, space weather events become more frequent. Solar activity has led to increased aurora visibility and impacts on satellites and infrastructure in recent months.

During May 2024, a barrage of large solar flares and coronal mass ejections (CMEs) launched clouds of charged particles and magnetic fields toward Earth, creating the strongest geomagnetic storm at Earth in two decades -- and possibly among the strongest displays of auroras on record in the past 500 years.

"This announcement doesn't mean that this is the peak of solar activity we'll see this solar cycle," said Elsayed Talaat, director of space weather operations at NOAA. "While the Sun has reached the solar maximum period, the month that solar activity peaks on the Sun will not be identified for months or years."

Scientists will not be able to determine the exact peak of this solar maximum period for many months because it's only identifiable after they've tracked a consistent decline in solar activity after that peak. However, scientists have identified that the last two years on the Sun have been part of this active phase of the solar cycle, due to the consistently high number of sunspots during this period. Scientists anticipate that the maximum phase will last another year or so before the Sun enters the declining phase, which leads back to solar minimum. Since 1989, the Solar Cycle Prediction Panel -- an international panel of experts sponsored by NASA and NOAA -- has worked together to make their prediction for the next solar cycle.




Solar cycles have been tracked by astronomers since Galileo first observed sunspots in the 1600s. Each solar cycle is different -- some cycles peak for larger and shorter amounts of time, and others have smaller peaks that last longer.

"Solar Cycle 25 sunspot activity has slightly exceeded expectations," said Lisa Upton, co-chair of the Solar Cycle Prediction Panel and lead scientist at Southwest Research Institute in San Antonio, Texas. "However, despite seeing a few large storms, they aren't larger than what we might expect during the maximum phase of the cycle."

The most powerful flare of the solar cycle so far was an X9.0 on Oct. 3 (X-class denotes the most intense flares, while the number provides more information about its strength).

NOAA anticipates additional solar and geomagnetic storms during the current solar maximum period, leading to opportunities to spot auroras over the next several months, as well as potential technology impacts. Additionally, though less frequent, scientists often see fairly significant storms during the declining phase of the solar cycle.

NASA and NOAA are preparing for the future of space weather research and prediction. In December 2024, NASA's Parker Solar Probe mission will make its closest-ever approach to the Sun, beating its own record of closest human-made object to the Sun. This will be the first of three planned approaches for Parker at this distance, helping researchers to understand space weather right at the source.

NASA is launching several missions over the next year that will help us better understand space weather and its impacts across the solar system.




Space weather predictions are critical for supporting the spacecraft and astronauts of NASA's Artemis campaign. Surveying this space environment is a vital part of understanding and mitigating astronaut exposure to space radiation.

NASA works as a research arm of the nation's space weather effort. To see how space weather can affect Earth, please visit NOAA's Space Weather Prediction Center, the U.S. government's official source for space weather forecasts, watches, warnings, and alerts:

https://www.spaceweather.gov/
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Machine learning analysis sheds light on who benefits from protected bike lanes | ScienceDaily
A new analysis from University of Toronto Engineering researchers leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit?


						
"Right now, some people have really good access to protected biking infrastructure: they can bike to work, to the grocery store or to entertainment venues," says Madeleine Bonsma-Fisher, a postdoctoral fellow in the Department of Civil & Mineral Engineering and lead author of a new paper published in the Journal of Transport Geography.

"More lanes could increase the number of destinations they can reach, and previous work shows that will increase the number of cycle trips taken.

"However, many people have little or no access to protected cycling infrastructure at all, limiting their ability to get around. This raises a question: is it better to maximize the number of connected destinations and potential trips overall, or is it more important to focus on maximizing the number of people who can benefit from access to the network?"

Bonsma-Fisher and her team -- including her co-supervisors, Professors Shoshanna Saxe and Timothy Chan, and PhD student Bo Lin -- use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

"This kind of optimization problem is what's called an NP-hard problem, which means that the computing power needed to solve it scales very quickly along with the size of the network," says Saxe.

"If you used a traditional optimization algorithm on a city the size of Toronto, everything would just crash. But PhD student Bo Lin invented a really cool machine learning model that can consider millions of combinations of over 1,000 different infrastructure projects to test what are the most impactful places to build new cycling infrastructure."

Using Toronto as a stand-in for any large, automobile-oriented North American city, the team generated maps of future bike lane networks along major streets, optimized according to two broad types of strategies.




The first, which they called the utilitarian approach, focused on maximizing the number of trips that could be taken using only routes with protected bike lanes in under 30 minutes -- without regard for who those trips were taken by.

The second, which they termed equity-based, aimed to maximize the number of people who had at least some connection to the network.

"If you optimize for equity, you get a map that is more spread out and less concentrated in the downtown areas," says Bonsma-Fisher.

"You do get more parts of the city that have a minimum of accessibility by bike, but you also get a somewhat smaller overall gain in average accessibility."

"There is a trade-off there," says Saxe.

"This trade-off is temporary, assuming we will eventually have a full cycling network across the city, but it is meaningful for how we do things in the meantime and could last a long time given ongoing challenges to building cycling infrastructure."

Another key finding was that there are some routes that appeared to be essential no matter what strategy was pursued.




"For example, the bike lanes along Bloor West show up in all of the scenarios," says Saxe.

"Those bike lanes benefit even people who don't live near them and are a critical trunk to maximizing both the equity and utility of the bike network. Their impact is so consistent across models that it challenges the idea that bike lanes are a local issue, affecting only the people close by. Optimized infrastructure repeatedly turns out in our model to serve neighbourhoods quite a distance away.

The team is already sharing their data with Toronto's city planners to help inform ongoing decisions about infrastructure investments. Going forward, the team hopes to apply their analysis to other cities as well.

"No matter what your local issues, or what choices you end up making, it's really important to have a clear understanding of what goals you are aiming for and check if you are meeting them," says Bonsma-Fisher.

"This kind of analysis can provide an evidence-based, data-driven approach to answering these tough questions."
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New research reveals how large-scale adoption of electric vehicles can improve air quality and human health | ScienceDaily
A new study from the University of Toronto's Department of Civil & Mineral Engineering suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits.


						
The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050.

Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running into the tens of billions of dollars.

"When researchers examine the impacts of EVs, they typically focus on climate change in the form of mitigating CO2 emissions," says Professor Marianne Hatzopoulou, one of the co-authors of the study, which is published in PNAS. 

"But CO2 is not the only thing that comes out of the tailpipe of an internal combustion vehicle. They produce many air pollutants that have a significant, quantifiable impact on public health. Furthermore, evidence shows that those impacts are disproportionately felt by populations that are low-income, racialized or marginalized."

Other members of the team include lead author and postdoctoral fellow Jean Schmitt, Professors Daniel Posen and Heather Maclean, and Amir F.N. Abdul-Manan of Saudi Aramco's Strategic Transport Analysis Team.

Members of this team had previously used their expertise in life-cycle assessment to build computer models that simulated the impact of large-scale EV adoption in the U.S. market.




Among other things, they showed that while EV adoption will have a positive impact on climate change, it is not sufficient on its own to meet the Paris Agreement targets. They recommended that EV adoption be used in combination with other strategies, such as investments in public transit, active transportation and higher housing density.

In their latest study, the team wanted to account for the non-climate benefits of EV adoption. They adapted their models to simulate the production of air pollutants that are common in fossil fuel combustion, such as nitrogen oxides, sulphur oxides and small particles known as PM2.5.

"Modelling these pollutants is very different from modelling CO2, which lasts for decades and ends up well-mixed throughout the atmosphere," says Posen.

"In contrast, these pollutants, and their associated health impacts, are more localized. It matters not only how much we are emitting, but also where we emit them."

While EVs do not produce any tailpipe emissions, they can still be responsible for air pollution if the power plants that supply them run on fossil fuels such as natural gas or coal. This also has the effect of displacing air pollution from busy highways to the communities that live near those power plants.

Another complication is that neither the air pollution from the power grid nor that from internal combustion vehicles is expected to stay constant over time.




"Today's gasoline-powered cars produce a lot less pollution than those that were built 20 years ago, many of which are still on the road," says Schmitt.

"So, if we want to fairly compare EVs to internal combustion vehicles, we have to account for the fact that air pollution will still go down as these older vehicles get replaced. We can also see that the power grid is getting greener over time, as more renewable generation gets installed."

In the model, the team chose two main scenarios to simulate out to the year 2050. In the first, they assumed that no more EVs will be built, but that older internal combustion vehicles will continue to be replaced with newer more efficient ones.

In the second, they assumed that by 2035, all new vehicles sold will be electric. The researchers described this as "aggressive," but it is in line with the stated intentions of many countries. For example, Norway plans to eliminate sales of non-electric vehicles next year, and Canada plans to follow suit by 2035.

For each of these scenarios, they also considered various rates for the transition of the electric grid to low-emitting and renewable energy sources, i.e., whether it stays roughly the same as the current rate, slows down, or accelerates over the next couple of decades.

Under each of these sets of conditions, the team simulated levels of air pollution across the United States. They then used established calculations commonly used by epidemiologists, actuaries and government policy analysts to correlate these pollution levels with statistical estimates of the number of years of life lost, as well as with estimates of economic value.

"Our simulation shows that the cumulative public health benefits of large-scale EV adoption between now and 2050 could run into the hundreds of billions of dollars," says Posen.

"That's significant, but another thing we found is that we only get these benefits if the grid continues to get greener. We are already transitioning away from fossil fuel power generation, and it's likely to continue in the future. But for the sake of argument, we modelled what would happen if we artificially freeze the grid in its current state. In that case, we'd actually be better off simply replacing our old internal combustion vehicles with new ones -- but again, this is not a very realistic scenario."

This finding raises another question: is it more important to decarbonize the transportation sector through EV adoption, or to first decarbonize the power generation sector, which is the ultimate source of pollution associated with EVs?

"To that I would say that it's important to remember that the vehicles being sold today will continue to be used for decades," says Hatzopoulou.

"If we buy more internal combustion vehicles now, however efficient they may be, we will be locking ourselves into those tailpipe emissions for years to come, and they will spread that pollution everywhere there are roads.

"We still need to decarbonize the power generation system -- and we are -- but we should not wait until that process is complete to get more EVs on the road. We need to start on the path to a healthier future today."
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Seven new frog species discovered in Madagascar: Sounds like something from Star Trek | ScienceDaily
An international team of researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.


						
If you think all frogs croak, you'd be wrong. Seven newly discovered species from the tree frog genus Boophis, found across the rainforests of Madagascar, emit special bird-like whistling sounds in their communication with other frogs.

These whistling sounds reminded the research team, led by Professor Miguel Vences of the Technische Universitat Braunschweig, Germany, of Star Trek, where similar whistle-like sound effects are frequently used.

"That's why we named the frogs after Kirk, Picard, Sisko, Janeway, Archer, Burnham, and Pike -- seven of the most iconic captains from the sci-fi series," says Professor Vences.

"Not only do these frogs sound like sound-effects from Star Trek, but it seems also fitting that to find them, you often have to do quite a bit of trekking! A few species are found in places accessible to tourists, but to find several of these species, we had to undertake major expeditions to remote forest fragments and mountain peaks. There's a real sense of scientific discovery and exploration here, which we think is in the spirit of Star Trek," explains Assistant Professor Mark D. Scherz from the Natural History Museum of Denmark at the University of Copenhagen, who was senior author on the study.

To Drown Out the Sound of Water

The otherworldly calls of these frogs are known as "advertisement calls" -- a type of self-promotion that, according to the researchers, may convey information about the male frog's suitability as a mate to females. This particular group live along fast-flowing streams in the most mountainous regions of Madagascar -- a loud background that may explain why the frogs call at such high pitches.




For fans of Star Trek, some of the frog calls might remind them of sounds from the so-called 'boatswain whistle' and a device called the 'tricorder.' To others, they might sound like a bird or an insect.

"If the frogs just croaked like our familiar European frogs, they might not be audible over the sound of rushing water from the rivers they live near. Their high-pitched trills and whistles stand out against all that noise," explains Dr Jorn Kohler, Senior Curator of Vertebrate Zoology at the Hessisches Landesmuseum Darmstadt, Germany, who played a key role in analyzing the calls of the frogs.

"The appearance of the frogs has led to them being confused with similar species until now, but each species makes a distinctive series of these high-pitched whistles, that has allowed us to tell them apart from each other, and from other frogs," he says.

The calls also lined up with the genetic analysis the team performed.

Vulnerable to Climate Change

Madagascar is renowned for its immense biodiversity, and research in its rainforests continues to uncover hidden species, making it a true paradise for frogs. Madagascar, an island roughly the size of France, is home to about 9% of all the world's frog species.

"We've only scratched the surface of what Madagascar's rainforests have to offer. Every time we go into the forest, we find new species, and just in terms of frogs, there are still several hundred species we haven't yet described," says Professor Andolalao Rakotoarison of the Universite d'Itasy in Madagascar. Just in the last ten years, she and the rest of this team have described around 100 new species from the island.

The researchers behind the discovery hope that this new knowledge will strengthen conservation efforts in Madagascar's rainforests. The species often live in close geographic proximity but at different altitudes and in different microhabitats. This division makes them particularly vulnerable to changes in climate or the environment.

Thus, the research team urges greater awareness around the conservation of Madagascar's biodiversity to ensure that these unique species and their habitats are preserved for the future. But they also hope to continue exploring, to seek out new species in forests where no scientist has gone before.
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New temperatures in two thirds of key tropical forest | ScienceDaily
Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.


						
KBAs identify the most important places on Earth for species and their habitats.

The new study -- by Exeter, Manchester Metropolitan and Cambridge universities -- assessed 30 years of temperature conditions below the forest canopy in KBAs in tropical forests worldwide.

It found that 66% of KBAs in tropical forests have recently transitioned to new "temperature regimes" (more than 40% of temperature measurements being outside the range previously recorded there).

The remaining 34% are not yet seeing new temperature regimes -- and the researchers suggest these places may be vital refuges for biodiversity.

The paper is published ahead of the United Nations Biodiversity Conference (COP16) in Colombia, which begins on October 21.

"Beneath the canopy of tropical forests, a wealth of biodiversity exists in a very stable climate," said Dr Brittany Trew, from the Environment and Sustainability Institute on Exeter's Penryn Campus in Cornwall.




"As such, species there are at particularly high risk from new annual temperature regimes because they have evolved under a narrow range of conditions. They may only be able to tolerate a small margin of warming above what they're used to."

The Post-2020 Global Biodiversity Framework includes a draft target that at least 30% of land area globally is conserved by 2030 -- and specifically identifies KBAs as a core priority for this.

Dr Alexander Lees, Reader in Biodiversity at Manchester Metropolitan University, said: "The amount of political and economic capital dedicated to safeguarding biodiversity is woefully inadequate.

"Our findings show that the painful process of conservation triage -- selecting new protected areas -- must therefore consider the impact of ongoing climate changes on those sites in prioritisation assessments."

KBAs do not automatically receive formal protection -- this is decided by national governments in the areas identified.

The paper highlights that -- of the 34% of tropical forest KBAs not seeing new temperature regimes -- more than half are not currently protected.




"We need 'climate-smart' policies that protect these vital refuges," Dr Trew said.

The researchers used temperature measurements, satellite data and a microclimate model to assess near-ground hourly temperatures across the world's tropical KBAs.

The proportion of KBAs in Africa and Latin America with new temperature regimes was particularly high (72% and 59%), while fewer KBAs across Asia and Oceania shifted to new temperatures (49%).

Some KBAs across Latin America (2.9%) -- and a small number in Asia and Oceania (0.4%) -- have recently transitioned to almost entirely new temperature regimes (more than 80% of temperature measurements outside the previous range.

In Latin America, these KBAs were all located in Ecuador, Colombia, Venezuela or Panama, with the tropical Andes particularly affected.

The paper, published in the journal Conservation Letters, is entitled: "Identifying climate-smart tropical Key Biodiversity Areas for protection in response to widespread temperature novelty."
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Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold | ScienceDaily

The study reveals that wildlife rangers, a critical component of global conservation efforts but often underutilised in scientific research, can play a pivotal role in the conservation science surrounding the world's most beloved big cat.

Rangers are effective at monitoring lions and are an underutilised resource

The study showed rangers trained in search-encounter surveys (the scientific gold standard for lion monitoring) provided robust and cost-effective data on lion populations.

With 102 detections over 76 days, the lion density in the Murchison Falls Nile Delta was estimated at 13.91 lions per 100 km2, highlighting this area as a significant stronghold for lion conservation.

While rangers were often on the front lines of wildlife protection, they were rarely included in scientific research efforts.

This study is one of the first to demonstrate that rangers could effectively lead and contribute to data collection and population monitoring of threatened wildlife.




Their intimate knowledge of the landscapes and behaviour of target species make them invaluable champions for conservation.

Cost-effectiveness of rangers

One of the most striking results of the study was the cost efficiency of ranger-led surveys.

The cost of the ranger effort was 50% lower than using remote infrared camera traps, another popular method used for surveying big cats, showing that ranger-led initiatives could be a more sustainable and cost-effective method for monitoring lions in Africa.

Despite deploying 64 infrared camera traps, the cameras yielded only two usable detections for individual identification, suggesting that camera traps, in their current form, were not yet suitable for lion population monitoring.

Murchison's Nile Delta a critical lion stronghold

The study identified the Nile Delta within Murchison Falls National Park (Uganda's largest protected area) as a vital area for lion conservation.




The region supported high lion densities, despite significant pressures from poaching and oil exploration, making it a critical priority conservation area in the country.

Incorporate rangers' skills in future studies

By empowering rangers and focusing on protecting critical habitats such as the Nile Delta, we could ensure a future for Uganda's lions.

This study offered a useful case study for scaling up lion monitoring efforts across Africa, using the invaluable skills of rangers to safeguard these iconic predators.

The authors advocated for a broader adoption of incorporating the field skills of wildlife rangers to survey lions across Africa to ensure more consistent and reliable wildlife data, which was critical for adaptive conservation management.

Dr Alex Braczkowski, lead author: "Rangers are the unsung heroes of wildlife conservation, our co-authors, Lilian Namukose and Silva Musobozi, have worked for the Uganda Wildlife Authority for over a decade and their deeply intimate knowledge for where lions were in the Murchison landscape allowed us to get a good idea of the status of lions in this critical area. Our study shows bringing rangers into wildlife monitoring and census efforts could be immensely powerful for lions across Africa."

Mrs Lilian Namukose, Uganda Wildlife Authority ranger and co-author on the study: "This was the first scientific study of wildlife where I directly participated and my first entry point into science. Through rigorous training in three workshops across three national parks, we quickly learnt to incorporate lion data collection alongside our daily field duties. We are grateful to the Uganda Wildlife Authority for the opportunity to be involved in this work."

Mr Silva Musobozi, Uganda Wildlife Authority ranger and co-author on the study: "Rangers are arguably the closest group to wildlife on the ground and have good knowledge of animal behaviour. Through capacity building and training, rangers can be better incorporated into the scientific and management process." 

Mr Orin Cornille, field coordinator of the Volcanoes Safaris Partnership Trust and co-author on the study: "Incorporating Uganda Wildlife Authority Rangers allowed our broader research team to focus on other parts of this very large national park. Their field knowledge of lion behaviour meant a high sample size of great data."

Professor Duan Biggs, Associate Professor at Northern Arizona University and co-author on the study: "Our paper shows that by partnering with in-country conservation agencies and enabling local rangers - we can obtain a precise estimate of lion numbers at a fraction of the cost of other techniques."
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Climate change impacts internal migration worldwide | ScienceDaily
The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new IIASA-led study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.


						
While public discourses often focus on international migration, existing scientific evidence indicates that when climatic factors drive migration, it often results in short distance moves within national borders. However, there is a lack of scientific studies examining climate-induced internal migration across different countries. The new study, published in Nature Climate Change, used census microdata from 72 countries spanning the period from 1960 to 2016 to provide the first worldwide assessment of how environmental stress affects migration within national borders.

"Our analysis shows that internal migration -- which we defined as movement between subnational regions within a country -- increases in regions affected by drought and aridification, especially in hyper-arid and arid regions. The effects are most pronounced in agriculturally dependent and rural areas, where livelihoods are highly vulnerable to changing climate conditions. Many climate-induced migrants move to urban areas, contributing to the accelerated urbanization trends observed in numerous countries," explains lead author Roman Hoffmann, who leads the Migration and Sustainable Development Research Group at IIASA.

The analysis revealed regional differences in impacts. The effects of drought and aridification were, for example, found to be strongest in parts of Africa, the Middle East, South America, South Asia, and Southern Europe, where agricultural livelihoods are prevalent and the climate is already dry. In these regions, the combination of economic hardship and environmental challenges creates strong incentives for migration.

Globally, the findings indicate overall more mobility in wealthier areas where migration constraints may be lower. Within countries, it is typically poorer regions that tend to have higher outmigration rates toward wealthier areas when they are affected by climatic stress. In addition to regional differences, the study also documents major heterogeneities in migration patterns across population groups. In less developed countries, younger working-age adults (15-45) with medium levels of education are most likely to migrate in response to drought and increased aridity. In wealthier countries, older populations across all education levels show stronger migration patterns.

"As climate change continues to increase the frequency and severity of droughts and water scarcity worldwide, more populations will face pressures to seek better living conditions. Our work underscores the need for policies that address both the drivers of migration and the consequences for destination regions. Adequate infrastructure, health services, and social support systems are critical in urban areas that are increasingly absorbing climate-induced migrants," notes coauthor Guy Abel, a researcher in the IIASA Migration and Sustainable Development Research Group.

Additionally, the research highlights the importance of supporting vulnerable populations, including those who cannot migrate due to resource constraints. Policies that promote livelihood diversification, social safety nets, and resilience-building in affected communities can help mitigate forced migration and displacement, while also protecting those who remain.

Although the study represents a major step forward in understanding the links between climate change and internal migration, the authors also acknowledge the challenges posed by limited and non-comparable migration data. The dataset used in the study, extracted from census microdata, provides a robust longitudinal view on internal migration for a large number of countries. At the same time, it does not capture other forms of movement, including temporal or short-distance mobility, which are also highly relevant in the context of climate change.

"As climate change continues to reshape migration trends, more comprehensive data and continued research will be essential for developing targeted interventions and policy solutions to address the complex relationship between environmental factors and human mobility. Our work highlights the urgent need for a holistic approach to policy development that accounts for both spatial and social differences, recognizing the complex and context-dependent nature of migration dynamics," concludes coauthor Raya Muttarak, a researcher in the IIASA Migration and Sustainable Development Research Group and professor of Demography and the Department of Statistical Sciences at the University of Bologna, Italy.
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New test improves diagnosis of allergies | ScienceDaily
Food allergies are a major health problem worldwide. In some countries, up to 10% of the population is affected, mainly young children. Peanut allergy, in particular, is one of the most common diseases and often manifests itself in severe, potentially life-threatening reactions. The stress of food allergies not only affects the individuals concerned, but also has far-reaching consequences for their families, the health system and the food industry. The oral food challenge test, in which people consume the allergen (such as peanut extract) under supervision to test the allergic reaction, is still considered the gold standard in diagnosis. However, the method is complex and carries health risks. The allergen skin prick test and blood test are often not very accurate, which can lead to misdiagnoses and unnecessary food avoidance.


						
A team of researchers led by Prof. Dr. Alexander Eggel from the Department for BioMedical Research (DBMR) at the University of Bern and the Department of Rheumatology and Immunology, Bern University Hospital, and Prof. Dr. Thomas Kaufmann from the Institute of Pharmacology at the University of Bern, developed an alternative test in 2022. It mimics the allergic reaction in a test tube and thus offers an attractive alternative to standard tests. The researchers from Bern have now investigated the effectiveness of the test on samples from children and adolescents with confirmed peanut allergy and a healthy control group in a clinical study in collaboration with partners from the Hospital for Sick Kids in Toronto, Canada. They were able to show that the new test has a higher diagnostic accuracy than the methods used so far. The study was recently published in the European Journal for Allergy and Clinical Immunology (Allergy).

Mast cell activation test as appropriate alternative

"The most common food allergies are type I allergies. They develop when the body produces immunoglobulin E (IgE) antibodies in response to substances that are actually harmless (allergens)," explains Alexander Eggel. These antibodies bind to specific receptors on the mast cells, which are immune cells that play an important role in allergic reactions and inflammation. They are mainly located in the tissue, for example, in the intestinal mucosa, and are prepared for and sensitized to the allergen by binding to the antibodies. Upon renewed contact with the allergen, it binds directly to the mast cells loaded with antibodies, activating them and triggering an allergic reaction. "In the Hoxb8 mast cell activation test (Hoxb8 MAT), which we developed, mast cells grown in the laboratory are brought into contact with blood serum from allergic patients. The mast cells bind the IgE antibodies from the serum and are sensitized by them. We can then stimulate the mast cells with different amounts of the allergens to be tested," says Eggel. Quantifying the activated mast cells suggests how allergic a patient is to the allergen tested without needing to consume the food.

Higher diagnostic accuracy than standard tests

The study used serum samples from a total of 112 children and adolescents who had already participated in a study in Canada and for whom clear diagnostic data on their peanut allergy status were available. The mast cells cultured in the laboratory were sensitized with their serum and then stimulated with peanut extract. "The cell-based test was easy to carry out and worked perfectly. All samples were measured within two days, which was very fast," says Thomas Kaufmann. The results showed that a large number of sera from allergic patients exhibited allergen dose-dependent activation, while almost all samples from the non-allergic control subjects did not activate the mast cells. "An exceptionally high diagnostic accuracy of 95% could be calculated from these data," Eggel adds.

In addition, the data measured in the study were analyzed in direct comparison with other diagnostic methods established at the hospital. It was found that the Hoxb8 MAT test had significantly higher accuracy than the standard measurement of allergen-specific IgE antibodies in the blood or the frequently used skin test. "Comparison with other clinical tests was crucial to determine which of them reflected the patients' allergic reaction best. The new mast cell activation test has the advantage that it is functional and therefore incorporates many parameters that are important for triggering the allergy," says Thomas Kaufmann, adding: "The new test is also based on stable blood serum, which can be drawn using simple blood sampling and then stored in the freezer. This eliminates the challenging logistical obstacles that arise with other methods." The study also showed that the Hoxb8 MAT test leads to less false negative results.

"What has been shown in this study on the diagnosis of peanut allergies can also be applied to other allergies in a simple way. The technology is a perfect example of how basic research from the University of Bern can be brought to the clinical practice, and might ultimately simplify life for patients and physicians," concludes Eggel.
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Older adults appear less emotionally affected by heat | ScienceDaily
When the outside temperatures rise, people tend to lose their cool. That connection is well known, but a Washington State University-led study found that emotional responses to heat are highly individualized and only one factor moderated it -- age.


						
Overall, researchers found that the actual temperature at which the majority of people felt uncomfortable during a hot summer depended on the individual. When they did feel discomfort, it often negatively affected their mood. The exception: older adults on average became more uncomfortable in high heat more quickly, but it did not affect their mood as much as it did younger adults.

"Older adults in general have worse thermoregulation, so this makes them more vulnerable to heat -- so that was not surprising -- but what was really interesting is that on average, older adults showed low levels of negative emotional states, even though they experienced more discomfort in the heat," said Kim Meidenbauer, a WSU psychology researcher and lead author on the study published in the journal BMC Psychology.

While the reason for this difference could not be pinpointed from this study, Meidenbauer said that other research on personality traits across the lifespan found that emotional stability tends to increase with age.

The goal of the current study was to try to better understand why high outside temperatures are associated with increases in violent crime and mental health hospital admissions. This connection has long been noted by scientists, but the causes remain unclear.

Since negative emotional states are linked to people acting out aggressively, Meidenbauer and her colleagues sought to investigate the connection among outside temperature, physical discomfort and "negative affect," such as feeling irritable, anxious or gloomy. They recruited about 400 participants in the Chicago area who used an app to report levels of comfort and emotional states while outside during the summer of 2022. The researchers used geolocation to determine the actual temperature at the time and place when the participants logged their self-reports.

The study found no direct connection between the actual temperature outside and people's emotional states. Perceived temperature, or how hot they felt it was, was more important, but even then, it depended on the individual whether the temperature caused discomfort leading to a negative mood.




"People really varied in the extent to which they found consistently extreme temperatures as hot or uncomfortable. Some people were experiencing 100-degree days, and they were still feeling good," said Meidenbauer.

When the participants did feel that discomfort though, more of them, and especially the younger adults, had an associated negative emotional state.

"This research is suggesting that for some people there is a really strong relationship between heat and negative affect working through discomfort," she said. "Because there is also an association between being in a particularly angry or irritable emotional state and then acting out aggressively -- this is a plausible mechanism at play."

Because the thermal discomfort is so variable, Meidenbauer said that it would likely be hard to link objective temperature to individual psychological experiences and behaviors without directly measuring them. As a next step, she plans to test the emotional response to heat in a laboratory setting.

Co-authors on this study included researchers from the University of Chicago, University of Michigan, University of Illinois, the Argonne National Laboratory and the Santa Fe Institute. This research received support for the National Science Foundation and NASA.
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Study uncovers how silkworm moth's odor detection may improve robotics | ScienceDaily

The silkworm moth (Bombyx mori) is an insect that no longer flies due to domestication. The males use their antennae to detect pheromones emitted by females and respond very acutely, and have been used as model insects for the study of their odor source localization. Flying insects flap their wings when they fly, and silkworm moths are also known to flap their wings (called fanning) when they detect pheromones, even though they do not fly. As pheromone molecules move through space in the air, the air flows produced by the flapping of wings have undoubtedly a strong influence on odor detection. However, the effect of this flapping of wings was not known quantitatively.

To address this question, a group of scientists led by Dr. Toshiyuki Nakata from the Graduate School of Engineering, Chiba University, investigated how B. mori detects pheromones. "We understand that silkworm moths detect pheromones by flapping their wings to induce airflows around them. However, the precise impact of this wing flapping on the moths' ability to localize the odor source is unclear," explains Nakata, while elaborating on the rationale for conducting this study. The team included co-first author, Daigo Terutsuki from the Faculty of Textile Science and Technology, Shinshu University; Chihiro Fukui, from the Graduate School of Science & Engineering, Chiba University; Ryohei Kanzaki, from the Research Center for Advanced Science and Technology, The University of Tokyo; and Hao Liu, from the Graduate School of Engineering, Chiba University.

Their study, published on August 2, 2024, in Volume 14 of Scientific Reports, employed high-speed photogrammetry -- a technique that uses high-speed cameras to capture and reconstruct the motion and geometry of objects -- to computationally analyze the aerodynamic consequences of wing motions of B. mori. Researchers meticulously recorded the wing movements during fanning and built a detailed computational model of the insects and surrounding airflow. Using the simulated data, they subsequently calculated the motion of particles that resemble the pheromone molecules around the fanning silkworm moth.

One of the key findings of the study was that B. mori samples the pheromone selectively from the front. The moth scans the space by rotating its body while fanning to locate the pheromone sources. The directional sampling of the pheromone molecules is particularly helpful when searching for an odor source since the moth can determine the direction of the odor plume upon the detection of the pheromone.

Needless to say, the implications of this research extend beyond the study of insects. The insights gained from how B. mori manipulates airflow could lead to advancements in robotic odor source localization technologies. A team led by Dr. Daigo Terutsuki is working on developing drones equipped with insect antennae for odor detection, with potential applications such as locating individuals in emergencies. "The findings from this study highlight the importance of creating directional airflow when searching for odor sources using flying robots. This involves carefully adjusting the drone's orientation and the configuration of its propellers and odor sensors to optimize detection capabilities," notes Dr. Nakata.

Furthermore, the study highlights the need for future research to consider environmental factors such as airflow turbulence and antenna structure, which also influence odor detection. "Currently, robots rely heavily on vision and auditory sensors for navigation. However, as demonstrated by disaster rescue dogs, utilizing the sense of smell can be highly effective for locating humans. While the application of sensing smell in robots is still in its early stages, this research could help in developing robots that efficiently search for odor sources in disaster situations," says Dr. Nakata optimistically.

In summary, this study not only advances our knowledge of insects' odor-detecting strategies but also provides valuable design principles for the next generation of aerial odor-detecting robots.
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Computer simulations point the way towards better solar cells | ScienceDaily
More stable and efficient materials for solar cells are needed in the green transition. So-called halide perovskites are highlighted as a promising alternative to today's silicon materials. Researchers at Chalmers University of Technology, in Sweden, have gained new insights into how perovskite materials function, which is an important step forward.


						
Halide perovskites is the collective name for a group of materials that are considered very promising and cost-effective for flexible and lightweight solar cells and various optical applications, such as LED lighting. This is because many of these materials absorb and emit light in an extremely efficient way. However, perovskite materials may degrade quickly, and in order to know how best to apply these materials, a deeper understanding is required of why this happens and how the material functions.

Computer simulations and machine learning as aids

Within the perovskite group, there are both 3D and 2D materials, the latter often being more stable. Using advanced computer simulations and machine learning, a research team at the Department of Physics at Chalmers University of Technology studied a series of 2D perovskite materials and gained crucial insights into what influences properties. The research results are presented in an article in ACS Energy Letters.

"By mapping out the material in computer simulations and subjecting it to different scenarios, we can draw conclusions about how the atoms in the material react when exposed to heat, light, and so on. In other words, we now have a microscopic description of the material that is independent of what experiments on the material have shown, but which we can show to lead to the same behaviour as the experiments. The difference between simulations and experiments is that we can observe, at a detailed level, exactly what led to the final measurement points in the experiments. This gives us much greater insight into how 2D perovskites work," says Professor Paul Erhart, a member of the research team at Chalmers University of Technology.

Larger systems could be studied over longer time periods

Using machine learning has been an important approach for the researchers. They have been able to study larger systems, over a longer period, than was previously possible with the standard methods used just a few years ago.




"This has given us both a much broader overview than before, but also the ability to study materials in much more detail. We can see that in these very thin layers of material, each layer behaves differently, and that's something that is very, very difficult to detect experimentally," says Associate Professor Julia Wiktor from the research team, which also included researcher Erik Fransson.

Better understanding of the material's composition

2D perovskite materials consist of inorganic layers stacked on top of each other, separated by organic molecules. Understanding the precise mechanisms that influence the interaction between the layers and these molecules is crucial for designing efficient and stable optoelectronic devices based on perovskite materials.

"In 2D perovskites you have perovskite layers that are linked with organic molecules.What we have discovered is that you can directly control how atoms in the surface layers move through the choice of the organic linkers and how this affects the atomic movements deep inside the perovskite layers. Since that movement is so crucial to the optical properties, it's like a domino effect," says Paul Erhart.

The research results provide greater insight into how 2D perovskite materials can be used to design devices for different applications and temperature variations.

"This really gives us an opportunity to understand where stability can come from in 2D perovskite materials, and thus possibly allows us to predict which linkers and dimensions can make the material both more stable and more efficient at the same time. Our next step is to move to even more complex systems and in particular interfaces that are fundamental for the function of devices," says Julia Wiktor.
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Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds | ScienceDaily
A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.


						
The research is important because small mammals such as the western spotted skunk face major threats from human-induced land use change, said Marie Tosa, who as an Oregon State University graduate student spent 21/2 years studying the skunks. Her findings provide data to shape future skunk monitoring efforts and identify threats they face.

The western spotted skunk, which typically weighs 1 to 2 pounds and is about the size of a squirrel, is smaller than the striped skunk that is common in urban environments.

"The easiest way to describe them is a tube sock," said Tosa, who is now a postdoctoral researcher at Oregon State. "They're a black and white tube sock. They are mostly black but they have white spots all over them. They have this giant white spot on their forehead. And they're really, really adorable."

The western spotted skunk prefers more undisturbed habitat, such as mountainous areas, and is nocturnal, so it is rarely seen. Yet it lives in areas from New Mexico to British Columbia and California to Colorado

"For such an abundant carnivore in these forests, we don't really know anything about them," said Taal Levi, an associate professor at Oregon State's College of Agricultural Sciences and advisor to Tosa. "This project was trying to figure out more about them: trying to learn about their natural history; what they do in these forests; what do they need; how do they influence the ecosystem that they are in."

Tosa, Levi and Damon Lesmeister of the U.S. Forest Service's Pacific Northwest Research Station in Corvallis studied the western spotted skunk in part because of what happened to the eastern spotted skunk, which lives in the central and southeastern United States.




The population of that species declined about 90% between 1940 and 1950 and by 99% by 1980. It is now listed as vulnerable by the International Union for Conservation of Nature and was considered for listing under the Endangered Species Act.

"Habitat loss is believed to be a factor in the population decline, but the reasons are not well understood because the species was not well studied prior to or during the decline," said Lesmeister, who conducted research on the eastern spotted skunk in the 2000s.

Tosa conducted her research from 2017 to 2019 in the H.G. Andrews Experimental Forest, a nearly 16,000-acre research forest about an hour east of Eugene. The landscape is steep, with hills and deep valleys and elevation ranges from 1,350 to 5,340 feet.

That landscape made finding and tracking skunks difficult. Tosa started by setting trail cameras with sardines and cat food as bait to lure the skunks. Camera images gave her a general sense of where the skunks were and informed where she placed box traps, which she also baited and camouflaged with burlap, moss and bark.

She then spent hundreds of days driving thousands of miles to check more than 100 cameras and 50 to 100 traps.

When she found a skunk in a trap, she would carefully open it up, secure the animal, tranquilize it to temporarily sedate it and place a radio collar on it. This inevitably led to being sprayed. She estimates she was sprayed 50 to 100 times.




She said the spray smells like really strong raw garlic. Her method to remove the smell? A paste of hydrogen peroxide, Dawn dish soap and baking soda.

Once collared, she could use radio telemetry day and night to locate and track the skunks' movement.

With that data, she determined that the skunks have a home range up to 12 square miles. That far exceeds similar size mammals and even deer, which have a home range of less than one-half of a square mile. She thinks the skunks are covering so much ground because of limited food resources.

Other findings included:
    	The skunks appear to like old growth forests and younger forests. The younger forests are likely appealing because they contain more food, such as berries and small mammals.
    	Skunks are vulnerable to winter weather, particularly cold temperatures and accumulated snow. This was particularly evident during a heavy snow event in February 2019.
    	Skunks were distributed across 63% of the study area with highly overlapping home ranges, indicating a lack of territoriality.

Tosa's field research concluded before three wildfires burned in the forest during the past four years. She speculated that the skunks are likely well adapted to fire and is interested in conducting a post-fire study of the skunks.

The research findings were recently published in Ecosphere.
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US air pollution monitoring network has gaps in coverage, say researchers | ScienceDaily
The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers in ACS' Environmental Science & Technology Letters. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.


						
"The national air pollution monitoring network aims to act as an umbrella to protect all Americans," says lead author Yuzhou Wang. "But we saw that unfortunately, millions of people, especially underrecognized populations, will not receive adequate protection from the monitors. Thus, they will receive fewer benefits from the more stringent standard."

Most of the harmful effects from outdoor air pollution in the U.S. are linked to inhalation of fine particulate matter (PM). These suspended particles, like soot or liquid aerosol droplets, are smaller than 2.5 micrometers in diameter, garnering the designation PM2.5. In February 2024, to better protect Americans from health burdens caused by inhaling particles, the EPA adopted a more stringent standard for PM2.5.The EPA tracks compliance with air pollution standards through a network of about 1,000 costly and highly accurate monitoring stations placed in cities and towns nationwide. Prior research shows that people of color and people with low socioeconomic status living in the U.S. are disproportionately affected by outdoor PM2.5 exposure. However, these populations have fewer monitoring stations than other areas to measure air pollutants, meaning they may not be fully protected by the tighter air pollution standards.

While the EPA is now modifying the national air pollution monitoring network to account for environmental justice, the adequacy of this network to correctly identify areas that do not meet the new air pollution standards has not been thoroughly investigated. So, researchers led by Joshua Apte used a statistical model to identify gaps in the monitoring network's coverage across the continental U.S. The model is based on observations and geographic variables, called an empirical model, and it identifies potential areas with PM2.5 levels that exceed the agency's new lower standard.

To assess the monitoring gaps, Apte and colleagues compared PM2.5 levels from 2017 to 2019 at both monitored and unmonitored locations, using PM2.5 level predictions from the U.S. Center for Air, Climate, and Energy Solutions and population data from the 2020 U.S. Census. Their findings revealed that the network misses pollution hotspots and underestimates exposure disparities, which highlights the need for enhanced monitoring in historically underrecognized communities. Overall, they find that:
    	About 44% of highly populated metro areas in the U.S., which affect about 20 million people, have inadequate monitoring networks to comply with new EPA air quality standards.
    	PM2.5 hotspots identified with monitoring data and predicted by the model have significantly higher percentages of people of color and people with low socioeconomic status compared to the overall population.
    	Around 2.8 million people live in PM2.5 hotspots that are not captured by the air monitoring network.

"Fortunately, even adding 10 monitors in the right places could make a big difference in correctly identifying which cities are breathing unhealthy air," says Apte. However, he adds that "our network of about 1,000 official regulatory air monitors is generally not well-suited for capturing exposure disparities in every city in the country. There are just too few monitors to capture every hotspot."

The team identified metro locations to add new air pollution monitors across the U.S. that could help identify large populations that currently breathe air more polluted than the EPA's new standards. The metro areas are in Texas, Ohio, California, Wisconsin, Pennsylvania, Missouri and Idaho.
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Bonobos may be more vulnerable than previously thought, suggests genetics study | ScienceDaily
Bonobos, endangered great apes that are among our closest relatives, might be more vulnerable than previously understood, finds a genetics study led by a UCL researcher that reveals three distinct populations.


						
The three groups of bonobos have been living separately in different regions in Central Africa for tens of thousands of years, according to the study published in Current Biology by an international research team co-led by UCL, University of Vienna, and Max Planck Institute for Evolutionary Anthropology scientists.

Using genetic tests, the researchers confirmed previous evidence suggesting that there are three distinct groups of bonobos, originating in central, western, and far-western regions of the bonobo range. By quantifying the differences between these groups, the research team found that they can be as different from one another as the most closely-related chimpanzee subspecies.

Bonobos, commonly seen as the peace-loving primate, are, together with chimpanzees, the closest living relatives to humans as our genomes differ from theirs in only 1% of genetic bases.

The bonobo is endangered, with about 20,000 individuals alive in the wild, and are the most understudied great ape as they live exclusively in the Congo Basin of the Democratic Republic of the Congo, where social unrest has constrained research activities.

Joint first author Dr Sojung Han (University of Vienna, Austria, and Institut de Biologia Evolutiva, Spain) said: "Bonobos are a fascinating species, very closely related to humans, with unique patterns of social behaviour. They live in tight social groups which, despite some conflicts, are markedly peaceful and egalitarian. Interestingly, males stay in their birth social group while females migrate across groups, but females still form close alliances and can have higher dominance than males."

The research team analysed the genomic data of 30 bonobos born in the wild but now living in captivity. They sequenced the exomes (the protein-coding part of the genome) of 20 individuals living in an African sanctuary and analysed the full genomes of 10 other bonobos. While they could not always be certain what region of the Congo basin each bonobo had originated in, the researchers cross-referenced their dataset with previously published mitochondrial DNA data collected from 136 wild bonobos to paint a fuller picture of genetic diversity across the animal's range.




The researchers estimated that the central group diverged from the other two groups 145,000 years ago, with the two western groups diverging 60,000 years ago, with little mixing between the groups ever since.

Lead author Professor Aida Andres (UCL Genetics Institute) said: "Bonobos may be even more vulnerable than previously thought, as their population actually consists of at least three smaller populations, some of which may historically have been amongst the smallest across similar primates.

"In order to survive, every species needs sufficient genetic diversity to adapt to a changing environment, and for bonobos, losing one of these three groups would be a devastating loss to the total genetic diversity of the species. It is vital that all three groups of bonobos are conserved in order to protect this fascinating and charismatic species."

The researchers say the differences between the bonobo groups should be further studied and considered in conservation efforts when planning efforts such as habitat preservation, translocations or potential reintroductions in case individuals are adapted to specific environments.

Dr Sojung Han said: "Unlike modern humans, who are spread all over the world, bonobos are limited to the Congo basin, but our work shows that there are indeed genetic differences between groups. This is exciting, and it will be very interesting to study, in the future, if there are any differential adaptations among these groups."

Joint first author Dr Cesare de Filippo (Max Planck Institute for Evolutionary Anthropology, Germany) said: "This work demonstrates how studying the genomes of endangered species can help better understand their populations and eventually aid conservation efforts. Even the genomes of captive individuals can help us, sometimes, understand their wild populations. Our findings show he vulnerability of bonobos as an endangered species, and stress the need to protect their environment to ensure their conservation."

The research was supported by Wellcome and the Max Planck Society, and involved researchers based in the UK, Austria, Germany, Spain, Denmark, and Israel.
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Arthropods dominate plant litter decomposition in drylands | ScienceDaily
Researchers have shown that larger insects such as woodlice and beetles play as much of a crucial role in leaf litter decomposition across different habitats and seasons as microbes and smaller invertebrates.


						
The research, published today as a final Version of Record after previously appearing as a Reviewed Preprint in eLife, was described by editors as a fundamental study that substantially advances our understanding of the role of different-sized soil invertebrates in shaping the rates of leaf litter decomposition. The authors provide compelling evidence that the summed effects of all decomposers on decomposition rates, with large-sized invertebrates being more active in summer and microorganisms in winter, result in similar levels of leaf litter decomposition across sites of different aridity levels. The research will be of interest to ecologists modelling carbon cycles to understand global warming.

Leaf litter decomposition is a key process that determines the cycling of elements such as carbon in land ecosystems. The rate of decomposition is influenced by climate, the quality of leaf litter and the identity and abundance of different decomposer organisms.

"Evidence suggests that decomposition is faster under warm and wet conditions, and this has led to an assumption that microorganisms dominate in the decomposition process, largely ignoring growing recognition that animals may also play an important role," says co-lead author Viraj Torsekar, at the time a postdoctoral scholar at The Alexander Silberman Institute of Life Sciences, The Hebrew University of Jerusalem, Israel, and now an Assistant Professor at GITAM University, Visakhapatnam, India. "We speculated that the higher tolerance of macrofauna such as termites and beetles to arid climates may counterbalance the effect of smaller decomposers, leading to similar decomposition rates overall across different climatic extremes."

To investigate this, the team placed plant litter baskets of three different mesh sizes in seven sites across Israel, ranging from hyper-arid habitats with scarce rainfall (mean annual rainfall of 22mm) to sites with cooler, wetter Mediterranean climates (mean annual rainfall of 526mm). The three basket types were 'micro' (large enough for microorganisms only), 'meso' (microorganisms and invertebrates smaller than 2mm, such as springtails) and 'macro' (large enough to include larger invertebrates between 2mm and 2cm in size, such as termites, woodlice and beetles). The baskets were installed for periods in both hot and dry summer, and cold and wetter winter seasons, with pitfall traps used to study the composition and abundances of the macrofauna assemblages.

The team found that the litter removal rate differed across seasons, sites and mesh sizes. Overall, microbial decomposition was minimal over the summer season and, in winter, was higher in wetter conditions. By contrast, meso-faunal decomposition was moderate in both seasons, and highest in semi-arid sites. Decomposition by macro-fauna (termites, woodlice and beetles) contributed minimally to decomposition in winter but dominated decomposition in the summer months. Species richness and abundance data from pitfall traps revealed that macro-faunal assemblages were most abundant and species-rich in arid sites, where macro-faunal decomposition was the highest. The authors explain that larger invertebrates are better able to cope with hot and dry conditions by moving into moist and cooler areas when needed.

The puzzle of why plant litter decomposition in arid land is faster than expected has perplexed scientists for half a century and has been called 'the desert decomposition conundrum'. Previous attempts to resolve this have proposed that plant litter degradation in the desert might be facilitated by light, heat, fog, dew or humidity. But the findings of this study support a long-suggested but largely overlooked hypothesis -- that it is macro-fauna decomposers that dominate plant litter decomposition in deserts.

"Our findings show that the opposing climate dependencies of micro- and macro-fauna decomposers have led to similar or even higher annual decomposition rates in arid sites compared to those measured in wetter climates," says senior author Dror Hawlena, Professor at The Alexander Silberman Institute of Life Sciences, The Hebrew University of Jerusalem.

"This suggests that it is the different climate dependencies of different-sized decomposers rather than abiotic factors that explain the discrepancy between classic decomposition models and the observed decomposition rates in drylands, providing a plausible solution to the dryland decomposition conundrum," concludes co-lead author Nevo Sagi, at the time a PhD student at The Hebrew University of Jerusalem, and now a postdoctoral scholar at the University of Texas at Austin, US. "Understanding the mechanisms that regulate decomposition in drylands is key for conserving and restoring fundamental ecosystem processes in these ever-expanding areas, and in improving our understanding of global processes such as carbon cycling."
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Male mice use female mice to distract aggressors and avoid conflict | ScienceDaily
A research group led by Joshua Neunuebel at the University of Delaware, USA, tracked the behavior of mice using machine learning to understand how they handle aggressive behavior from other mice. The researchers' findings, published on October 15th in the open-access journal PLOS Biology, show that male mice deescalate aggressive encounters by running over to a female mouse to distract the aggressive male mouse.


						
The researchers recorded groups of two male and two female mice interacting over five hours. Like many other animals, mice have social hierarchies, and in almost each group recorded, one male was always significantly more aggressive towards the other.

Social interactions can be challenging to study objectively, so the researchers used a machine learning approach to analyze aggressive interactions and how the mice respond. In total, they observed over 3,000 altercations between the male mice, and the machine learning algorithm helped researchers determine the most likely responses to aggression and whether these actions resolved or furthered the conflict.

The researchers found that the male mouse who was aggressively encountered often ran over to one of the female mice and that this deescalated the aggression. This may be a "bait-and-switch" tactic, as the aggressive male mouse typically followed the other male but then interacted with the female mouse instead of continuing the aggressive encounter.

Some other tactics, even if they avoided aggression for a moment, would then escalate to full fights. However, the researchers found this was not the case after the bait-and-switch. After this tactic was used, fights rarely occurred, the male mice often remaining farther apart from each other with the aggressive mouse continuing to interact with the female mouse.

While the bait-and-switch may be an effective way to deescalate conflicts, there may be costs to the victim, such as sacrificing time with the female mice, and further research may look into whether these tactics are effective in larger groups of mice. This study also demonstrates how machine learning tools can useful for understanding animal behavior, and similar tools could be used to study how the many other species with social hierarchies handle aggression.

The authors add, "Using artificial intelligence, we found that male mice turn to nearby females to distract aggressors and de-escalate conflicts. After an aggressive encounter, the aggressed male briefly engages with a female before quickly escaping, as the aggressor's focus shifts to her."
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Traces of ancient immigration patterns to Japan found in 2000-year-old genome | ScienceDaily
A joint research group led by Jonghyun Kim and Jun Ohashi of the University of Tokyo has demonstrated that the majority of immigration to the Japanese Archipelago in the Yayoi and Kofun periods (between 3000 BCE and 538 CE) came from the Korean Peninsula. The researchers analyzed the complete genome of a "Yayoi" individual and found that, among the non-Japanese populations, the results bore the most similarity to Korean populations. Although it is widely accepted that modern Japanese populations have a dual ancestry, the discovery provides insight into the details of immigration patterns to the archipelago that have eluded scientists thus far. The findings were published in the Journal of Human Genetics.


						
Today, Japan is an international hub for both business and pleasure. However, this was not always the case. The Japanese Archipelago was relatively isolated during the Jomon period until around 3000 BCE. Then, during the Yayoi and Kofun periods, immigration to the islands from continental Asia began.

"East Asian-related and Northeast Asian-related ancestries account for over 80% of nuclear genomes of the modern Japanese population," explains Ohashi, the principal investigator of the study. "However, how the Japanese population acquired these genetic ancestries -- that is, the origins of the immigration -- is not fully understood."

Various theories have been proposed to explain the genetic variety in the modern population. Currently, the two contenders are the two-way and three-way admixture models. According to the two-way model, the main source of immigration was the same during the Yayoi and Kofun periods, while the three-way model assumes two different sources. To investigate which model was the better fit, the researchers analyzed the complete nuclear genome of an individual from the Doigahama Site, the archeological site of a Yayoi period cemetery in Yamaguchi prefecture, Japan.

The researchers compared the genome of this Yayoi-period individual with the genome of ancient and modern populations in East Asia and Northeast Asia. The comparison showed close similarity to Kofun period individuals with distinct Jomon-related, East Asian-related, and Northeast Asian-related ancestries. However, a comparison with modern genomes also revealed that the Yayoi individual, except for modern Japanese populations, was the closest to modern Korean populations, which also have both East Asian-related and Northeast Asian-related ancestries.

"Our results suggest that between the Yayoi and Kofun periods, the majority of immigrants to the Japanese Archipelago originated primarily from the Korean Peninsula," says Ohashi. "The results also mean the three-way admixture model, which posits that a Northeast Asian group migrated to the Japanese Archipelago during the Yayoi period and an East Asian group during the Kofun period, is incorrect."

Despite the significance of these findings, Ohashi is already looking ahead.

"Since our study has identified the primary origins of the immigrants, our next goal is to examine the genomes of more Yayoi individuals to clarify why more than 80% of the genomic components of the modern Japanese population are derived from immigration and how the admixture between continental Asian and indigenous Jomon people progressed within the Japanese Archipelago."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241014210401.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Let there be light: Bright future for solar panels, TV screens and more | ScienceDaily
From brighter TV screens to better medical diagnostics and more efficient solar panels, new Curtin-led research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.


						
Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.

"From brighter LED lights and screens to more efficient solar panels and more detailed medical imaging, the ability to control particle shapes could revolutionise product efficiency and performance."

Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.




"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.

"This includes LEDs, which convert electricity into light and are used in everything from light bulbs to TV screens as well as solar cells that convert light into electrical energy, powering devices using sunlight.

"Other devices that could be advanced by this discovery include photodetectors that sense light and convert it into an electrical signal, such as in cameras and sensors, plus laser diodes used in fibre-optic communication that convert electrical signals into light for data transmission."

The full study titled 'Deciphering surface ligand density of colloidal semiconductor nanocrystals: Shape matters' will be published in the Journal of the American Chemical Society.

From brighter TV screens to better medical diagnostics and more efficient solar panels, new Curtin-led research has discovered how to make more molecules stick to the surface of tiny nanocrystals, in a breakthrough that could lead to improvements in everyday technology.
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Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.

"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.
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Lead author Associate Professor Guohua Jia from Curtin's School of Molecular and Life Sciences, said the study investigated how the shape of zinc sulfide nanocrystals affected how well molecules, known as ligands, stick to their surface.

"Ligands, play an important role in controlling the behaviour and performance of zinc sulfide nanocrystals in various important technologies," Associate Professor Jia said.

"In a discovery that could open new possibilities for developing smarter, more advanced devices, our study found flatter, more even particles called nanoplatelets allow more ligands to attach tightly, compared to other shapes like nanodots and nanorods.

"By adjusting the shape of these particles, we were able to control how they interacted with their surroundings and make them more efficient in various applications.

"From brighter LED lights and screens to more efficient solar panels and more detailed medical imaging, the ability to control particle shapes could revolutionise product efficiency and performance."

Associate Professor Jia said the discovery could enhance the performance of devices known as optoelectronics, which either produce light or use light to perform their functions.

"Optoelectronics are important in many modern technologies, including telecommunications, medical devices and energy production," Associate Professor Jia said.

"The ability to efficiently manipulate light and electricity is central to the advancement of faster, more efficient and more compact electronic systems.

"This includes LEDs, which convert electricity into light and are used in everything from light bulbs to TV screens as well as solar cells that convert light into electrical energy, powering devices using sunlight.

"Other devices that could be advanced by this discovery include photodetectors that sense light and convert it into an electrical signal, such as in cameras and sensors, plus laser diodes used in fibre-optic communication that convert electrical signals into light for data transmission."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241014210359.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists have successfully bred corals to improve their heat tolerance | ScienceDaily
A new study has shown that selective breeding can lead to a modest rise in coral heat tolerance.


						
Led by experts at Newcastle University's Coralassist Lab, the study documents the world's first effort to selectively breed adult corals for enhanced heat tolerance, i.e. the ability of adult corals to survive intense marine heatwaves. The breeding effort was a success, showing that it is possible to improve the heat tolerance of adult coral offspring, even in a single generation.

However, the improvement was modest in comparison to future marine heatwaves expected under climate change. The authors stress that rapid reductions of global greenhouse gas emissions are an absolute requirement to mitigate warming and give corals an opportunity to adapt.

The study was published in the journal Nature Communications. It was carried out in partnership with the University of Victoria, Horniman Museum and Gardens, Palau International Coral Reef Center, University of Derby, and the University of Exeter.

The publication is the result of a five-year project which was launched by Dr James Guest with funding from the European Research Council.

Not a silver bullet solution 

"This work shows that selective breeding is feasible but not a silver bullet solution and that more research is needed to maximise breeding outcomes," says study lead author, Liam Lachs, a Postdoctoral Research Associate at Newcastle University. He continues, reflecting that "in parallel, rapid reductions of global greenhouse gas emissions are an absolute requirement to mitigate warming and give corals an opportunity to adapt.




Dr Guest, Reader in Coral Reef Ecology at Newcastle University's School of Natural and Environmental Sciences, explains that "the results show that selective breeding could be a viable tool to improve population resilience. Yet, there are still many challenges that need to be overcome. How many corals need to outplanted to benefit wild populations? Can we ensure there are no trade-offs (evidence so far suggests this is not a large risk)? How can we avoid dilution of selected traits once added to the wild? How can we maximise responses to selection?

"Given the moderate levels of enhancement we achieved in this study the effectiveness of such interventions will also depend on urgent climate action."

Successful breeding trial

Selective breeding has been practiced by humans for thousands of years to produce animals and plants with desirable characteristics. Now it is being considered as a tool for nature conservation, particularly for coral reefs. These marine ecosystems are at the forefront of climate change impacts, as reef-building corals are highly sensitive to marine heatwaves. These can trigger mass coral bleaching and mortality events which have already led to considerable reef declines globally.

The experts conducted selective breeding trials for two different traits, either the tolerance to a short intense heat exposure (10 days, reaching +3.5degC) or a less-intense but long-term exposure more typical of natural marine heatwaves (1 month, reaching +2.5degC).

The team found that selecting parent colonies for high rather than low heat tolerance increased the tolerance of adult offspring. This result held for the response to both 10-day and 1-month exposures. Heat tolerance could in theory be enhanced by approximately 1 degC-week within one generation. However, this level of enhancement is likely insufficient to keep pace with unabated warming.




What's next?

Selectively breeding for short-stress tolerance did not show evidence of enhancing the ability of offspring to survive the long heat stress exposure. With no genetic correlation detected, it is plausible that these traits are under independent genetic controls. This would have important implications, as interventions would benefit from cheap and rapid assays that can effectively identify heat tolerant colonies for breeding. However, if these assays do not predict adult colony survival to natural marine heatwaves, it presents a serious challenge for management interventions.

Study lead author, Dr Adriana Humanes, Postdoctoral Research Associate at the Coralassist Lab, Newcastle University, highlights that: "considerable work remains before selective breeding can be successfully implemented. A deeper understanding is needed to determine which traits to prioritize and how these traits are genetically correlated."

Take home message

The authors say that this work is an important proof of concept: selective breeding corals for adult heatwave survival is possible. Now, they call for more research and development to understand how to operationalise breeding interventions and maximise outcomes to hopefully keep pace with the lower levels of warming that can be achieved with concurrent climate action.
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Adaptability of trees persists after millions of years of climate change | ScienceDaily
Seven of the most common forest trees in Europe have been shown to be able to shelter their genetic diversity from major shifts in environmental conditions. This is despite their ranges having shrunk and the number of trees having fallen sharply during ice age cycles. These are the findings of a study by a European consortium including Uppsala University, published in Nature Communications.


						
"From a biodiversity perspective, this is very positive because these trees are keystone species on which many other species depend," says Pascal Milesi, Associate Professor of Plant Ecology and Evolution at Uppsala University and first author of the study.

The researchers aimed to investigate how the genetic diversity of tree species was affected by the ice age cycles. Trees have lived through warm and cold periods. During the last ice age, about 10,000 years ago, the range of trees was greatly reduced. Scientists therefore thought that genetic diversity would be low. However, it turned out to be just the opposite -- the species had high genetic diversity and were thus resilient to the drastic changes in their habitat.

"We believe the reason for this high genetic diversity is related to the way these tree species survived through the ice ages and to fact that tree pollen can travel thousands of kilometres, bringing together trees that grow far apart. This is a welcome sign. The evolutionary processes that were at play in the past may also be useful to cope with today's rapid climate change," Milesi says.

Together with scientists from 22 European research institutes, he studied seven species of forest trees common in Europe, collecting needles and leaves from around 3,500 trees in 164 different populations across Europe. Their DNA was then extracted and analysed.

"Contrary to what was long thought, the ice age cycles had little impact on the genetic diversity of these seven key species. This is mainly explained by a combination of unique characteristics, namely long generation time and the ability of their pollen to spread thousands of kilometres," says Milesi.

In Sweden, the study focused on Norway spruce, Scots pine and silver birch, which together make up most of the Swedish forest and are important for other life forms. They also account for most of the timber in Swedish forestry, which means they are significant for the economy and society.

"Due to the sixth mass extinction event and the ongoing biodiversity crisis, people can easily get the feeling that it is too late and be ready to give up. This study sends a positive signal about our forest and provides important information to help manage forest biodiversity in the face of climate change," Milesi concludes.

The species studied are: Fagus sylvatica (European beech), Pinus pinaster (Maritime pine), Quercus petraea (Sessile oak), Betula pendula (Silver birch), Pinus sylvestris (Scots pine), Picea abies (Norway spruce) and Populus nigra (Black poplar).
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Protein involved in balancing DNA replication and restarting found | ScienceDaily
A protein that is involved in determining which enzymes cut or unwind DNA during the replication process has been identified in a new study.


						
In a new paper published in Nature Communications, an international team of researchers have found that the protein USP50 supports the DNA replication process by helping to decide the proper use of nucleases or helicases. These enzymes are implemented during the DNA replication process to promote ongoing replication and where the copying machinery runs into problems and needs to restart.

The team led by Professor Jo Morris from the University of Birmingham's Department of Cancer and Genomic Sciences have identified that USP50 determines which or the many helicases and nucleases are used during ongoing replication, fork restart, and the maintenance of telemores, the DNA-rich protein structures on the ends of chromosomes. The identification of USP50's role provides a new insight into the DNA replication process and could lead to a greater understanding of how some hereditary conditions develop.

Jo Morris, Professor of Molecular Genetics in the Department of Cancer and Genomic Sciences at the University of Birmingham and corresponding author of the study said:

"Our study concerns how our cells use specific enzymes to support the typical regulation of DNA replication. We found that because there are several different enzymes involved in cleaving and unwinding, cells must regulate which ones they use so that replication can happen properly. We identified that protein USP50 is involved in this regulation.

"This discovery may be an important step to understanding how some hereditary gene changes lead to early onset ageing and cancer."

Attempted workaround

The study also found that when USP50 is absent during replication activity, cells attempted to use various nucleases and helicases in a less coordinated fashion leading to replication defects in cells.




Professor Morris added: "The finding that cellular nucleases and helicases can stop replication of certain sections of DNA was a surprise -- it shows that cells closely co-ordinate their toolkit of DNA-processing enzymes to get DNA replication properly done."

Professor Simon Reed, Co-Director of the Division of Cancer and Genetics at Cardiff University and a co-founder of Broken String Biosciences, and co-author of the paper said:

"I am truly honoured to have co-authored this paper published in Nature Communications, exploring the critical role of USP50 in safeguarding genome stability. This research sheds light on the complex mechanisms that protect our cells from DNA damage and highlights how these discoveries could shape future therapies. Thank you to my collaborators -- together, we've taken another step forward in understanding how our cells function and how we can apply this knowledge to advance medical science."
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Changing watering practices to improve tomato plant health | ScienceDaily
Some people believe that talking to your plants makes them thrive. While there's limited scientific support for sound improving plant health, there's a growing amount of evidence about the benefits of mechanical stimulation, like touch, wind or rain. Researchers reporting in ACS' Journal of Agricultural and Food Chemistry examined the impact of watering practices on tomato plants. They found that the size of the water droplets affected plant growth and resistance to pests and pathogens.


						
Climate change threatens crop production as rising temperatures, unstable rainfall patterns, and more insects and diseases endanger plant health and yields. Thus, there is growing pressure to identify ways to moderate these environmental effects, ideally without increasing the use of chemical pesticides. To address this challenge, Man-Qun Wang and colleagues examined how mechanically stimulating tomato plants with water droplets impacts their growth and might protect them from insect predation and fungal infection.

The researchers sprayed tomato plants with water twice daily and compared the effects of small droplets (200 micrometers, about the size of a computer monitor pixel) and large droplets (1,000 micrometers, about the diameter of a pinhead) versus no spray. They also covered the soil with a barrier to ensure the spray didn't influence how much water the roots received.

Structural observations revealed:
    	Tomato plants sprayed with large water droplets were shorter and more compact than other groups.
    	There were minimal visible differences between plants receiving small droplets or no spray.
    	Fruit yield and quality were similar among the three groups.

Metabolic analysis revealed that tomato plants sprayed with large water droplets had:
    	Significant changes in hormones involved in plant defenses, resulting in increased resistance to destruction by moth larvae or gray mold compared to plants that weren't sprayed.
    	Higher levels of defense-mediating chlorogenic acid in their leaves compared to the other plant groups.
    	Reduced emissions of volatile organic compounds compared with plants receiving no spray, which made them less attractive to egg-laying moths and resulted in 74% fewer eggs on the leaves.

Given these results, the researchers suggested that continued developments in water spray technologies and droplet atomization could improve agricultural practices, making farming greener and more efficient.
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How did the building blocks of life arrive on Earth? | ScienceDaily
Researchers have used the chemical fingerprints of zinc contained in meteorites to determine the origin of volatile elements on Earth. The results suggest that without 'unmelted' asteroids, there may not have been enough of these compounds on Earth for life to emerge.


						
Volatiles are elements or compounds that change into vapour at relatively low temperatures. They include the six most common elements found in living organisms, as well as water. The zinc found in meteorites has a unique composition, which can be used to identify the sources of Earth's volatiles.

The researchers, from the University of Cambridge and Imperial College London, have previously found that Earth's zinc came from different parts of our Solar System: about half came from beyond Jupiter and half originated closer to Earth.

"One of the most fundamental questions on the origin of life is where the materials we need for life to evolve came from," said Dr Rayssa Martins from Cambridge's Department of Earth Sciences. "If we can understand how these materials came to be on Earth, it might give us clues to how life originated here, and how it might emerge elsewhere."

Planetesimals are the main building blocks of rocky planets, such as Earth. These small bodies are formed through a process called accretion, where particles around a young star start to stick together, and form progressively larger bodies.

But not all planetesimals are made equal. The earliest planetesimals that formed in the Solar System were exposed to high levels of radioactivity, which caused them to melt and lose their volatiles. But some planetesimals formed after these sources of radioactivity were mostly extinct, which helped them survive the melting process and preserved more of their volatiles.

In a study published in the journal Science Advances, Martins and her colleagues looked at the different forms of zinc that arrived on Earth from these planetesimals. The researchers measured the zinc from a large sample of meteorites originating from different planetesimals and used this data to model how Earth got its zinc, by tracing the entire period of the Earth's accretion, which took tens of millions of years.




Their results show that while these 'melted' planetesimals contributed about 70% of Earth's overall mass, they only provided around 10% of its zinc.

According to the model, the rest of Earth's zinc came from materials that didn't melt and lose their volatile elements. Their findings suggest that unmelted, or 'primitive' materials were an essential source of volatiles for Earth.

"We know that the distance between a planet and its star is a determining a factor in establishing the necessary conditions for that planet to sustain liquid water on its surface," said Martins, the study's lead author. "But our results show that there's no guarantee that planets incorporate the right materials to have enough water and other volatiles in the first place -- regardless of their physical state."

The ability to trace elements through millions or even billions of years of evolution could be a vital tool in the search for life elsewhere, such as on Mars, or on planets outside our Solar System.

"Similar conditions and processes are also likely in other young planetary systems," said Martins. "The roles these different materials play in supplying volatiles is something we should keep in mind when looking for habitable planets elsewhere."

The research was supported in part by Imperial College London, the European Research Council, and UK Research and Innovation (UKRI).
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Simulated mission to Mars: Survey of lichen species | ScienceDaily
Once you know where to look for them, lichens are everywhere! These composite organisms -- fungal and photosynthetic partners joined into a greater whole, can survive on a vast array of surfaces, from rocks and trees to bare ground and buildings. They are known from every continent, and almost certainly every land mass on planet Earth; some species have even survived exposure to the exterior of the International Space Station. This hardy nature has long interested researchers studying what life could survive on Mars, and the astrobiologists studying life on Earth as an analog of our planetary neighbour. In the deserts surrounding two Mars analog stations in North America, lichens comprise such an important part of the local ecosystems that they inspired a biodiversity assessment with a unique twist: this collections-based inventory took place during a simulated mission to Mars!


						
The Mars Desert Research Station in Utah, USA (on Ute and Paiute Territory), and the Flashline Mars Arctic Research Station in Nunavut, Canada (in Inuit Nunangat, the Inuit Homeland) are simulated Martian habitats operated by The Mars Society, where crews participate in dress rehearsals for crewed Martian exploration. While learning what it would take to live and work on our planetary neighbour, these "Martians" frequently study the deserts at both sites, often exploring techniques for documenting microbial life and their biosignatures as a prelude to deploying these tools and methods off world. These studies are enhanced by a comprehensive understanding of the ecosystems being studied, even if they are full of Earthbound life. During the Mars 160 -- a set of twin missions to both Utah and Nunavut in 2016 and 2017 -- our team undertook a floristic survey of the lichen biodiversity present at each site.

During simulated extra-vehicular activities, Mars 160 mission specialists wearing simulated spacesuits scouted out various habitats at both stations, seeking out lichen species growing in various microhabitats. Collecting over 150 specimens, these samples were "returned to Earth," and identified at the National Herbarium of Canada at the Canadian Museum of Nature. Through morphological examination, investigations of internal anatomy and chemistry, and DNA barcoding, "Mission Support" identified 35 lichen species from the Mars Desert Research Station, and 13 species from the Flashline Mars Arctic Research Station.

These species, along with photographs and a synopsis of their identifying characteristics, are summarized in a new paper out now in the open-access journal Check List. This new annotated checklist should prove useful to future crews working at both analog research stations, while also helping Earthly lichenologists better understand the distribution of these fascinating organisms, including new records of rarely reported or newly described species from some of Earth's most interesting, and otherworldly habitats.
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Cord blood cells can build a better human immune system into mice | ScienceDaily
Immunity plays a central role in the fight against cancer. Many of the current immunotherapies aim at helping the patient's immune system to better recognize cancer cells -- by using engineered antibodies -- or by simply providing it with new cells, pre-equipped to search and destroy cancer. Either way, what is paramount is a deep understanding of how the immune system works and confronts tumours.


						
Unfortunately, the immune system is way too complex to model it in vitro or in a computer simulation, and animal experimentation is still unavoidable. To this end, researchers have been using mice as a model organism for a long time. But not just any mice: to understand the human immune system, they build a brand-new model, using cord blood human cells, into mice with no immune system of their own.

Current methods are quite inefficient in the sense that they are either too slow or at higher risk of developing graft-versus-host disease -- the transplanted immune cells attacking mice tissues -- a life-threatening condition for the recipient mice. To avoid these issues, a team from the Josep Carreras Leukaemia Research Institute, spearheaded by Dr. Carla Panisello and supervised by Dr. Pablo Menendez and Dr. Clara Bueno, have developed a new method based on human cord blood mononuclear cells. Their findings have been recently published in the Journal for ImmunoTherapy of Cancer.

This new experimental platform showed a superior ability to produce and sustain a balanced immune cell population, accurately representing the lymphoid and the myeloid immune lines. Also, since cord blood cells are immunologically naive -- never been activated before -- they tolerate mice structures much better, resulting in lowest rates of graft-versus-host disease.

Results confirmed that this new experimental model could deal with transplanted human hematologic and solid cancer cells much better than non-modified mice, with larger survival rates and a higher infiltration of immune cells into the tumours, mimicking a realistic immune response.

While these are just the first steps into this new experimental model, current results indicate that it could be a very promising system to better understand the inner workings of the immune system when facing cancer and develop new generations of immunotherapy, at the preclinical stage.

This research has been partly funded by grants from La Caixa Foundation, the European Union, the European Research Council, the Agencia Estatal de Investigacion, the Instituto de Salud Carlos III, the Merck Foundation and the International Josep Carreras Foundation. No generative AI tools have been used in the production of this manuscript.
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A new method makes high-resolution imaging more accessible | ScienceDaily
A classical way to image nanoscale structures in cells is with high-powered, expensive super-resolution microscopes. As an alternative, MIT researchers have developed a way to expand tissue before imaging it -- a technique that allows them to achieve nanoscale resolution with a conventional light microscope.


						
In the newest version of this technique, the researchers have made it possible to expand tissue 20-fold in a single step. This simple, inexpensive method could pave the way for nearly any biology lab to perform nanoscale imaging.

"This democratizes imaging," says Laura Kiessling, the Novartis Professor of Chemistry at MIT and a member of the Broad Institute of MIT and Harvard and MIT's Koch Institute for Integrative Cancer Research. "Without this method, if you want to see things with a high resolution, you have to use very expensive microscopes. What this new technique allows you to do is see things that you couldn't normally see with standard microscopes. It drives down the cost of imaging because you can see nanoscale things without the need for a specialized facility."

At the resolution achieved by this technique, which is around 20 nanometers, scientists can see organelles inside cells, as well as clusters of proteins.

"Twenty-fold expansion gets you into the realm that biological molecules operate in. The building blocks of life are nanoscale things: biomolecules, genes, and gene products," says Edward Boyden, the Y. Eva Tan Professor in Neurotechnology at MIT; a professor of biological engineering, media arts and sciences, and brain and cognitive sciences; a Howard Hughes Medical Institute investigator; and a member of MIT's McGovern Institute for Brain Research and Koch Institute for Integrative Cancer Research.

Boyden and Kiessling are the senior authors of the new study, which will appear in Nature Methods. MIT graduate student Shiwei Wang and Tay Won Shin PhD '23 are the lead authors of the paper.

A single expansion 

Boyden's lab invented expansion microscopy in 2015. The technique requires embedding tissue into an absorbent polymer and breaking apart the proteins that normally hold tissue together. When water is added, the gel swells and pulls biomolecules apart from each other.




The original version of this technique, which expanded tissue about fourfold, allowed researchers to obtain images with a resolution of around 70 nanometers. In 2017, Boyden's lab modified the process to include a second expansion step, achieving an overall 20-fold expansion. This enables even higher resolution, but the process is more complicated.

"We've developed several 20-fold expansion technologies in the past, but they require multiple expansion steps," Boyden says. "If you could do that amount of expansion in a single step, that could simplify things quite a bit."

With 20-fold expansion, researchers can get down to a resolution of about 20 nanometers, using a conventional light microscope. This allows them see cell structures like microtubules and mitochondria, as well as clusters of proteins.

In the new study, the researchers set out to perform 20-fold expansion with only a single step. This meant that they had to find a gel that was both extremely absorbent and mechanically stable, so that it wouldn't fall apart when expanded 20-fold.

To achieve that, they used a gel assembled from N,N-dimethylacrylamide (DMAA) and sodium acrylate. Unlike previous expansion gels that rely on adding another molecule to form crosslinks between the polymer strands, this gel forms crosslinks spontaneously and exhibits strong mechanical properties. Such gel components previously had been used in expansion microscopy protocols, but the resulting gels could expand only about tenfold. The MIT team optimized the gel and the polymerization process to make the gel more robust, and to allow for 20-fold expansion.

To further stabilize the gel and enhance its reproducibility, the researchers removed oxygen from the polymer solution prior to gelation, which prevents side reactions that interfere with crosslinking. This step requires running nitrogen gas through the polymer solution, which replaces most of the oxygen in the system.




Once the gel is formed, select bonds in the proteins that hold the tissue together are broken and water is added to make the gel expand. After the expansion is performed, target proteins in tissue can be labeled and imaged.

"This approach may require more sample preparation compared to other super-resolution techniques, but it's much simpler when it comes to the actual imaging process, especially for 3D imaging," Shin says. "We document the step-by-step protocol in the manuscript so that readers can go through it easily."

Imaging tiny structures

Using this technique, the researchers were able to image many tiny structures within brain cells, including structures called synaptic nanocolumns. These are clusters of proteins that are arranged in a specific way at neuronal synapses, allowing neurons to communicate with each other via secretion of neurotransmitters such as dopamine.

In studies of cancer cells, the researchers also imaged microtubules -- hollow tubes that help give cells their structure and play important roles in cell division. They were also able to see mitochondria (organelles that generate energy) and even the organization of individual nuclear pore complexes (clusters of proteins that control access to the cell nucleus).

Wang is now using this technique to image carbohydrates known as glycans, which are found on cell surfaces and help control cells' interactions with their environment. This method could also be used to image tumor cells, allowing scientists to glimpse how proteins are organized within those cells, much more easily than has previously been possible.

The researchers envision that any biology lab should be able to use this technique at a low cost since it relies on standard, off-the-shelf chemicals and common equipment such confocal microscopes and glove bags, which most labs already have or can easily access.

"Our hope is that with this new technology, any conventional biology lab can use this protocol with their existing microscopes, allowing them to approach resolution that can only be achieved with very specialized and costly state-of-the-art microscopes," Wang says.

The research was funded, in part, by the U.S. National Institutes of Health, an MIT Presidential Graduate Fellowship, U.S. National Science Foundation Graduate Research Fellowship grants, Open Philanthropy, Good Ventures, the Howard Hughes Medical Institute, Lisa Yang, Ashar Aziz, and the European Research Council.
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Dance, gibbon, dance! | ScienceDaily
Female crested gibbons display jerky, almost geometric patterns of movement. Researchers from Heinrich Heine University Dusseldorf (HHU), Oslo in Norway and Paris have studied these conspicuous movements, which are comparable to human dances. In the scientific journal Primates, they describe the structure of the dances, their rhythm and the contexts in which the dances occur.


						
Zoo visitors have perhaps already seen how female crested gibbons perform conspicuous sequences of twitching movements involving the rump, arms and legs. This behaviour can be observed in zoos and also in the wild. This video provides a clear impression of the dances of female crested gibbons.

Crested gibbons belong to the family of small apes. There has been little scientific interest in this special display to date. Dr Kai R. Caspar from the Institute of Cell Biology at HHU, Dr Camille Coye from the Institut Jean Nicod in Paris and Professor Dr Pritty Patel-Grosz from the University of Oslo in Norway have now analysed this striking behaviour of the gibbons in more detail and present their results in the journal Primates. They focused on the sequence of movements, rhythm and intentionality -- i.e. the circumstances in which the gibbons perform the dances.

Dr Coye, lead author of the study: "Our examination of video material from various zoos and rescue centres proves that all species of crested gibbons perform these dances. They represent a common and intentional form of visual communication." It is an indicator of the intentional usage of the dances that the gibbons often check during a performance whether the audience is paying attention.

Professor Patel-Grosz: "Only sexually mature females dance. Within species, the dances are evidently primarily used to solicit copulation, but they also occur in a wide range of situations related to non-sexual arousal or frustration and are also frequently directed at humans when performed in captivity in zoos."

The researchers also observed that the dance movements display a grouping structure. Dr Caspar: "They are often organised in groups of up-down or left-right movements and they follow a clear rhythm. Depending on the individual, the movement sequences may vary in complexity."

The researchers can see similarities between crested gibbon and human dances, but presume that they evolved independently of each other. This conclusion is based among other things on the fact that other species of apes do not display this type of behaviour. Furthermore, gibbon dances are also likely to be innate, while human dance is primarily determined by culture. Human dance is also frequently accompanied by music or song, while this is never the case with gibbons.

"The dance behaviour was noticed by chance, but is now being reported from various zoos," says Dr Caspar. Dancing crested gibbons can be seen at Duisburg Zoo and Burgers' Zoo in Arnhem in the Netherlands, among other locations.
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Severe cold-water bleaching and mortality of deep-water reef observed in the Eastern Tropical Pacific | ScienceDaily
Researchers from the Max Planck Institute for Chemistry (MPIC) recently published a paper detailing their observations of a major coral bleaching and mortality event that occurred on the deep reefs of the Clipperton Atoll, a remote coral island in the Eastern Tropical Pacific. This bleaching, which was highly unexpected, is driven by the upwards displacement of cold water to much shallow depths than normal. The researchers link the presence of this anomalously shallow, cold water to changes in easterly wind strength in the Pacific, and demonstrate that the variability in wind strength can explain other past observed bleaching events of shallow reefs in the Eastern Tropical Pacific. Their study, which was recently published in the scientific journal Science of the Total Environment, highlights that cold-water bleaching may prove to be a major threat to deep reef ecosystems over the 21st century.


						
A disturbing surprise in the remote Eastern Pacific 

Alan Foreman and Nicholas Duprey, two postdoctoral researchers from Alfredo Martinez-Garcia's group at the Max Planck Institute for Chemistry in Mainz, conducted a scientific expedition to Clipperton Atoll in early 2023 to collect samples from Clipperton's shallow reefs. This work, conducted onboard the sailing yacht S/Y Acadia as part of a collaboration with the Rohr Foundation, was aimed at retrieving coral cores and water samples in an area that will allow MPIC researchers to reconstruct changes in the size of oxygen minimum zones in the Eastern Pacific over the 20th century. "Clipperton is a truly remote destination: 800 nautical miles south of Mexico and 1000 nautical miles west of Costa Rica," explains Nicolas Duprey.

"Although we were in the area to collect other samples, serendipitously we observed bleaching on the deep coral reefs on one of our first dives," recalls Alan. "From the temperature of the surrounding water, we were able to infer that this was almost certainly driven by the presence of cold water," adds Nic. This was indeed quite a surprise to the two paleoclimatologists, considering that Clipperton is located in an area of the Pacific known for its warm water, with an average surface water temperature of 28degC for most of the year.

How to quantify a massive bleaching event 30 meters underwater

With assistance in the field from study coauthors Mark Rohr, Rose Dodwell, and Guy Dodwell, the two scientists began documenting the extensive bleaching present around Clipperton, both by recording the percentage of bleached and dead coral at 32 meters depth (~70 percent) and by photographing the bleaching in high resolution. With help from Matan Yuval at the University of Haifa, they merged the huge photo collection into one single image, a so-called a photomosaic, for further analysis back on dry land. When combined with temperature measurements of the upper 300 meters of the water column, it became clear that the deep corals were bleaching due to cold shock, and that this shock played a large part in was leading to substantial mortality along the deep reefs.

Assisted by Marielle Dumestre (MPIC), the researchers compiled a database of published cold- and warm-water bleaching events that occurred in the shallow reefs of the region to better elucidate the role of cold-water intrusions in governing reef ecosystem functionality. It turned out that the timing of cold-water bleaching events coincided with past maxima in easterly wind strength. "We quickly realized that this anomalously cold water so high in the water column was linked to oscillations in easterly wind strength in the Eastern Tropical Pacific," says Alan. This link suggests that any future intensification of easterly winds in the Pacific may be a significant threat for its mesophotic coral ecosystems, as it could drive severe bleaching via increased exposure to colder waters from depth.

Mesophotic coral reefs are facing dual threats in the 21st century 

Recent studies suggest that major La Nina events associated with strong easterly winds will become both stronger and more frequent in the near future. Models also predict that extreme La Nina events will follow extreme El Nino events more often. The researchers hypothesize, that, if this becomes a reality, unusually cold water will be displaced onto Eastern Tropical Pacific deep and mid-depth reefs on the heels of increased warm thermal stress from the surface. The authors of the study fear that, given the severity of bleaching and the associated coral mortality seen at Clipperton, the impact of cold-water bleaching on deep coral reefs is not transient, and that such events could strongly impact the health and functionality of a given deep-water reef.

"Our observations, in combination with recent reports of warm-water bleaching of Red Sea and Indian Ocean mesophotic coral ecosystems, highlight that 21st century mesophotic coral ecosystems in the Eastern Pacific face a two-pronged challenge: warm-water bleaching from above, and cold-water bleaching from below," Alan concludes.
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Evolution in real time | ScienceDaily
It is 1988. The Koster archipelago, a group of islands off the Swedish west coast near the border with Norway, is hit by a particularly dense bloom of toxic algae, wiping out marine snail populations. But why would anyone care about the fate of a bunch of snails on a three-square-meter rock in the open sea? As it turns out, this event would open up the opportunity to predict and see evolution unfolding before our eyes.


						
Before, the islands and their small intertidal skerries -- rocky islets -- were home to dense and diverse populations of marine snails of the species Littorina saxatilis. While the snail populations of the larger islands -- some of which were reduced to less than 1% -- were restored within two to four years, several skerries could not seem to recover from this harsh blow.

Marine ecologist Kerstin Johannesson from the University of Gothenburg, Sweden, saw a unique opportunity. In 1992, she re-introduced L. saxatilis snails to their lost skerry habitat -- starting an experiment that would have far-reaching implications more than 30 years later. It allowed an international collaboration led by researchers from the Institute of Science and Technology Austria (ISTA), Nord University, Norway, the University of Gothenburg, Sweden, and The University of Sheffield, UK, to predict and witness evolution in the making.

Wave snails and Crab snails 

L. saxatilis is a common species of marine snails found throughout the North Atlantic shores, where different populations evolved traits adapted to their environments. These traits include size, shell shape, shell color, and behavior. The differences among these traits are particularly striking between the so-called Crab- and Wave-ecotype. These snails have evolved repeatedly in different locations, either in environments exposed to crab predation or on wave-exposed rocks away from crabs. Wave snails are typically small, and have a thin shell with specific colors and patterns, a large and rounded aperture, and bold behavior. Crab snails, on the other hand, are strikingly larger, have thicker shells without patterns, and a smaller and more elongated aperture. Crab snails also behave more warily in their predator-dominated environment.

The Swedish Koster archipelago is home to these two different L. saxatilis snail types, often neighboring one another on the same island or only separated by a few hundred meters across the sea. Before the toxic algal bloom of 1988, Wave snails inhabited the skerries, while nearby shores were home to both Crab and Wave snails. This close spatial proximity would prove crucial.

Rediscovering old traits

Seeing that the Wave snail population of the skerries was entirely wiped out due to the toxic algae, Johannesson decided in 1992 to reintroduce snails to one of these skerries, but of the Crab-ecotype. With one to two generations each year, she rightfully expected the Crab snails to adapt to their new environment before scientists' eyes. "Our colleagues saw evidence of the snails' adaptation already within the first decade of the experiment," says Diego Garcia Castillo, a graduate student in the Barton Group at ISTA and one of the authors leading the study. "Over the experiment's 30 years, we were able to predict robustly what the snails will look like and which genetic regions will be implicated. The transformation was both rapid and dramatic," he adds.




However, the snails did not evolve these traits entirely from scratch. Co-corresponding author Anja Marie Westram, a former postdoc at ISTA and currently a researcher at Nord University, explains, "Some of the genetic diversity was already available in the starting Crab population but at low prevalence. This is because the species had experienced similar conditions in the recent past. The snails' access to a large gene pool drove this rapid evolution."

Diversity is key to adaptation

The team examined three aspects over the years of the experiment: the snails' phenotype, individual gene variabilities, and larger genetic changes affecting entire regions of the chromosomes called "chromosomal inversions."

In the first few generations, the researchers witnessed an interesting phenomenon called "phenotypic plasticity": Very soon after their transplantation, the snails modified their shape to adjust to their new environment. But the population also quickly started to change genetically. The researchers could predict the extent and direction of the genetic changes, especially for the chromosomal inversions. They showed that the snails' rapid and dramatic transformation was possibly due to two complementary processes: A fast selection of traits already present at a low frequency in the transplanted Crab snail population and gene flow from neighboring Wave snails that could have simply rafted over 160 meters to reach the skerry.

Evolution in the face of pollution and climate change

In theory, scientists know that a species with high enough genetic variation can adapt more rapidly to change. However, few studies aimed to experiment with evolution over time in the wild. "This work allows us to have a closer look at repeated evolution and predict how a population could develop traits that have evolved separately in the past under similar conditions," says Garcia Castillo.

The team now wants to learn how species can adapt to modern environmental challenges such as pollution and climate change. "Not all species have access to large gene pools and evolving new traits from scratch is tediously slow. Adaptation is very complex and our planet is also facing complex changes with episodes of weather extremes, rapidly advancing climate change, pollution, and new parasites," says Westram. She hopes this work will drive further research on maintaining species with large and diverse genetic makeups. "Perhaps this research helps convince people to protect a range of natural habitats so that species do not lose their genetic variation," Westram concludes.

Now, the snails Johannesson brought to the skerry in 1992 have reached a thriving population of around 1,000 individuals.
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Genomic study identifies human, animal hair in 'man-eater' lions' teeth | ScienceDaily
In 1898, two male lions terrorized an encampment of bridge builders on the Tsavo River in Kenya. The lions, which were massive and maneless, crept into the camp at night, raided the tents and dragged off their victims. The infamous Tsavo "man-eaters" killed at least 28 people before Lt. Col. John Henry Patterson, the civil engineer on the project, shot them dead. Patterson sold the lions' remains to the Field Museum of Natural History in Chicago in 1925.


						
In a new study, Field Museum researchers collaborated with scientists at the University of Illinois Urbana-Champaign on an in-depth analysis of hairs carefully extracted from the lions' broken teeth. The study used microscopy and genomics to identify some of the species the lions consumed. The findings are reported in the journal Current Biology.

The original discovery of the hairs occurred in the early 1990s, when Thomas Gnoske, a collections manager at the Field Museum, found the lions' skulls in storage and examined them for signs of what they had consumed. He was the first to determine that they were fully grown older adult males -- despite being maneless. He also was the first to notice that thousands of broken and compacted hairs had accumulated in exposed cavities in the lions' damaged teeth during their lifetimes.

In 2001, Gnoske and Julian Kerbis Peterhans, a professor at Roosevelt University and Field Museum adjunct curator, first reported on the damaged condition of the teeth -- which they hypothesized may have contributed to the lions' predation of humans -- and the presence of hairs embedded in broken and partially healed teeth. A preliminary analysis of some of the hairs suggested that they were from eland, impala, oryx, porcupine, warthog and zebra.

In the new study, Gnoske and Peterhans facilitated a new examination of some of the hairs. Co-authors Ogeto Mwebi, a senior research scientist at the National Museums of Kenya; and Nduhiu Gitahi, a researcher at the University of Nairobi, conducted the microscopic analysis of the hairs. U. of I. postdoctoral researcher Alida de Flamingh led a genomic investigation of the hairs with U. of I. anthropology professor Ripan S. Malhi. They focused on a separate sample of four individual hairs and three clumps of hairs extracted from the lions' teeth.

Malhi, de Flamingh and their colleagues are developing new techniques to learn about the past by sequencing and analyzing ancient DNA preserved in biological artifacts. Their work in partnership with Indigenous communities has yielded numerous insights into human migration and the pre- and postcolonial history of the Americas. They have helped develop tools for determining the species and geographic origins of present-day and ancient tusks of African elephants. They have advanced efforts to isolate and sequence DNA from museum specimens and have traced the migration and genomic history of dogs in the Americas.

In the current work, de Flamingh first looked for, and found, familiar hallmarks of age-related degradation in what remained of the nuclear DNA in the hairs from the lions' teeth.




"To establish the authenticity of the sample we're analyzing, we look to see whether the DNA has these patterns that are typically found in ancient DNA," she said.

Once the samples were authenticated, de Flamingh focused on mitochondrial DNA. In humans and other animals, the mitochondrial genome is inherited from the mother and can be used to trace matrilineal lineages through time.

There are several advantages to focusing on mtDNA in hair, the researchers said. Previous studies have found that hair structure preserves mtDNA and protects it from external contamination. MtDNA also is much more abundant than nuclear DNA in cells.

"And because the mitochondrial genome is much smaller than the nuclear genome, it's easier to reconstruct in potential prey species," de Flamingh said.

The team built a database of mtDNA profiles of potential prey species. This reference database was compared with mtDNA profiles obtained from the hairs. The researchers took into account the species suggested in the earlier analysis and those known to be present in Tsavo at the time the lions were alive.

The researchers also developed methods for extracting and analyzing the mtDNA from the hair fragments.




"We were even able to get DNA from fragments that were shorter than the nail on your pinky finger," de Flamingh said.

"Traditionally, when people want to get DNA from hairs, they'll focus on the follicle, which is going to have a lot of nuclear DNA in it," Malhi said. "But these were fragments of hair shafts that were more than 100 years old."

The effort yielded a treasure trove of information.

"Analysis of hair DNA identified giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, and also identified hairs that originated from lions," the researchers reported.

The lions were found to share the same maternally inherited mitochondrial genome, supporting early reports theorizing that they were siblings. Their mtDNA also was consistent with an origin in Kenya or Tanzania.

The team found that the lions had consumed at least two giraffes, along with a zebra that likely originated in the Tsavo region.

The discovery of wildebeest mtDNA was surprising because the nearest population of wildebeests in the late 1890s was about 50 miles away, the researchers said. Historical reports, however, noted that the lions left the Tsavo region for about six months before resuming their rampage on the bridge-builders' camp.

The absence of buffalo DNA and the presence of only a single buffalo hair -- identified using microscopy -- was surprising, de Flamingh said. "We know from what lions in Tsavo eat today that buffalo is the preferred prey," she said.

"Colonel Patterson kept a handwritten field journal during his time at Tsavo," Kerbis Peterhans said. "But he never recorded seeing buffalo or indigenous cattle in his journal."

At the time, the cattle and buffalo populations in this part of Africa were devastated by rinderpest, a highly contagious viral disease brought to Africa from India by the early 1880s, Kerbis Peterhans said.

"It all but wiped out cattle and their wild relatives, including cape buffalo," he said.

The mitogenome of the human hair has a broad geographic distribution and the scientists declined to describe or analyze it further for the current study.

"There may be descendants still in the region today and to practice responsible and ethical science, we are using community-based methods to extend the human aspects of the larger project," they wrote.

The new findings are an important expansion of the kinds of data that can be extracted from skulls and hairs from the past, the researchers said.

"Now we know that we can reconstruct complete mitochondrial genomes from single hair fragments from lions that are more than 100 years old," de Flamingh said.

There were thousands of hairs embedded in the lions' teeth, compacted over a period of years, the researchers said. Further analyses will allow the scientists to at least partially reconstruct the lions' diet over time and perhaps pinpoint when their habit of preying on humans began.

Malhi also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.

The National Science Foundation and U.S. Department of Agriculture supported this research.
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How innate immunity envelops bacteria | ScienceDaily
The protein GBP1 is a vital component of our body's natural defence against pathogens. This substance fights against bacteria and parasites by enveloping them in a protein coat, but how the substance manages to do this has remained unknown until now. Researchers from Delft University of Technology have now unravelled how this protein operates. This new knowledge, published in Nature Structural & Molecular Biology, could aid in the development of medications and therapies for individuals with weakened immune systems.


						
So-called Guanylate Binding Proteins (GBPs) play a crucial role in our innate immune system, explains biophysicist Arjen Jakobi: "GBPs form the first line of defence against various infectious diseases caused by bacteria and parasites. Examples of such diseases include dysentery, typhoid fever caused by Salmonella bacteria, and tuberculosis. The protein also plays a significant role in the sexually transmitted infection chlamydia as well as in toxoplasmosis, which is particularly dangerous during pregnancy and for unborn children."

Coat around bacteria

In their publication, Jakobi and his colleagues describe for the first time how the innate immune system fights against bacteria using GBP1 proteins. "The protein surrounds bacteria by forming a sort of coat around them," explains Tanja Kuhm, PhD candidate in Jakobi's research group and the lead author of the article. "By pulling this coat tighter, it breaks the membrane of the bacteria -- the protective layer surrounding the intruder -- after which immune cells can clear the infection."

Deciphering the defence strategy

To decode the defence strategy of GBPs, the researchers examined how GBP1 proteins bind to bacterial membranes using a cryogenic electron microscope. This allowed them to see the process in great detail down to the scale of molecules. Jakobi: "We were able to obtain a detailed three-dimensional image of how the protein coat forms. Together with biophysical experiments conducted in Sander Tans' research group at research institute AMOLF, which enabled us to manipulate the system precisely, we succeeded in deciphering the mechanism of the antibacterial function."

Medications

According to Jakobi, this research helps us understand better how our body is capable of combating bacterial infections. "If we can grasp this well, and we can specifically activate or deactivate the involved proteins through medication, it may offer opportunities to speed up getting rid of certain infections."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241011140937.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Scientists cut harmful pollution from hydrogen engines | ScienceDaily
Hydrogen-burning internal combustion engines offer great promise in the fight against climate change because they are powerful without emitting any earth-warming carbon.


						
They can power heavy-duty trucks and buses and are suited for off-road and agricultural equipment and backup power generators, providing cleaner alternatives to diesel engines.

Yet they are not entirely clean. They emit nitrogen oxides during the high-temperature combustion process. Nitrogen oxides react with other compounds in the atmosphere to form harmful ozone and fine particulate matter, which aggravate our lungs and lead to long-term health problems.

Fortunately, UC Riverside scientists have discovered a low-cost method to significantly reduce this pollution from hydrogen engines by improving the efficiency of their catalytic converters.

As reported in the journal Nature Communications, the researchers found that infusing platinum in catalytic converters with a highly porous material called Y zeolites greatly enhances the reactions between nitrogen oxides and hydrogen, converting them into harmless nitrogen gas and water vapor.

Compared to a catalytic converter without zeolites, the amount of nitrogen oxides converted to harmless substances increased by four to five times at an engine temperature of 250 degrees Celsius, the study found. The system was particularly effective at lower temperatures, which is crucial for reducing pollution when engines first start up and are still relatively cool.

What's more, the technology can also reduce pollution from diesel engines equipped with hydrogen injection systems, explained Fudong Liu, the corresponding author and associate professor of chemical and environmental engineering at UCR's Bourns College of Engineering. The hydrogen injection would be similar to the injection systems used in selective catalytic reduction systems for big-rig diesel trucks.




Zeolites are low-cost materials with a well-defined crystalline structure composed primarily of silicon, aluminum, and oxygen atoms. Their large surface area and three-dimensional, cage-like framework of uniform pores and channels allow for more efficient breakdown of pollutants.

By physically mixing platinum with Y zeolite -- a synthetic type from the broader family of zeolite compounds -- the researchers created a system that effectively captures water generated during the hydrogen combustion process. This water-rich environment promotes hydrogen activation, which is key to improving nitrogen reduction efficiency.

Shaohua Xie, a research scientist at UCR and lead author of the study, explained that the zeolite itself is not a catalyst. Instead, it enhances the effectiveness of the platinum catalyst by creating a water-rich environment. Liping Liu, a Ph.d. student, and Hongliang Xin, an associate professor at Virginia Tech, further validated this concept through theoretical modeling of the new catalyst system.

"This concept can also apply to other types of zeolites," Xie added. "It's a universal strategy."

Liu emphasized that the pollution reduction method is relatively simple.

"We don't need to use complicated chemical or other physical processes," Liu said. "We just mix the two materials -- platinum and zeolite -- together, run the reaction, and then we see the improvement in activity and selectivity."

UCR's Liu, Xie, and Kailong Ye mixed powders of platinum and Y zeolite and provided them to collaborating scientist, Yuejin Li at BASF Environmental Catalyst and Metal Solutions,or ECMS, in Iselin, New Jersey. The powder was made into a thick liquid slurry with binding compounds and applied to the honeycomb structures inside prototype catalytic converters. Scientists from National Synchrotron Light Source II, or NSLS-II, Brookhaven National Laboratory in Upton, New York, were also collaborators.

Liu and Xie expect BASF, which funded the study, to commercialize the technology, which is the subject of a pending patent.

"Well, we are proud," Xie said. "We've developed a new technology to deal with nitrogen oxide emission control, and we think it's an amazing technique."
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It could take over 40 years for PFAS to leave groundwater | ScienceDaily
Per- and polyfluoroalkyl chemicals, known commonly as PFAS, could take over 40 years to flush out of contaminated groundwater in North Carolina's Cumberland and Bladen counties, according to a new study from North Carolina State University. The study used a novel combination of data on PFAS, groundwater age-dating tracers, and groundwater flux to forecast PFAS concentrations in groundwater discharging to tributaries of the Cape Fear River in North Carolina.


						
The researchers sampled groundwater in two different watersheds adjacent to the Fayetteville Works fluorochemical plant in Bladen County.

"There's a huge area of PFAS contaminated groundwater -- including residential and agricultural land -- which impacts the population in two ways," says David Genereux, professor of marine, earth and atmospheric sciences at NC State and leader of the study.

"First, there are over 7,000 private wells whose users are directly affected by the contamination. Second, groundwater carrying PFAS discharges into tributaries of the Cape Fear River, which affects downstream users of river water in and near Wilmington."

The researchers tested the samples they took to determine PFAS types and levels, then used groundwater age-dating tracers, coupled with atmospheric contamination data from the N.C. Department of Environmental Quality and the rate of groundwater flow, to create a model that estimated both past and future PFAS concentrations in the groundwater discharging to tributary streams.

They detected PFAS in groundwater up to 43 years old, and concentrations of the two most commonly found PFAS -- hexafluoropropylene oxide-dimer acid (HFPO[?]DA) and perfluoro-2-methoxypropanoic acid (PMPA) -- averaged 229 and 498 nanograms per liter (ng/L), respectively. For comparison, the maximum contaminant level (MCL) issued by the U.S. Environmental Protection Agency for HFPO-DA in public drinking water is 10 ng/L. MCLs are enforceable drinking water standards.

"These results suggest it could take decades for natural groundwater flow to flush out groundwater PFAS still present from the 'high emission years,' roughly the period between 1980 and 2019," Genereux says. "And this could be an underestimate; the time scale could be longer if PFAS is diffusing into and out of low-permeability zones (clay layers and lenses) below the water table."

The researchers point out that although air emissions of PFAS are substantially lower now than they were prior to 2019, they are not zero, so some atmospheric deposition of PFAS seems likely to continue to feed into the groundwater.

"Even a best-case scenario -- without further atmospheric deposition -- would mean that PFAS emitted in past decades will slowly flush from groundwater to surface water for about 40 more years," Genereux says. "We expect groundwater PFAS contamination to be a multi-decade problem, and our work puts some specific numbers behind that. We plan to build on this work by modeling future PFAS at individual drinking water wells and working with toxicologists to relate past PFAS levels at wells to observable health outcomes."
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        Plastic pollution harms bees, review finds
        A new review systematically shows the harmful effects of nano- and microplastics on bees and other beneficial insects. Their function as pollinators is impaired by the plastic particles. This harbors risks for global food security.

      

      
        Machine learning analysis sheds light on who benefits from protected bike lanes
        A new analysis leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit? The research team use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

      

      
        New research reveals how large-scale adoption of electric vehicles can improve air quality and human health
        A new study suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits. The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050. Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running in...

      

      
        Good physical fitness from childhood protects mental health
        A recent study found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%--30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.

      

      
        New temperatures in two thirds of key tropical forest
        Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.

      

      
        Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold
        New study highlights the vital role of wildlife rangers in lion conservation and identifies Uganda's Nile Delta as a key area for protection.

      

      
        Climate change impacts internal migration worldwide
        The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.

      

      
        Comprehensive efforts needed to develop health-promoting learning environments
        Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students.

      

      
        US air pollution monitoring network has gaps in coverage, say researchers
        The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.

      

      
        How do you remember how to ride a bike? Thank your cerebellum
        Researchers have shown that, just like declarative memories, short-term and long-term memories for motor skills form in different regions of the brain, with the cerebellum being critical for the formation of long-term skill memories.

      

      
        Traces of ancient immigration patterns to Japan found in 2000-year-old genome
        A joint research group has demonstrated that the majority of immigration to the Japanese Archipelago in the Yayoi and Kofun periods (between 3000 BCE and 538 CE) came from the Korean Peninsula. The researchers analyzed the complete genome of a 'Yayoi' individual and found that, among the non-Japanese populations, the results bore the most similarity to Korean populations. Although it is widely accepted that modern Japanese populations have a dual ancestry, the discovery provides insight into the ...

      

      
        Smaller vial size for Alzheimer's drug could save Medicare hundreds of millions per year
        Medicare could save up to 74% of the money lost from discarded Alzheimer's drug lecanemab by the simple introduction of a new vial size that would reduce the amount of unused medication that is thrown away. As it is, nearly 6% of the medication is discarded, costing Medicare $1,600 per patient per year.

      

      
        Scientists bring socioeconomic status at the forefront of epidemic modelling
        Researchers have developed an innovative approach to epidemic modeling that could transform how scientists and policymakers predict the spread of infectious diseases. The study introduces a new framework that incorporates socioeconomic status (SES) factors -- such as income, education, and ethnicity -- into epidemic models. The study underscores an urgent need for more comprehensive epidemic modeling frameworks as societies continue to grapple with the lingering impacts of COVID-19 and prepare fo...

      

      
        UNH helps community document skeletal remains found on historic 'poor farm'
        On a bright autumn afternoon, a plain wooden box crafted by a local cabinet shop containing skeletal remains was returned to its final resting place during a simple reburial ceremony in Brentwood. Researchers and students from the University of New Hampshire's Forensic Anthropology Identification and Recovery (F.A.I.R.) Lab worked for two years with town officials and the New Hampshire state archaeologist to investigate and document the remains, which were uncovered more than 20 years ago during ...

      

      
        Students who feel more university connection may be more likely to binge drink, study finds
        Mentally healthy college students who felt connected to their university were more likely to binge drink than those who did not feel connected to their university, according to a new study.

      

      
        Loss of lake ice has wide-ranging environmental and societal consequences
        The world's freshwater lakes are freezing over for shorter periods of time due to climate change. This shift has major implications for human safety, as well as water quality, biodiversity, and global nutrient cycles.
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Plastic pollution harms bees, review finds | ScienceDaily
Nano- and microplastic particles (NMP) are increasingly polluting urban and rural landscapes, where bees and other beneficial insects come into contact with them. If insects ingest plastic particles from food or the air, it can damage their organs and cause changes in their behaviour, preventing them from properly performing ecosystem services such as pollination and pest control. Plastic pollution thus poses considerable risks to biodiversity, agricultural production, and global food security. These are the main findings of a new review in the journal Nature Communications, which was conducted by an international team including researchers from the University of Freiburg.


						
Plastic from films, fertilizers, water, and the air ends up on farmland

Microplastic particles are between one micrometre and five millimetres in size; still smaller particles are referred to as nanoplastics. Whereas the harmful effects of NMP in water and for individual species are well documented, there have as yet been no systematic reviews on how the particles affect agricultural ecosystems. To fill this gap, the authors of the review summarized 21 already published individual studies for the first time. They were interested particularly in the question of how pollinator insects and other beneficial insects come into contact with NMP and what consequences the ingestion of the particles has for them, as well as for the ecosystems that are dependent on them and for agricultural production.

In this way, the researchers first succeeded in identifying different sources from which NMP end up on agricultural land, including plastic films, fertilizers, polluted water, and atmospheric depositions. The plastic particles accumulate in the soil, and pollinators and beneficial insects that are important for pest control ingest them from the air and food or use them to build nests.

Damage to bees could lead to a decline in agricultural production

The authors of the study establish that the bees' ingestion of NMP leads, for example, to damage to their digestive system, to a weakening of their immune system, and to changes in their behaviour. This makes the bees more susceptible to diseases, possibly causing them to pollinate plants less effectively. 'We find microplastic in the gut of bees and see how wild bees use plastic to build nests. We therefore urgently need to investigate what interaction this has with other stressors, such as climate change, for the bees and their pollination services', says Prof. Dr. Alexandra-Maria Klein, co-author of the study and professor for nature conservation and landscape ecology at the University of Freiburg. A decline in pollination services has a negative effect on crop yield. Thus, plastic pollution could further aggravate existing uncertainties in the global food supply, the researchers warn.

Interactions with other environmental stressors exacerbate the problem

In addition, NMP also exacerbate the threats posed by other environmental stressors, such as pesticides, chemical pollution, fungi, and pathogens. For example, some areas become 'hotspots', where plastic particles interact with harmful viruses. As a result of such interactions, NMP could have serious effects on pollinators and thus on the stability of the food system.

However, the researchers also emphasize the limitations of their review. For example, only little data is available on important pollinators and beneficial insects like bumblebees and ladybirds. In addition, the current data doesnot allow for a differentiated account of the effects of different sizes and amounts of NMP. Researchers urgently need to conduct further studies to better understand the growing problem of plastic pollution and find solutions to it. 'It is already clear today, however, that there is a pressing need for political control of plastic pollution', says Klein.

The study included researchers from Westlake University (Hangzhou, China), Zhejiang University, (Hangzhou, China), Fudan University (Shanghai, China), and the Universities of Freiburg and Tubingen.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241016115903.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Machine learning analysis sheds light on who benefits from protected bike lanes | ScienceDaily
A new analysis from University of Toronto Engineering researchers leverages machine learning to help answer a thorny question: where should new protected bike lanes be placed to provide maximum benefit?


						
"Right now, some people have really good access to protected biking infrastructure: they can bike to work, to the grocery store or to entertainment venues," says Madeleine Bonsma-Fisher, a postdoctoral fellow in the Department of Civil & Mineral Engineering and lead author of a new paper published in the Journal of Transport Geography.

"More lanes could increase the number of destinations they can reach, and previous work shows that will increase the number of cycle trips taken.

"However, many people have little or no access to protected cycling infrastructure at all, limiting their ability to get around. This raises a question: is it better to maximize the number of connected destinations and potential trips overall, or is it more important to focus on maximizing the number of people who can benefit from access to the network?"

Bonsma-Fisher and her team -- including her co-supervisors, Professors Shoshanna Saxe and Timothy Chan, and PhD student Bo Lin -- use machine learning and optimization to help inform such decisions. It's a challenge that required new computational approaches.

"This kind of optimization problem is what's called an NP-hard problem, which means that the computing power needed to solve it scales very quickly along with the size of the network," says Saxe.

"If you used a traditional optimization algorithm on a city the size of Toronto, everything would just crash. But PhD student Bo Lin invented a really cool machine learning model that can consider millions of combinations of over 1,000 different infrastructure projects to test what are the most impactful places to build new cycling infrastructure."

Using Toronto as a stand-in for any large, automobile-oriented North American city, the team generated maps of future bike lane networks along major streets, optimized according to two broad types of strategies.




The first, which they called the utilitarian approach, focused on maximizing the number of trips that could be taken using only routes with protected bike lanes in under 30 minutes -- without regard for who those trips were taken by.

The second, which they termed equity-based, aimed to maximize the number of people who had at least some connection to the network.

"If you optimize for equity, you get a map that is more spread out and less concentrated in the downtown areas," says Bonsma-Fisher.

"You do get more parts of the city that have a minimum of accessibility by bike, but you also get a somewhat smaller overall gain in average accessibility."

"There is a trade-off there," says Saxe.

"This trade-off is temporary, assuming we will eventually have a full cycling network across the city, but it is meaningful for how we do things in the meantime and could last a long time given ongoing challenges to building cycling infrastructure."

Another key finding was that there are some routes that appeared to be essential no matter what strategy was pursued.




"For example, the bike lanes along Bloor West show up in all of the scenarios," says Saxe.

"Those bike lanes benefit even people who don't live near them and are a critical trunk to maximizing both the equity and utility of the bike network. Their impact is so consistent across models that it challenges the idea that bike lanes are a local issue, affecting only the people close by. Optimized infrastructure repeatedly turns out in our model to serve neighbourhoods quite a distance away.

The team is already sharing their data with Toronto's city planners to help inform ongoing decisions about infrastructure investments. Going forward, the team hopes to apply their analysis to other cities as well.

"No matter what your local issues, or what choices you end up making, it's really important to have a clear understanding of what goals you are aiming for and check if you are meeting them," says Bonsma-Fisher.

"This kind of analysis can provide an evidence-based, data-driven approach to answering these tough questions."
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New research reveals how large-scale adoption of electric vehicles can improve air quality and human health | ScienceDaily
A new study from the University of Toronto's Department of Civil & Mineral Engineering suggests that large-scale adoption of electric vehicles (EVs) could lead to significant population-level health benefits.


						
The research team used computer simulations to show that aggressive electrification of the U.S. vehicle fleet, coupled with an ambitious rollout of renewable electricity generation, could result in health benefits worth between US$84 billion and 188 billion by 2050.

Even scenarios with less aggressive grid decarbonization mostly predicted health benefits running into the tens of billions of dollars.

"When researchers examine the impacts of EVs, they typically focus on climate change in the form of mitigating CO2 emissions," says Professor Marianne Hatzopoulou, one of the co-authors of the study, which is published in PNAS. 

"But CO2 is not the only thing that comes out of the tailpipe of an internal combustion vehicle. They produce many air pollutants that have a significant, quantifiable impact on public health. Furthermore, evidence shows that those impacts are disproportionately felt by populations that are low-income, racialized or marginalized."

Other members of the team include lead author and postdoctoral fellow Jean Schmitt, Professors Daniel Posen and Heather Maclean, and Amir F.N. Abdul-Manan of Saudi Aramco's Strategic Transport Analysis Team.

Members of this team had previously used their expertise in life-cycle assessment to build computer models that simulated the impact of large-scale EV adoption in the U.S. market.




Among other things, they showed that while EV adoption will have a positive impact on climate change, it is not sufficient on its own to meet the Paris Agreement targets. They recommended that EV adoption be used in combination with other strategies, such as investments in public transit, active transportation and higher housing density.

In their latest study, the team wanted to account for the non-climate benefits of EV adoption. They adapted their models to simulate the production of air pollutants that are common in fossil fuel combustion, such as nitrogen oxides, sulphur oxides and small particles known as PM2.5.

"Modelling these pollutants is very different from modelling CO2, which lasts for decades and ends up well-mixed throughout the atmosphere," says Posen.

"In contrast, these pollutants, and their associated health impacts, are more localized. It matters not only how much we are emitting, but also where we emit them."

While EVs do not produce any tailpipe emissions, they can still be responsible for air pollution if the power plants that supply them run on fossil fuels such as natural gas or coal. This also has the effect of displacing air pollution from busy highways to the communities that live near those power plants.

Another complication is that neither the air pollution from the power grid nor that from internal combustion vehicles is expected to stay constant over time.




"Today's gasoline-powered cars produce a lot less pollution than those that were built 20 years ago, many of which are still on the road," says Schmitt.

"So, if we want to fairly compare EVs to internal combustion vehicles, we have to account for the fact that air pollution will still go down as these older vehicles get replaced. We can also see that the power grid is getting greener over time, as more renewable generation gets installed."

In the model, the team chose two main scenarios to simulate out to the year 2050. In the first, they assumed that no more EVs will be built, but that older internal combustion vehicles will continue to be replaced with newer more efficient ones.

In the second, they assumed that by 2035, all new vehicles sold will be electric. The researchers described this as "aggressive," but it is in line with the stated intentions of many countries. For example, Norway plans to eliminate sales of non-electric vehicles next year, and Canada plans to follow suit by 2035.

For each of these scenarios, they also considered various rates for the transition of the electric grid to low-emitting and renewable energy sources, i.e., whether it stays roughly the same as the current rate, slows down, or accelerates over the next couple of decades.

Under each of these sets of conditions, the team simulated levels of air pollution across the United States. They then used established calculations commonly used by epidemiologists, actuaries and government policy analysts to correlate these pollution levels with statistical estimates of the number of years of life lost, as well as with estimates of economic value.

"Our simulation shows that the cumulative public health benefits of large-scale EV adoption between now and 2050 could run into the hundreds of billions of dollars," says Posen.

"That's significant, but another thing we found is that we only get these benefits if the grid continues to get greener. We are already transitioning away from fossil fuel power generation, and it's likely to continue in the future. But for the sake of argument, we modelled what would happen if we artificially freeze the grid in its current state. In that case, we'd actually be better off simply replacing our old internal combustion vehicles with new ones -- but again, this is not a very realistic scenario."

This finding raises another question: is it more important to decarbonize the transportation sector through EV adoption, or to first decarbonize the power generation sector, which is the ultimate source of pollution associated with EVs?

"To that I would say that it's important to remember that the vehicles being sold today will continue to be used for decades," says Hatzopoulou.

"If we buy more internal combustion vehicles now, however efficient they may be, we will be locking ourselves into those tailpipe emissions for years to come, and they will spread that pollution everywhere there are roads.

"We still need to decarbonize the power generation system -- and we are -- but we should not wait until that process is complete to get more EVs on the road. We need to start on the path to a healthier future today."
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Good physical fitness from childhood protects mental health | ScienceDaily
A recent Finnish study has found that good physical fitness from childhood to adolescence is linked to better mental health in adolescence. These results are significant and timely, as mental health problems are currently a major societal challenge, affecting up to 25%-30% of young people. These findings suggest that improving physical fitness from childhood can help prevent mental health problems.


						
In a study by the Faculty of Sport and Health Sciences at the University of Jyvaskyla and the Institute of Biomedicine at the University of Eastern Finland, the physical fitness of 241 adolescents was followed from childhood to adolescence for eight years. The study showed that better cardiorespiratory fitness and improvements in it from childhood to adolescence were associated with fewer stress and depressive symptoms in adolescence.

Additionally, the study found that better motor fitness from childhood to adolescence was associated with better cognitive function and fewer stress and depressive symptoms. However, the association between motor fitness and depressive symptoms was weaker than the one between cardiorespiratory fitness and depressive symptoms. Screen time measured in adolescence partly explained the associations of cardiorespiratory fitness and motor fitness with mental health.

These findings advocate for investment in physical fitness early in life as a potential strategy for mitigating mental health and cognitive issues in adolescence.

"The concern about the declining physical fitness in children and adolescents is real. However, the focus has been on physical health," says Eero Haapala, Senior Lecturer of Sports and Exercise Medicine at the Faculty of Sport and Health Sciences, University of Jyvaskyla.

"Our results should encourage policymakers as well as parents and guardians to see the significance of physical fitness more holistically, as poor physical fitness can increase mental health challenges and impair cognitive skills needed for learning."

"The whole of society should support physical fitness development in children and adolescents by increasing physical activity participation at school, during leisure time, and in hobbies," emphasises Haapala.

This study is based on longitudinal data from the ongoing Physical Activity and Nutrition in Children (PANIC) studyconducted at the Institute of Biomedicine, University of Eastern Finland, and led by Professor Timo Lakka. The study followed the physical fitness of 241 individuals for eight years, from childhood to adolescence. Mental health assessments were conducted during adolescence. The study was published in Sports Medicine.

The PANIC Study is part of the Metabolic Diseases Research Community at the University of Eastern Finland. The research community is dedicated to investigating major cardiometabolic diseases. By leveraging genetics, genomics, translational research, and lifestyle interventions, the community aims to provide robust evidence on disease mechanisms and advance early diagnosis, prevention, and personalized treatment. The research community consists of 20 research groups, spanning basic research to patient care.
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New temperatures in two thirds of key tropical forest | ScienceDaily
Two thirds of Key Biodiversity Areas (KBAs) in tropical forests are experiencing new temperature conditions as our climate changes, research shows.


						
KBAs identify the most important places on Earth for species and their habitats.

The new study -- by Exeter, Manchester Metropolitan and Cambridge universities -- assessed 30 years of temperature conditions below the forest canopy in KBAs in tropical forests worldwide.

It found that 66% of KBAs in tropical forests have recently transitioned to new "temperature regimes" (more than 40% of temperature measurements being outside the range previously recorded there).

The remaining 34% are not yet seeing new temperature regimes -- and the researchers suggest these places may be vital refuges for biodiversity.

The paper is published ahead of the United Nations Biodiversity Conference (COP16) in Colombia, which begins on October 21.

"Beneath the canopy of tropical forests, a wealth of biodiversity exists in a very stable climate," said Dr Brittany Trew, from the Environment and Sustainability Institute on Exeter's Penryn Campus in Cornwall.




"As such, species there are at particularly high risk from new annual temperature regimes because they have evolved under a narrow range of conditions. They may only be able to tolerate a small margin of warming above what they're used to."

The Post-2020 Global Biodiversity Framework includes a draft target that at least 30% of land area globally is conserved by 2030 -- and specifically identifies KBAs as a core priority for this.

Dr Alexander Lees, Reader in Biodiversity at Manchester Metropolitan University, said: "The amount of political and economic capital dedicated to safeguarding biodiversity is woefully inadequate.

"Our findings show that the painful process of conservation triage -- selecting new protected areas -- must therefore consider the impact of ongoing climate changes on those sites in prioritisation assessments."

KBAs do not automatically receive formal protection -- this is decided by national governments in the areas identified.

The paper highlights that -- of the 34% of tropical forest KBAs not seeing new temperature regimes -- more than half are not currently protected.




"We need 'climate-smart' policies that protect these vital refuges," Dr Trew said.

The researchers used temperature measurements, satellite data and a microclimate model to assess near-ground hourly temperatures across the world's tropical KBAs.

The proportion of KBAs in Africa and Latin America with new temperature regimes was particularly high (72% and 59%), while fewer KBAs across Asia and Oceania shifted to new temperatures (49%).

Some KBAs across Latin America (2.9%) -- and a small number in Asia and Oceania (0.4%) -- have recently transitioned to almost entirely new temperature regimes (more than 80% of temperature measurements outside the previous range.

In Latin America, these KBAs were all located in Ecuador, Colombia, Venezuela or Panama, with the tropical Andes particularly affected.

The paper, published in the journal Conservation Letters, is entitled: "Identifying climate-smart tropical Key Biodiversity Areas for protection in response to widespread temperature novelty."
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Rangers lead ground-breaking effort to monitor Uganda's lion population in critical stronghold | ScienceDaily

The study reveals that wildlife rangers, a critical component of global conservation efforts but often underutilised in scientific research, can play a pivotal role in the conservation science surrounding the world's most beloved big cat.

Rangers are effective at monitoring lions and are an underutilised resource

The study showed rangers trained in search-encounter surveys (the scientific gold standard for lion monitoring) provided robust and cost-effective data on lion populations.

With 102 detections over 76 days, the lion density in the Murchison Falls Nile Delta was estimated at 13.91 lions per 100 km2, highlighting this area as a significant stronghold for lion conservation.

While rangers were often on the front lines of wildlife protection, they were rarely included in scientific research efforts.

This study is one of the first to demonstrate that rangers could effectively lead and contribute to data collection and population monitoring of threatened wildlife.




Their intimate knowledge of the landscapes and behaviour of target species make them invaluable champions for conservation.

Cost-effectiveness of rangers

One of the most striking results of the study was the cost efficiency of ranger-led surveys.

The cost of the ranger effort was 50% lower than using remote infrared camera traps, another popular method used for surveying big cats, showing that ranger-led initiatives could be a more sustainable and cost-effective method for monitoring lions in Africa.

Despite deploying 64 infrared camera traps, the cameras yielded only two usable detections for individual identification, suggesting that camera traps, in their current form, were not yet suitable for lion population monitoring.

Murchison's Nile Delta a critical lion stronghold

The study identified the Nile Delta within Murchison Falls National Park (Uganda's largest protected area) as a vital area for lion conservation.




The region supported high lion densities, despite significant pressures from poaching and oil exploration, making it a critical priority conservation area in the country.

Incorporate rangers' skills in future studies

By empowering rangers and focusing on protecting critical habitats such as the Nile Delta, we could ensure a future for Uganda's lions.

This study offered a useful case study for scaling up lion monitoring efforts across Africa, using the invaluable skills of rangers to safeguard these iconic predators.

The authors advocated for a broader adoption of incorporating the field skills of wildlife rangers to survey lions across Africa to ensure more consistent and reliable wildlife data, which was critical for adaptive conservation management.

Dr Alex Braczkowski, lead author: "Rangers are the unsung heroes of wildlife conservation, our co-authors, Lilian Namukose and Silva Musobozi, have worked for the Uganda Wildlife Authority for over a decade and their deeply intimate knowledge for where lions were in the Murchison landscape allowed us to get a good idea of the status of lions in this critical area. Our study shows bringing rangers into wildlife monitoring and census efforts could be immensely powerful for lions across Africa."

Mrs Lilian Namukose, Uganda Wildlife Authority ranger and co-author on the study: "This was the first scientific study of wildlife where I directly participated and my first entry point into science. Through rigorous training in three workshops across three national parks, we quickly learnt to incorporate lion data collection alongside our daily field duties. We are grateful to the Uganda Wildlife Authority for the opportunity to be involved in this work."

Mr Silva Musobozi, Uganda Wildlife Authority ranger and co-author on the study: "Rangers are arguably the closest group to wildlife on the ground and have good knowledge of animal behaviour. Through capacity building and training, rangers can be better incorporated into the scientific and management process." 

Mr Orin Cornille, field coordinator of the Volcanoes Safaris Partnership Trust and co-author on the study: "Incorporating Uganda Wildlife Authority Rangers allowed our broader research team to focus on other parts of this very large national park. Their field knowledge of lion behaviour meant a high sample size of great data."

Professor Duan Biggs, Associate Professor at Northern Arizona University and co-author on the study: "Our paper shows that by partnering with in-country conservation agencies and enabling local rangers - we can obtain a precise estimate of lion numbers at a fraction of the cost of other techniques."
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Climate change impacts internal migration worldwide | ScienceDaily
The influence of climate change on migration, both current and future, has garnered significant attention from the public and policymakers over the past decade. A new IIASA-led study has provided the first comprehensive analysis of how climate factors -- specifically drought and aridity -- affect internal migration.


						
While public discourses often focus on international migration, existing scientific evidence indicates that when climatic factors drive migration, it often results in short distance moves within national borders. However, there is a lack of scientific studies examining climate-induced internal migration across different countries. The new study, published in Nature Climate Change, used census microdata from 72 countries spanning the period from 1960 to 2016 to provide the first worldwide assessment of how environmental stress affects migration within national borders.

"Our analysis shows that internal migration -- which we defined as movement between subnational regions within a country -- increases in regions affected by drought and aridification, especially in hyper-arid and arid regions. The effects are most pronounced in agriculturally dependent and rural areas, where livelihoods are highly vulnerable to changing climate conditions. Many climate-induced migrants move to urban areas, contributing to the accelerated urbanization trends observed in numerous countries," explains lead author Roman Hoffmann, who leads the Migration and Sustainable Development Research Group at IIASA.

The analysis revealed regional differences in impacts. The effects of drought and aridification were, for example, found to be strongest in parts of Africa, the Middle East, South America, South Asia, and Southern Europe, where agricultural livelihoods are prevalent and the climate is already dry. In these regions, the combination of economic hardship and environmental challenges creates strong incentives for migration.

Globally, the findings indicate overall more mobility in wealthier areas where migration constraints may be lower. Within countries, it is typically poorer regions that tend to have higher outmigration rates toward wealthier areas when they are affected by climatic stress. In addition to regional differences, the study also documents major heterogeneities in migration patterns across population groups. In less developed countries, younger working-age adults (15-45) with medium levels of education are most likely to migrate in response to drought and increased aridity. In wealthier countries, older populations across all education levels show stronger migration patterns.

"As climate change continues to increase the frequency and severity of droughts and water scarcity worldwide, more populations will face pressures to seek better living conditions. Our work underscores the need for policies that address both the drivers of migration and the consequences for destination regions. Adequate infrastructure, health services, and social support systems are critical in urban areas that are increasingly absorbing climate-induced migrants," notes coauthor Guy Abel, a researcher in the IIASA Migration and Sustainable Development Research Group.

Additionally, the research highlights the importance of supporting vulnerable populations, including those who cannot migrate due to resource constraints. Policies that promote livelihood diversification, social safety nets, and resilience-building in affected communities can help mitigate forced migration and displacement, while also protecting those who remain.

Although the study represents a major step forward in understanding the links between climate change and internal migration, the authors also acknowledge the challenges posed by limited and non-comparable migration data. The dataset used in the study, extracted from census microdata, provides a robust longitudinal view on internal migration for a large number of countries. At the same time, it does not capture other forms of movement, including temporal or short-distance mobility, which are also highly relevant in the context of climate change.

"As climate change continues to reshape migration trends, more comprehensive data and continued research will be essential for developing targeted interventions and policy solutions to address the complex relationship between environmental factors and human mobility. Our work highlights the urgent need for a holistic approach to policy development that accounts for both spatial and social differences, recognizing the complex and context-dependent nature of migration dynamics," concludes coauthor Raya Muttarak, a researcher in the IIASA Migration and Sustainable Development Research Group and professor of Demography and the Department of Statistical Sciences at the University of Bologna, Italy.
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Comprehensive efforts needed to develop health-promoting learning environments | ScienceDaily
Mental ill-health among students in higher education is a growing problem globally. Most efforts implemented to address ill-health involve individual treatment and adjustments to pedagogy. But more can and needs to be done at a structural or environmental level for higher education institutions to ensure learning and well-being among all students. This is shown by a literature review conducted at the University of Gothenburg.


						
"The fact that mental ill-health is increasing, not only in Sweden but all over the world, suggests that the causes could be structural and/or environmental," says Therese Skoog, who is the senior author of the study.

She and her research colleagues have reviewed more than 8,000 studies of interventions in higher education globally to counteract students' poor well-being. In the literature review, the researchers wanted to get an overview of the types of interventions that have been made and how these have been received by students. Two thirds of the interventions have been aimed at changing pedagogy. Most common among the measures that instead focused on more structural changes is to offer individual health counselling. All this is good, says Therese Skoog, but not enough.

"As things stand, higher education institutions will simply not have the capacity to adapt teaching to all the diagnoses and needs students may have. And unless the trend of increasing mental health problems is reversed, there is a risk that academic performance and degree completion will decrease," says Therese Skoog.

Instead, she argues that learning environments as a whole must be changed to promote sustainable learning. Everything from the physical environment to course design, requirements, opportunities for recovery, the relationship between students and teachers, and so on, needs to be included when higher education institutions take a holistic approach to learning environments.

"And the opportunities to change for the better are great," says Therese Skoog.

One promising initiative she points to is the 'Healthy Universities' model developed by higher education institutions in the UK. The model is based on a holistic perspective on health that includes both learning environments and organisational culture.




"Another is the Universal Design for Learning guide, which is essentially about designing learning environments to make them more accessible to the whole group of students while keeping course objectives the same."

For most people, starting academic studies is a big step; often it means moving to a new environment, getting to know new people, learning how to navigate within new contexts.

"The more welcoming the environment is, the less stressful it will be for students," says Therese Skoog.

Professor Skoog has been responsible for the Sustainable and Accessible Learning Environments project at the University of Gothenburg. The project aimed to investigate how higher education institutions can work structurally to promote not only learning but also students' mental health. The project has attracted interest from other universities. At the University of Gothenburg a project with a special focus on the physical learning environments is launched as a follow-up.

"It is inspiring that more and more universities are taking this issue seriously. And to see how initiatives are being taken in different parts of the world to reverse the negative trend and improve students' mental health," says Therese Skoog.
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US air pollution monitoring network has gaps in coverage, say researchers | ScienceDaily
The lack of air-quality monitoring capabilities across the U.S. affects the health of millions of people and disproportionately impacts minority and low socioeconomic-status communities, say researchers in ACS' Environmental Science & Technology Letters. Motivated by a new U.S. Environmental Protection Agency (EPA) standard for air pollution, the team employed a model for fine-scale air pollution mapping using real-world data, and it indicates there is an urgent need to address gaps in the agency's monitoring network.


						
"The national air pollution monitoring network aims to act as an umbrella to protect all Americans," says lead author Yuzhou Wang. "But we saw that unfortunately, millions of people, especially underrecognized populations, will not receive adequate protection from the monitors. Thus, they will receive fewer benefits from the more stringent standard."

Most of the harmful effects from outdoor air pollution in the U.S. are linked to inhalation of fine particulate matter (PM). These suspended particles, like soot or liquid aerosol droplets, are smaller than 2.5 micrometers in diameter, garnering the designation PM2.5. In February 2024, to better protect Americans from health burdens caused by inhaling particles, the EPA adopted a more stringent standard for PM2.5.The EPA tracks compliance with air pollution standards through a network of about 1,000 costly and highly accurate monitoring stations placed in cities and towns nationwide. Prior research shows that people of color and people with low socioeconomic status living in the U.S. are disproportionately affected by outdoor PM2.5 exposure. However, these populations have fewer monitoring stations than other areas to measure air pollutants, meaning they may not be fully protected by the tighter air pollution standards.

While the EPA is now modifying the national air pollution monitoring network to account for environmental justice, the adequacy of this network to correctly identify areas that do not meet the new air pollution standards has not been thoroughly investigated. So, researchers led by Joshua Apte used a statistical model to identify gaps in the monitoring network's coverage across the continental U.S. The model is based on observations and geographic variables, called an empirical model, and it identifies potential areas with PM2.5 levels that exceed the agency's new lower standard.

To assess the monitoring gaps, Apte and colleagues compared PM2.5 levels from 2017 to 2019 at both monitored and unmonitored locations, using PM2.5 level predictions from the U.S. Center for Air, Climate, and Energy Solutions and population data from the 2020 U.S. Census. Their findings revealed that the network misses pollution hotspots and underestimates exposure disparities, which highlights the need for enhanced monitoring in historically underrecognized communities. Overall, they find that:
    	About 44% of highly populated metro areas in the U.S., which affect about 20 million people, have inadequate monitoring networks to comply with new EPA air quality standards.
    	PM2.5 hotspots identified with monitoring data and predicted by the model have significantly higher percentages of people of color and people with low socioeconomic status compared to the overall population.
    	Around 2.8 million people live in PM2.5 hotspots that are not captured by the air monitoring network.

"Fortunately, even adding 10 monitors in the right places could make a big difference in correctly identifying which cities are breathing unhealthy air," says Apte. However, he adds that "our network of about 1,000 official regulatory air monitors is generally not well-suited for capturing exposure disparities in every city in the country. There are just too few monitors to capture every hotspot."

The team identified metro locations to add new air pollution monitors across the U.S. that could help identify large populations that currently breathe air more polluted than the EPA's new standards. The metro areas are in Texas, Ohio, California, Wisconsin, Pennsylvania, Missouri and Idaho.
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How do you remember how to ride a bike? Thank your cerebellum | ScienceDaily
Do you remember the name of your second-grade teacher or what you ate for lunch today? Those memories may be separated by decades, but both are considered long-term memories.


						
More than half a century ago, neuroscientists discovered that damage to a brain region called the medial temporal lobe (MTL) caused a severe impairment to long-term declarative memory -- memories for explicit facts such as names and dates -- but left very short-term memory intact. Patients with damage to the MTL could keep up with and carry on a short conversation but, just a minute or two later, couldn't remember that the conversation even took place.

Surprisingly, though, those patients could learn new motor skills and retain them for days, months, or even longer, indicating that MTL damage had little effect on memories for motor skills.

So, what brain region is responsible for long-term motor skill memories, like riding a bike? Are there distinct regions where short- and long-term sensorimotor memories are formed? Researchers have been trying to answer these questions for years.

Now, researchers from the Harvard John A. Paulson School of Engineering and Applied Sciences (SEAS) have shown that, just like declarative memories, short-term and long-term memories for motor skills form in different regions of the brain, with the cerebellum being critical for the formation of long-term skill memories.

The research is published in the Proceedings of the National Academy of Sciences (PNAS).

"This work advances our understanding of the role of the cerebellum in sensorimotor learning and points towards the role of the cerebellum as a gateway to the formation of stable memories for sensorimotor skills, largely independent of the short-term memory systems," said Maurice Smith, Gordon McKay Professor of Bioengineering at SEAS and senior author of the study.




Researchers have long known that the cerebellum is critical for motor learning, but the role it plays in forming short- and longer-term skill memory was unclear. To understand the connection between the cerebellum and these memories, Smith and first author Alkis Hadjiosif, a postdoctoral fellow at SEAS and Massachusetts General Hospital, took inspiration from a seemingly messy set of previous results on motor learning in patients with cerebellar damage.

While these previous studies all found evidence for impaired sensorimotor learning in individuals with cerebellar damage, the size of this impairment varied widely among them.

"While this discrepancy might have been due to differences in the amount or precise location of the damage or to differences in the types of motor learning tasks employed, we had a different idea," said Smith.

Smith and Hadjiosif thought that subtle differences in the time between trials -- what they call the memory window -- might explain most of the observed discrepancies.

"This would be the case if long-term sensorimotor memory was specifically impaired by cerebellar damage because longer memory windows would increase reliance on the impaired long-term memory," said Hadjiosif.

The challenge was that these time intervals were seldom reported in published papers. Part researchers, part detectives, Smith and Hadjiosif tracked down the detailed raw data from two of these studies, from which they could determine the intertrial intervals for the entire trial sequences for all the individuals studied.




The researchers found that both studies had rather short intertrial intervals overall and reported only small impairments in learning for patients with severe cerebellar disease compared to healthy individuals. This meant that when participants were asked to perform the same task, say, five times, with only a few seconds between each repetition, the patients with cerebellar degeneration performed only slightly worse than healthy individuals.

But by diving deeper into the data, Smith and Hadjiosif found something interesting. Between trials, there was sometimes more time to allow the research team to reset or the participant to take a short break.

"When we examined these trial-to-trial differences, we found that the same patients who displayed near-normal performance on their short-interval practice trials were dramatically impaired on long-interval trials within the same session. And this was the case in the data from both studies," said Hadjiosif.

The team then looked at more than a dozen additional studies in which individuals with cerebellar degeneration performed motor tasks and found that the studies that used a larger number of movement directions in the task -- which would increase the time between same-direction trials that would share sensorimotor memory -- had dramatically increased memory impairment compared to those with fewer movement directions.

"These findings highlight how important time is to understanding memory degradation in patients with cerebellar degeneration and solve the mystery of the trial-to-trial and study-to-study variability in the effects of cerebellar damage on sensorimotor learning ability," said Smith. "Our research usually involves designing new experimental manipulations to acquire novel data sets that can provide insight into the mechanisms for learning and memory, but sometimes simply looking at old data through the right lens can be even more illuminating."

The research was co-authored by Tricia Gibo.
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Traces of ancient immigration patterns to Japan found in 2000-year-old genome | ScienceDaily
A joint research group led by Jonghyun Kim and Jun Ohashi of the University of Tokyo has demonstrated that the majority of immigration to the Japanese Archipelago in the Yayoi and Kofun periods (between 3000 BCE and 538 CE) came from the Korean Peninsula. The researchers analyzed the complete genome of a "Yayoi" individual and found that, among the non-Japanese populations, the results bore the most similarity to Korean populations. Although it is widely accepted that modern Japanese populations have a dual ancestry, the discovery provides insight into the details of immigration patterns to the archipelago that have eluded scientists thus far. The findings were published in the Journal of Human Genetics.


						
Today, Japan is an international hub for both business and pleasure. However, this was not always the case. The Japanese Archipelago was relatively isolated during the Jomon period until around 3000 BCE. Then, during the Yayoi and Kofun periods, immigration to the islands from continental Asia began.

"East Asian-related and Northeast Asian-related ancestries account for over 80% of nuclear genomes of the modern Japanese population," explains Ohashi, the principal investigator of the study. "However, how the Japanese population acquired these genetic ancestries -- that is, the origins of the immigration -- is not fully understood."

Various theories have been proposed to explain the genetic variety in the modern population. Currently, the two contenders are the two-way and three-way admixture models. According to the two-way model, the main source of immigration was the same during the Yayoi and Kofun periods, while the three-way model assumes two different sources. To investigate which model was the better fit, the researchers analyzed the complete nuclear genome of an individual from the Doigahama Site, the archeological site of a Yayoi period cemetery in Yamaguchi prefecture, Japan.

The researchers compared the genome of this Yayoi-period individual with the genome of ancient and modern populations in East Asia and Northeast Asia. The comparison showed close similarity to Kofun period individuals with distinct Jomon-related, East Asian-related, and Northeast Asian-related ancestries. However, a comparison with modern genomes also revealed that the Yayoi individual, except for modern Japanese populations, was the closest to modern Korean populations, which also have both East Asian-related and Northeast Asian-related ancestries.

"Our results suggest that between the Yayoi and Kofun periods, the majority of immigrants to the Japanese Archipelago originated primarily from the Korean Peninsula," says Ohashi. "The results also mean the three-way admixture model, which posits that a Northeast Asian group migrated to the Japanese Archipelago during the Yayoi period and an East Asian group during the Kofun period, is incorrect."

Despite the significance of these findings, Ohashi is already looking ahead.

"Since our study has identified the primary origins of the immigrants, our next goal is to examine the genomes of more Yayoi individuals to clarify why more than 80% of the genomic components of the modern Japanese population are derived from immigration and how the admixture between continental Asian and indigenous Jomon people progressed within the Japanese Archipelago."
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Smaller vial size for Alzheimer's drug could save Medicare hundreds of millions per year | ScienceDaily
Medicare could save up to 74% of the money lost from discarded Alzheimer's drug lecanemab by the simple introduction of a new vial size that would reduce the amount of unused medication that is thrown away, new research suggests.


						
The researchers on the study, to be published October 14 in the peer-reviewed JAMA Internal Medicine, estimate that Medicare could waste up to $336 million annually due to discarded medication. Administered dosages are based on each patient's body weight. But because the drug is currently available only in single-use 500 mg and 200 mg vials, substantial amounts of the expensive medication are discarded when the dose a patient is prescribed is lower than the amount contained in the vials.

Clinical trials have found that the drug, intended for people with mild cognitive impairment or mild dementia, has marginal net clinical benefit. Previous UCLA-led research has suggested that the cost of the drug, plus ancillary costs such as treatment for brain swelling linked to the medication, could cost Medicare $2 billion to $5 billion per year.

Healthcare costs continue to increase each year, placing significant strain on the Medicare budget, said lead author Frank Zhou, a fourth-year medical student at the David Geffen School of Medicine at UCLA.

"It is imperative to reduce spending on services that do not improve the health of patients, and this is a prime example of such, given that Medicare is paying for a drug only to literally throw part of it away," he said. "There are significant opportunities for savings even with this single drug, implying that even greater savings could be achieved if our proposed solutions were applied to other infused therapies."

Medicare spent $33 billion on Part B infusion drugs in 2021, said Dr. John Mafi, associate professor-in-residence of medicine in the division of general internal medicine and health services research at the David Geffen School of Medicine at UCLA.

"So there is substantial opportunity for cost savings by reducing waste from all infusion drugs said Mafi, the study's senior author.




Under the Infrastructure Investment and Jobs Act of 2021, manufacturers are required to reimburse Medicare for waste exceeding 10%, Zhou said. "However, we estimate lecanemab waste to be only 5.8%, rendering current policy ineffective, and sounding the bell that further policy changes are likely needed," he said.

Using the nationally representative 2020 Health and Retirement Study, the researchers analyzed data from participants aged 65 years and older, had Medicare Part B coverage, and were eligible for lecanemab. They calculated each person's required weight-based dose, subtracted that amount from each patient's dispensed dose to determine how much would be discarded, and then multiplied that amount by the number of doses per year to estimate the annual wasted amount.

For instance, a 65 kg patient would be prescribed a 650 mg dose. Given that this patient would be dispensed one 500 mg vial and a 200 mg vial, 50 mg would ultimately be tossed out.

Assuming conservative lecanemab uptake rates of 1.1-2.9% for an estimated 82,000 to 208,000 of eligible people, current vial sizes would lead to an estimated $133 million to $336 million worth of medication thrown away every year. This means that the discarded lecanemab from 16 patients could provide enough medication for an additional person. The researchers suggest that this waste could be reduced by 74% by adding a third, 75 mg vial without significantly harming quality of care or risking a drug price increase that exceeds inflation.

The cohort the researchers studied may not have identical weights to actual lecanemab users, expected uptake rates are not precise, manufacturing and regulatory costs of changing vial sizes were not incorporated into the findings, and the amount of waste may have been underestimated due to the algorithm used, all of which limit the findings, the researchers note.

Study co-authors are Chi-Hong Tseng, Mei Leng, Dr. Benjo Delarmente, Dr. Catherine Sarkisian, and Dr. John Mafi of UCLA, and Cheryl Damberg of RAND Corporation.

The study was funded by the National Institute on Aging (R01AG070017-01).
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Scientists bring socioeconomic status at the forefront of epidemic modelling | ScienceDaily
An international team of researchers have developed an innovative approach to epidemic modeling that could transform how scientists and policymakers predict the spread of infectious diseases. Led by Dr Nicola Perra, Reader in Applied Mathematics, the study published in Science Advances introduces a new framework that incorporates socioeconomic status (SES) factors -- such as income, education, and ethnicity -- into epidemic models.


						
"Epidemic models typically focus on age-stratified contact patterns, but that's only part of the picture," said Dr Perra. "Our new framework acknowledges that other factors -- like income and education -- play a significant role in how people interact and respond to public health measures. By including these SES variables, we're able to create more realistic models that better reflect real-world epidemic outcomes."

Dr Perra and his collaborators have addressed this critical oversight with a framework that uses "generalised contact matrices" to stratify contacts across multiple dimensions, including SES. This allows for a more detailed and realistic representation of how diseases propagate through different population groups, especially those facing socioeconomic disadvantage. The study demonstrates how failing to account for these variables can lead to large misrepresentations in epidemic predictions, undermining both public health strategies and policy decisions.

The team's approach draws on both formal mathematical derivations and empirical data. Their study establishes that ignoring SES dimensions can lead to underestimations of key parameters, such as the basic reproductive number (R?), which measures the average number of secondary infections caused by a single infected individual. Using synthetic data and real-world data from Hungary, collected during the COVID-19 pandemic, the researchers show how including SES indicators provides more accurate estimates of disease burden and reveals crucial disparities in outcomes across different socioeconomic groups.

"The COVID-19 pandemic was a stark reminder that the burden of infectious diseases is not borne equally across the population," said Dr Perra. "Socioeconomic factors played a decisive role in how different groups were affected, and yet most of the epidemic models we rely on today still fail to explicitly incorporate these critical dimensions. Our framework brings these variables to the forefront, allowing for more comprehensive and actionable insights."

The researchers demonstrated how their framework could quantify variations in adherence to non-pharmaceutical interventions (NPIs) such as social distancing and mask-wearing across different SES groups. They found that neglecting these factors in models not only misrepresents the spread of diseases but also obscures the effectiveness of public health measures. Their analysis of Hungarian data further highlighted how SES-driven heterogeneities in contact patterns can lead to substantial differences in disease outcomes between groups, underscoring the need for more targeted interventions.

"Our findings suggest that future contact surveys should expand beyond traditional variables like age and include more nuanced socioeconomic data," Dr Perra added. "The inclusion of these factors could dramatically improve the precision of epidemic models and, by extension, the effectiveness of health policies."

The study underscores an urgent need for more comprehensive epidemic modeling frameworks as societies continue to grapple with the lingering impacts of COVID-19 and prepare for future pandemics. By expanding beyond the conventional focus on age and context, this new approach opens the door to a more detailed understanding of disease transmission and offers a powerful tool for addressing health inequities.

This work was conducted in collaboration with Adriana Manna (Central European University), Dr Lorenzo D'Amico (ISI Foundation), Dr Michele Tizzoni (University of Trento), and Dr Marton Karsai (Central European University and Renyi Institute of Mathematics).
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UNH helps community document skeletal remains found on historic 'poor farm' | ScienceDaily
On a bright autumn afternoon, a plain wooden box crafted by a local cabinet shop containing skeletal remains was returned to its final resting place during a simple reburial ceremony in Brentwood. Researchers and students from the University of New Hampshire's Forensic Anthropology Identification and Recovery (F.A.I.R.) Lab worked for two years with town officials and the New Hampshire state archaeologist to investigate and document the remains, which were uncovered more than 20 years ago during construction and were identified as being from a farm for paupers during the mid-1800's, commonly known as a poor farm.


						
"We analyzed the skeletal remains to determine their age and condition and help solve the mystery of why they were buried in the remote area in an unmarked grave," said Alex Garcia-Putnam, co-director of UNH's F.A.I.R. Lab. "After several years of documenting the skeletal remains, we were honored to not only provide valuable information about their lives but to also have the rare opportunity to be present at the reburial -- to put these individuals at peace and offer all interested parties some sense of closure."

The remains of the farm workers were mistakenly uncovered during excavation on private property in 1999. The New Hampshire state archaeologist was called to the site and determined that the remains were historic due to their age and condition and they were transferred to the New Hampshire medical examiner's office for storage, where they remained for 23 years. In 2022, the remains were transferred to UNH where researchers went to work on skeletal analysis.

UNH's F.A.I.R. Lab works with law enforcement and the state's medical examiner's office to help identify remains. In this case, the work was more historical in nature and the team evaluated the bones to date them and determine the health of the individuals as well as sift through town records and maps to learn more about the historical significance of the area where the remains were found. According to their research, which is chronicled in a paper in the journal of American Antiquity, the remains showed signs of hardship, such as poverty and hard labor and left signs of several health issues like osteoarthritis, dental disease and other signs of physiological stress. The remains were originally found in a grave without any markers -- another indication of poverty -- on land that was thought to formerly be the Brentwood Poor Farm from 1841 to 1868.

Poor farms were institutions set up as a type of welfare in rural counties in the United States during the 19th and early 20th century to provide support for the poor and other groups of dependent residents. The farms were set up to offer room and board in exchange for labor but the treatment of residents was often exploitive and violent. It is said that poor farms were started to keep marginalized individuals -- including a mix of poverty, race, ethnicity and mental or physical illness -- out of view of the middle and upper classes.

The town of Brentwood worked closely with the current landowners to set up a reinterment

in the precise location of the original grave. The paupers at the farm were most likely buried in hasty unmarked graves and their final resting place was forgotten over time as the poor farm model for social welfare was dissolved in the 1930s and 1940s and the land passed into private ownership.

"All individuals deserve a respectful final burial and we hope that this event shows that Brentwood cares about its residents," said Joyce Keegal, superintendent of cemeteries in Brentwood. "We are so thankful for the work done by UNH to not only help shed light on the lives of these individuals but to also help us advocate for them."

"This has been an amazing community collaboration by the town of Brentwood, the state, the homeowners and UNH to not only provide answers and connect the threads but also bring closure and meaningful resolutions for all involved," said Amy Michael, co-director of UNH's F.A.I.R. lab. "We work on all kinds of investigations -- criminal to cold cases -- and it is so fulfilling to move someone from a shelf in a medical examiner's office humanizing them by giving them a dignified burial. Today was a good day."

The burial site is on private property in an undisclosed area. Plans are in place by Brentwood town officials and historical society for a future exhibit about the Brentwood Poor Farm.
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Students who feel more university connection may be more likely to binge drink, study finds | ScienceDaily
Students who feel a sense of belonging at their university are more likely to binge drink than those who do not feel the same connection, according to a new study by researchers at Penn State, the University of California, Santa Cruz and University of Oregon.


						
In the study, published in the Journal of Studies on Alcohol and Drugs, scientists -- including researchers in the Penn State College of Health and Human Development -- found that college students with "good" mental health who felt connected to their university were more likely to binge drink than those who did not feel as connected to their university.

Stephane Lanza, professor of biobehavioral health and Edna P. Bennett Faculty Fellow in Prevention Research, studied the topic with Danny Rahal and Kristin Perry when both were postdoctoral trainees in the Penn State Prevention and Methodology Training Program. The researchers examined the ways that both positive and negative aspects of mental health can contribute to the risk of binge drinking, cannabis use and nicotine use.

"In 2021, students at many universities were returning to campus after the COVID-19 shutdown -- and some students were attending in-person college classes for the first time," said Rahal, lead author of this research and assistant professor of psychology at University of California Santa Cruz. "Data from that time indicated that many students felt disconnected from their school. Universities wanted to foster a sense of connectedness among their students for many good reasons, but we wanted to know if there was something positive -- specifically a sense of belonging -- that is related to substance use. Our study showed that feeling connected to one's university is associated with higher rates of substance use."

The researchers examined data from 4,018 university students collected during the 2022-23 school year. Participants answered questions about substance use, their sense of belonging at their school and their mental health -- specifically about anxiety, depressive symptoms, perceived stress, flourishing in life and confidence in their academic success.

A statistical modeling technique called latent profile analysis allowed the researchers to simultaneously account for all these measures by combining them to identify five profiles of student mental health. In this study, a student was considered to have good mental health if they had lower levels of stress, depressive symptoms and anxiety, as well as higher flourishing and academic confidence than their peers.

The researchers found that students with average or good mental health were more likely to have engaged in binge drinking in the past month if they felt connected to their university than if they did not feel that connection.




The researchers said this does not mean that connectedness is bad for students to experience; rather, the results are nuanced.

"We want to cultivate connectedness among students," said Perry, assistant professor of family and human services at University of Oregon. "Connectedness gets them involved. It can be a really powerful protective factor against negative mental health outcomes and can help keep students in school. But connectedness at school can go hand in hand with binge drinking if there is a culture of drinking at the school."

Though the researchers said they expected these results about drinking, they were surprised to learn that students with poor mental health who felt connected to their university were more likely to use non-vaped tobacco products than students with poor mental health who did not feel connected to their university. The results around cannabis were less conclusive, but the researchers said the trend was clear.

"Generally, students who felt connected to their university were more likely to use substances than disconnected students with the same level of mental health," Rahal said.

While a sense of belonging was related to substance use, it could also be part of the solution, according to the researchers.

"Cultivating belonging for all students is an important way that universities can embrace diversity and help all students thrive," Lanza said.




Though drinking is common on university campuses, many students believe that it is far more common than it is, the researchers explained. In this dataset, slightly fewer than one-third of students reported binge drinking in the last month. Despite the fact that two-thirds of students had not engaged in binge drinking, the researchers also found that students believed a typical student consumed three to five drinks multiple times each week. The researchers said this disconnect between perception and reality points to an opportunity to change the culture -- by creating ample opportunities for all students to socially engage and participate in alcohol-free environments -- so that alcohol feels less central to student life.

Minoritized college students, in particular, often face messages that make them feel unwelcome based on their race, gender, socioeconomic status or other factors, according to the researchers.

"We cannot expect students to stay enrolled unless they are engaged with the campus community," Lanza continued. "If universities lose students from a specific group, the campus becomes less diverse, and the entire university community becomes less rich. Additionally, when members of those groups leave school, they miss educational opportunities and the earning potential that comes with a college degree. By providing all students with diverse opportunities to build a real sense of belonging at their universities, we can improve campus life while putting people on the path to a healthier life."

The National Institute on Drug Abuse and Penn State funded this research.
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Loss of lake ice has wide-ranging environmental and societal consequences | ScienceDaily
The world's freshwater lakes are freezing over for shorter periods of time due to climate change. This shift has major implications for human safety, as well as water quality, biodiversity, and global nutrient cycles, according to a new review from an international team of researchers led by Carnegie Science's Stephanie Hampton.


						
Undertaken by scientists based in the United States, Canada, and Sweden, this analysis represents a major call-to-action for wintertime freshwater ecology research. It is published in Science.

The world has millions of freshwater lakes, most of which freeze during the winter. The team's rigorous review indicates a massive shift in lake ice duration over the past 25 years, with melting starting at least a month earlier than in previous centuries.

"The average duration of iced-over conditions has decreased by 31 days over the last 165 years and thousands of lakes that historically froze over every winter now experience ice-free years," Hampton explains. "This has major implications for communities around the world that depend on these lakes for drinking water, recreation, fishing, and ice-road transportation, as well as for spiritual and cultural identity."

The Deputy Director for Carnegie Science's Biosphere Sciences and Engineering division, Hampton is a freshwater ecologist with 18 years of experience studying microscopic plankton in Lake Baikal in Siberia. For the past decade, she has been broadening the scope of her work to address global trends in lake ice in a warming world.

The team's analysis breaks down the ecological harm caused by ice loss ranging from the health of individual lakes to the delicate balance of dynamic cycles that comprise the Earth System.

The researchers make the case that studying lakes during wintertime -- traditionally avoided due to logistical challenges and safety concerns -- must be undertaken by ecologists around the world in order to truly understand the wide-ranging risks posed by ice loss. Their paper identifies several key areas for additional study that have major implications for human and environmental health.




Crucially, shorter ice duration and warmer temperatures affect biogeochemistry and microbial metabolism in lakes and put them at greater risk for water quality impairments, according to Hampton and her collaborators. For example, toxic blooms of cyanobacteria can form in warmer water, putting both fish and humans at risk. Further complicating the situation, the low-oxygen conditions caused by these blooms can release metals that are sequestered in lakebed sediment, posing additional water quality concerns.

Changes in ice duration also have implications for the biodiversity of lake ecosystems, the researchers indicate. For example, temperature changes can allow invasive species that are adapted to warmer water to thrive while cold-water fish and other organisms are negatively affected.

The researchers point out the importance of further research on how loss of lake ice is affecting the global carbon cycle. Evidence indicates that ice cover enables lakes to sequester carbon from the atmosphere and warming water releases more methane, nitrous oxide, and other greenhouse gases.

Furthermore, ice loss both results in increased evaporation of lake water -- which over time could decrease the surrounding community's access to freshwater -- and potentially exposes those living nearby to more intense snowfall events and greater erosion. Additional research is needed to understand the many ways that lakes contribute to the water cycle in a warming world.

"It is abundantly clear that many lakes are freezing later, melting earlier, or both," Hampton asserts. "Over a billion people live near lakes that freeze, and these changes are now affecting people's uses of lakes. By analyzing what we know about how these changes are affecting lake ecosystems and human communities, we have identified key topics that must be studied in greater detail. It is only by understanding the breadth and complexity of these risks that we can develop strategies for mitigating them."

Although scientists like Hampton have been studying the ecology of Northern Hemisphere and high-elevation lakes for decades, wintertime lake research is an emerging field. Hampton and other colleagues are at the forefront of advancing safe research protocols in iced-over conditions. Earlier this year, she and her collaborators hosted "winter school" at Wisconsin's Trout Lake, where early career researchers were trained in how to safely take samples from iced-over bodies of water.

"Looking ahead, we need to invest in a deeper understanding of the crucial roles that lake ice plays in the health of our planet and in the communities that depend on these bodies of water," Hampton concludes.

The Science paper's co-authors include Carnegie Science's Ryan McClure, along with Stephen Powers of Baylor University, Hilary Dugan of the University of Wisconsin, Lesley Knoll of Miami University of Ohio, Bailey McMeans of the University of Toronto, Michael Meyer of the U.S. Geological Survey, Catherine O'Reilly of Illinois State University, Ted Ozersky of the University of Minnesota, Sapna Sharma of York University, David Barrett of the University of Calgary, Sudeep Chandra of the University of Nevada, Joachim Jansen and Gesa Weyhenmeyer of Uppsala University, Milla Rautio of the Universite du Quebec, and, Xiao Yang of Southern Methodist University.
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      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Out-of-this-world simulation key to collecting moon dust
        Teleoperated robots for gathering moon dust are a step closer, according to new research.

      

      
        Echoes from the past: A geological mystery unravelled on Easter Island
        A mysterious find on Easter Island, investigated by a team of geologists, suggests that the Earth's mantle seems to behave differently than once thought.

      

      
        Researchers develop Janus-like metasurface technology that acts according to the direction of light
        Researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

      

      
        Are nearby planets sending radio signals to each other?
        Researchers have developed a new method using the Allen Telescope Array to search for interplanetary radio communication in the TRAPPIST-1 star system.

      

      
        Human skin map gives 'recipe' to build skin and could help prevent scarring
        Prenatal human skin atlas and organoid will accelerate research into congenital diseases and lead to clinical applications for regenerative medicine.

      

      
        New app performs real-time, full-body motion capture with a smartphone
        Engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors. Instead, it requires only a smartphone, smartwatch or earbuds.

      

      
        Seven new frog species discovered in Madagascar: Sounds like something from Star Trek
        Researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.

      

      
        Researchers develop system cat's eye-inspired vision for autonomous robotics
        Researchers have unveiled a vision system inspired by feline eyes to enhance object detection in various lighting conditions. Featuring a unique shape and reflective surface, the system reduces glare in bright environments and boosts sensitivity in low-light scenarios. By filtering unnecessary details, this technology significantly improves the performance of single-lens cameras, representing a notable advancement in robotic vision capabilities.

      

      
        Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds
        A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.

      

      
        Male mice use female mice to distract aggressors and avoid conflict
        Researchers tracked the behavior of mice using machine learning to understand how they handle aggressive behavior from other mice. The researchers' findings show that male mice deescalate aggressive encounters by running over to a female mouse to distract the aggressive male mouse.

      

      
        New 3D printing technique creates unique objects quickly and with less waste
        A new technique enables makers to finely tune the color, shade, and texture of 3D-printed objects using only one material. The method is faster and uses less material than other approaches.

      

      
        Simulated mission to Mars: Survey of lichen species
        A collection-based survey of lichen species at the Mars Desert Research Station in Utah, USA and Flashline Mars Arctic Research Station in Nunavut, Canada was conducted as part of the Mars-160 mission, a simulation of Martian surface exploration. The survey identified 48 lichen taxa, with 35 species from the Utah site and 13 species from the Canadian site.

      

      
        'Inside-out' galaxy growth observed in the early universe
        Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.

      

      
        Researchers find clues to the mysterious heating of the sun's atmosphere
        Researchers have made a significant advancement in understanding the underlying heating mechanism of the sun's atmosphere, finding that reflected plasma waves could drive the heating of coronal holes.

      

      
        Genomic study identifies human, animal hair in 'man-eater' lions' teeth
        Scientists analyzed hairs extracted from the broken teeth of two 19th century 'man-eater' lions. Their analysis revealed DNA from giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, along with hairs that originated from the lions.

      

      
        'Islands' of regularity discovered in the famously chaotic three-body problem
        When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.
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Out-of-this-world simulation key to collecting moon dust | ScienceDaily
Teleoperated robots for gathering moon dust are a step closer, according to new research by scientists at the University of Bristol.


						
The team were able to complete a sample collection task by controlling a virtual simulation, which then sent commands to a physical robot to mirror the simulation's actions. They were able to do so while only monitoring the simulation -- without needing physical camera streams -- meaning this tool could be particularly useful for delayed teleoperation on the Moon.

Alongside a boom in lunar lander missions this decade, several public and private organisations are now researching how best to extract valuable resources, such as oxygen and water, from readily available materials such as lunar regolith (moon dust). Remote handling of regolith will be an essential step in these activities, as it would first need to be collected from the Moon's surface. Beyond this, moon dust is not easy to work with. It's sticky and abrasive, and will be handled under reduced gravity.

Lead author Joe Louca from the Bristol's School of Engineering Mathematics and Technology, and the Bristol Robotics Laboratory, explained: "One option could be to have astronauts use this simulation to prepare for upcoming lunar exploration missions.

"We can adjust how strong gravity is in this model, and provide haptic feedback, so we could give astronauts a sense of how Moon dust would feel and behave in lunar conditions -- which has a sixth of the gravitational pull of the Earth's.

"This simulation could also help us to operate lunar robots remotely from Earth, avoiding the problem of signal delays."

Using a virtual model of regolith can also reduce the barriers to entry for people looking to develop lunar robots. Instead of needing to invest in expensive simulants (artificial dust with the same properties as regolith), or have access to facilities, people developing lunar robots could use this simulation to carry out initial tests on their systems.




Now, the team will investigate how people actually respond to this system when controlling a robot with several seconds of delay. Systems with human operators that are technically effective may still have to overcome non-technical barriers, like whether a person trusts that the system will work.

Joe added: "The model predicted the outcome of a regolith simulant scooping task with sufficient accuracy to be considered effective and trustworthy 100% and 92.5% of the time.

"In the next decade we're going to see several crewed and uncrewed missions to the Moon, such as NASA's Artemis program and China's Chang'e program.

"This simulation could be a valuable tool to support preparation or operation for these missions."

The testing was carried out at the European Space Agency's European Centre for Space Applications and Telecommunications site in Harwell.

Paper: 'Demonstrating Trustworthiness in Open-Loop Model Mediated Teleoperation for Collecting Lunar Regolith Simulant' by Joe Louca, Aliz Zemeny, Antonia Tzemanaki and Romain Charles presented at the IROS 2024 (IEEE/RSJ International Conference on Intelligent Robots and Systems)
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Echoes from the past: A geological mystery unravelled on Easter Island | ScienceDaily
Geography textbooks describe the Earth's mantle beneath its plates as a well-mixed viscous rock that moves along with those plates like a conveyor belt. But that idea, first set out some 100 years ago, is surprisingly difficult to prove. A mysterious find on Easter Island, investigated by Cuban, Colombian and Utrecht geologists among others, suggests that the Earth's mantle seems to behave quite differently.


						
Easter Island consists of several extinct volcanoes. The oldest lava deposits formed some 2.5 million years ago on top of an oceanic plate not much older than the volcanoes themselves. In 2019, a team of Cuban and Colombian geologists left for Easter Island to accurately date the volcanic island. To do so, they resorted to a tried-and-tested recipe: dating zircon minerals. When magma cools, these minerals crystallise. They contain a bit of uranium, which 'turns' into lead through radioactive decay.

Because we know how fast that process happens, we can measure how long ago those minerals formed. The team from Colombia's Universidad de Los Andes, led by Cuban geologist Yamirka Rojas-Agramonte, therefore went in search of those minerals. Rojas-Agramonte, now at the Christian Albrechts-University Kiel, found hundreds of them. But surprisingly, not only from 2.5 million years old, but also from much further back in time, up to 165 million years ago. How could that be?

Earth's mantle

Chemical analysis of the zircons showed that their composition was more or less the same in all cases. So, they all had to have come from magma of the same composition as that of today's volcanoes. Yet those volcanoes cannot have been active for 165 million years, because the plate below them is not even that old. The only explanation then is that the ancient minerals originated at the source of volcanism, in the Earth's mantle beneath the plate, long before the formation of today's volcanoes. But that presented the team with yet another conundrum.

Hotspot volcanoes and their origins

Volcanoes like those on Easter Island are so-called 'hotspot volcanoes'. These are common in the Pacific Ocean; Hawai'i is a famous example. They form from large blobs of rock that slowly rise from the deep Earth's mantle -- so-called mantle plumes. When they get close to the base of the Earth's plates, the rocks of the plume as well as from the surrounding mantle melt and form volcanoes. Scientists have known since the 1960s that mantle plumes stay in place for a very long time while the Earth's plates move over them. Every time the plate shifts a bit, the mantle plume produces a new volcano. This explains the rows of extinct underwater volcanoes in the Pacific Ocean, with one or a few active ones at the end. Had the team found evidence that the mantle plume under Easter Island has been active for 165 million years?




Subduction zones

To answer that question, Rojas-Agramonte needed evidence from the geology of the 'Ring of Fire', an area around the ocean with many earthquakes and volcanism, where oceanic plates dip ('subduct') into the Earth's mantle. So she contacted Utrecht geologist Douwe van Hinsbergen. "The difficulty is that the plates from 165 million years ago have long since disappeared in those subduction zones," says Van Hinsbergen, who had reconstructed the vanished pieces in detail. When he added a large volcanic plateau to those reconstructions at the site of present-day Easter Island 165 million years ago, it turned out that that plateau must have disappeared under the Antarctic Peninsula some 110 million years ago. "And that just so happened to coincide with a poorly understood phase of mountain building and crust deformation in that exact spot. That mountain range, whose traces are still clearly visible, could well be the effect of subduction of a volcanic plateau that formed 165 million years ago." His reconstruction therefore showed that the Easter Island mantle plume could very well have been active for that long. This would solve the geological mystery of Easter Island: the ancient zircon minerals would be remnants of earlier magmas that were brought to the surface from deep inside the earth, along with younger magmas in volcanic eruptions.

Inconsistencies

But then another problem presents itself. The classical 'conveyor belt theory' was already difficult to reconcile with the observation that mantle plumes stay in place while everything around them continues to move. Van Hinsbergen: "People explained this by saying that plumes rise so fast that they are not affected by a mantle that was moving with the plates. And that new plume material is constantly being supplied under the plate to form new volcanoes." But in that case, old bits of the plume, with the old zircons, should have been carried off by those mantle currents, away from the location of Easter Island, and could not now be there at the surface. "From that, we draw the conclusion that those ancient minerals could have been preserved only if the mantle surrounding the plume is basically as stationary as the plume itself." The discovery of the ancient minerals on Easter Island therefore suggests that the Earth's mantle behaves fundamentally differently and moves much slower than has always been assumed; a possibility that both Rojas-Agramonte and Van Hinsbergen and their teams raised a few years ago in studies on the Galapagos Islands and New Guinea, and for which Easter Island now provides new clues.
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Researchers develop Janus-like metasurface technology that acts according to the direction of light | ScienceDaily
Metasurface technology is an advanced optical technology that is thinner, lighter, and capable of precisely controlling light through nanometer-sized artificial structures compared to conventional technologies. KAIST researchers have overcome the limitations of existing metasurface technologies and successfully designed a Janus metasurface capable of perfectly controlling asymmetric light transmission. By applying this technology, they also proposed an innovative method to significantly enhance security by only decoding information under specific conditions.


						
KAIST (represented by President Kwang Hyung Lee) announced on the 15th of October that a research team led by Professor Jonghwa Shin from the Department of Materials Science and Engineering had developed a Janus metasurface capable of perfectly controlling asymmetric light transmission.

Asymmetric properties, which react differently depending on the direction, play a crucial role in various fields of science and engineering. The Janus metasurface developed by the research team implements an optical system capable of performing different functions in both directions.

Like the Roman god Janus with two faces, this metasurface shows entirely different optical responses depending on the direction of incoming light, effectively operating two independent optical systems with a single device (for example, a metasurface that acts as a magnifying lens in one direction and as a polarized camera in the other). In other words, by using this technology, it's possible to operate two different optical systems (e.g., a lens and a hologram) depending on the direction of the light.

This achievement addresses a challenge that existing metasurface technologies had not resolved. Conventional metasurface technology had limitations in selectively controlling the three properties of light -- intensity, phase, and polarization -- based on the direction of incidence.

The research team proposed a solution based on mathematical and physical principles, and succeeded in experimentally implementing different vector holograms in both directions. Through this achievement, they showcased a complete asymmetric light transmission control technology.

Additionally, the research team developed a new optical encryption technology based on this metasurface technology. By using the Janus metasurface, they implemented a vector hologram that generates different images depending on the direction and polarization state of incoming light, showcasing an optical encryption system that significantly enhances security by allowing information to be decoded only under specific conditions.




This technology is expected to serve as a next-generation security solution, applicable in various fields such as quantum communication and secure data transmission.

Furthermore, the ultra-thin structure of the metasurface is expected to significantly reduce the volume and weight of traditional optical devices, contributing greatly to the miniaturization and lightweight design of next-generation devices.

Professor Jonghwa Shin from the Department of Materials Science and Engineering at KAIST stated, "This research has enabled the complete asymmetric transmission control of light's intensity, phase, and polarization, which has been a long-standing challenge in optics. It has opened up the possibility of developing various applied optical devices." He added, "We plan to continue developing optical devices that can be applied to various fields such as augmented reality (AR), holographic displays, and LiDAR systems for autonomous vehicles, utilizing the full potential of metasurface technology."

This research, in which Hyeonhee Kim (a doctoral student in the Department of Materials Science and Engineering at KAIST) and Joonkyo Jung participated as co-first authors, was published online in the international journal Advanced Materials and is scheduled to be published in the October 31 issue. (Title of the paper: "Bidirectional Vectorial Holography Using Bi-Layer Metasurfaces and Its Application to Optical Encryption")

The research was supported by the Nano Materials Technology Development Program and the Mid-Career Researcher Program of the National Research Foundation of Korea.
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Are nearby planets sending radio signals to each other? | ScienceDaily
A new technique allows astronomers to home in on planets beyond our solar system that are in line with each other and with Earth to search for radio signals similar, for example, to ones used to communicate with the rovers on Mars. Penn State astronomers and scientists at the SETI Institute spent 28 hours scanning the TRAPPIST-1 star system for these signs of alien technology with the Allen Telescope Array (ATA). This project marks the longest single-target search for radio signals from TRAPPIST-1. Although the team didn't find any evidence of extraterrestrial technology, their work introduced a new way to search for signals in the future.


						
A paper describing the research was accepted for publication in the Astronomical Journal and is available online as a preprint.

"This research shows that we are getting closer to technology and methods that could detect radio signals similar to the ones we send into space," said Nick Tusay, a graduate student research fellow at Penn State and first author of the paper. "Most searches assume a powerful signal, like a beacon intended to reach distant planets, because our receivers have a sensitivity limit to a minimum transmitter power beyond anything we unintentionally send out. But, with better equipment, like the upcoming Square Kilometer Array, we might soon be able to detect signals from an alien civilization communicating with its spacecraft."

The project focused on a phenomenon called planet-planet occultations (PPOs). PPOs happen when one planet moves in front of another from Earth's perspective. If intelligent life exists in that star system, radio signals sent between planets could leak and be detected from Earth.

Using the upgraded ATA -- a series of radio antennae dedicated to the search for extraterrestrial technology located at the Hat Creek Observatory in the Cascade Mountains about 300 miles north of San Francisco -- the team scanned a wide range of frequencies, looking for narrowband signals, which are considered possible signs of alien technology. The team filtered millions of potential signals, narrowing down to about 11,000 candidates for detailed analysis. The team detected 2,264 of these signals during predicted PPO windows. However, none of the signals were of non-human origin.

The ATA's new capabilities, which include advanced software to filter signals, helped the team separate possible alien signals from Earth-based ones. The researchers said they believe that refining these methods and focusing on events like PPOs could help increase the chances of detecting alien signals in the future.

"This project included work by undergraduate students in the 2023 SETI Institute Research Experience for Undergraduates program," said Sofia Sheikh, a SETI researcher at the SETI Institute who earned her doctoral degree at Penn State. "The students looked for signals from human-made orbiters around Mars to check if the system could detect signals correctly. It was an exciting way to involve students in cutting-edge SETI research."

The TRAPPIST-1 system is a small, cool star about 41 light years from Earth. It has seven rocky planets, some of which are in the habitable zone, where conditions might allow liquid water to exist -- an essential ingredient for life as we know it. This makes TRAPPIST-1 a prime target searching for life beyond Earth.




"The TRAPPIST-1 system is relatively close to Earth, and we have detailed information about the orbit of its planets, making it an excellent natural laboratory to test these techniques," Tusay said. "The methods and algorithms that we developed for this project can eventually be applied to other star systems and increase our chances of finding regular communications among planets beyond our solar system, if they exist."

The team did not find any alien signals this time, but they will continue improving their search techniques and exploring other star systems. Future searches with bigger and more powerful telescopes could help scientists detect even fainter signals and expand our understanding of the universe, the team said.

In addition to Tusay and Sheikh, the research team includes Jason T. Wright at Penn State; Evan L. Sneed at the University of California, Riverside; Wael Farah, Andrew Siemion and David R. DeBoer at the University of California, Berkeley; and Alexander W. Pollak and Luigi F. Cruz at the SETI Institute. This research was primarily funded through grants from the U.S. National Science Foundation with additional support from the Penn State Extraterrestrial Intelligence Center and the Penn State Center for Exoplanets and Habitable Worlds, which are supported by the Penn State and the Penn State Eberly College of Science.
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Human skin map gives 'recipe' to build skin and could help prevent scarring | ScienceDaily
For the first time, researchers have created a single cell atlas of prenatal human skin to understand how skin forms, and what goes wrong in disease.


						
Researchers from the Wellcome Sanger Institute, Newcastle University and their collaborators used single cell sequencing and other genomics techniques to create the atlas and uncover how human skin, including hair follicles, is formed. These insights could be used to create new hair follicles in regenerative medicine and skin transplants for burn victims.

In the study, published today (16 October) in Nature, the team also created a 'mini organ' of skin in a dish with the ability to grow hair. Using the organoid, they showed how immune cells play an important role in scarless skin repair, which could lead to clinical applications to prevent scarring after surgery, or scarless healing after wounding.

As part of the Human Cell Atlas1, which is mapping all cell types in the human body to transform understanding of health and disease, the researchers provide a molecular 'recipe' to build skin and a new organoid model to study congenital skin diseases.

Skin is the largest organ of the human body, measuring on average two square metres. It provides a protective barrier, regulates our body temperature and can regenerate itself. Skin develops in the sterile environment of the womb, with all hair follicles formed before birth -- there is follicle cycling after birth, but no new follicles are made. Before birth, skin has the unique ability to heal without scarring.

It has been very difficult to study how the human skin develops, as animal models have key differences. As part of the Human Cell Atlas, a team of researchers is focused on studying how human skin is built. Understanding how skin develops, where cells are in space and time, and the role of genetics will help reveal how specific mutations cause congenital skin disorders, such as blistering disorders and scaly skin.

In this new study, researchers at the Wellcome Sanger Institute, Newcastle University and their collaborators created the first single cell and spatial atlas of human prenatal skin.




The team used samples of prenatal skin tissue2, which they broke down to look at individual cells in suspension, as well as cells in place within the tissue. Scientists used cutting-edge single-cell sequencing and spatial transcriptomics3 to analyse individual cells in space and time, and the cellular changes that regulate skin and hair follicle development. They described the steps that outline how human hair follicles are formed and identified differences from mouse hair follicles.

Using adult stem cells4, the researchers also created a 'mini organ' of skin in a dish, known as an organoid, with the ability to grow hair. They compared the molecular characteristics of skin organoids with prenatal skin and found the skin organoid model more closely resembled prenatal skin than adult skin.

The team found that blood vessels did not form in the skin organoid as well as prenatal skin. By adding immune cells known as macrophages to the organoid, they discovered the macrophages promoted the formation of blood vessels, and the team undertook 3D imaging to assess blood vessel formation within the tissue.

It's known that these immune cells protect the skin from infection. However, this is the first time that macrophages have been shown to play a key role in the formation of human skin during early development by supporting the growth of blood vessels. This offers an option to improve vascularisation of other tissue organoids.

The team also analysed differences in cell types between prenatal skin and adult skin. They show how macrophages play an important role in scarless skin repair in prenatal skin, which could lead to clinical applications to avoid scarring after surgery or wounding.

As a result of this study, the team provides a molecular 'recipe' for how human skin is built and how hair follicles form. These insights could be used in the creation of new hair follicles for regenerative medicine, such as for skin transplants for burn victims, or those with scarring alopecia.




The prenatal human skin atlas will also be used to identify in which cells the genes are active, or expressed, that are known to cause congenital hair and skin disorders, such as blistering disorders and scaly skin. The researchers found that genes involved in these disorders are expressed in prenatal skin, meaning they originate in utero. The skin organoids created in this study offer a new, accurate model for studying these diseases.

Dr Elena Winheim, co-first author from the Wellcome Sanger Institute, said: "With our prenatal human skin atlas, we've provided the first molecular 'recipe' for making human skin and uncovered how human hair follicles are formed before birth. These insights have amazing clinical potential and could be used in regenerative medicine, when offering skin and hair transplants, such as for burn victims or those with scarring alopecia."

Dr Hudaa Gopee, co-first author from Newcastle University, said: "We're excited to have made a skin organoid model that grows hair. In this process, we uncovered a new, important role of immune cells in promoting the growth of blood vessels in developing skin tissue, which could help improve other organoid models. These immune cells, called macrophages, also appear to play a key part in scarless skin repair in prenatal skin. Our findings could inform clinical advances to avoid scarring after surgery."

Professor Muzlifah Haniffa, co-lead author and Interim Head of Cellular Genetics at the Wellcome Sanger Institute, said: "Our prenatal human skin atlas and organoid model provide the research community with freely available tools to study congenital skin diseases and explore regenerative medicine possibilities. We are making exciting strides towards creating the Human Cell Atlas, understanding the biological steps of how humans are built, and investigating what goes wrong in disease."
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New app performs real-time, full-body motion capture with a smartphone | ScienceDaily
Northwestern University engineers have developed a new system for full-body motion capture -- and it doesn't require specialized rooms, expensive equipment, bulky cameras or an array of sensors.


						
Instead, it requires a simple mobile device.

Called MobilePoser, the new system leverages sensors already embedded within consumer mobile devices, including smartphones, smart watches and wireless earbuds. Using a combination of sensor data, machine learning and physics, MobilePoser accurately tracks a person's full-body pose and global translation in space in real time.

"Running in real time on mobile devices, MobilePoser achieves state-of-the-art accuracy through advanced machine learning and physics-based optimization, unlocking new possibilities in gaming, fitness and indoor navigation without needing specialized equipment," said Northwestern's Karan Ahuja, who led the study. "This technology marks a significant leap toward mobile motion capture, making immersive experiences more accessible and opening doors for innovative applications across various industries."

Ahuja's team will unveil MobilePoser on Oct. 15, at the 2024 ACM Symposium on User Interface Software and Technology in Pittsburgh. "MobilePoser: Real-time full-body pose estimation and 3D human translation from IMUs in mobile consumer devices" will take place as a part of a session on "Poses as Input."

An expert in human-computer interaction, Ahuja is the Lisa Wissner-Slivka and Benjamin Slivka Assistant Professor of Computer Science at Northwestern's McCormick School of Engineering, where he directs the Sensing, Perception, Interactive Computing and Experience (SPICE) Lab.

Limitations of current systems

Most movie buffs are familiar with motion-capture techniques, which are often revealed in behind-the-scenes footage. To create CGI characters -- like Gollum in "Lord of the Rings" or the Na'vi in "Avatar" -- actors wear form-fitting suits covered in sensors, as they prowl around specialized rooms. A computer captures the sensor data and then displays the actor's movements and subtle expressions.




"This is the gold standard of motion capture, but it costs upward of $100,000 to run that setup," Ahuja said. "We wanted to develop an accessible, democratized version that basically anyone can use with equipment they already have."

Other motion-sensing systems, like Microsoft Kinect, for example, rely on stationary cameras that view body movements. If a person is within the camera's field of view, these systems work well. But they are impractical for mobile or on-the-go applications.

Predicting poses

To overcome these limitations, Ahuja's team turned to inertial measurement units (IMUs), a system that uses a combination of sensors -- accelerometers, gyroscopes and magnetometers -- to measure a body's movement and orientation. These sensors already reside within smartphones and other devices, but the fidelity is too low for accurate motion-capture applications. To enhance their performance, Ahuja's team added a custom-built, multi-stage artificial intelligence (AI) algorithm, which they trained using a publicly available, large dataset of synthesized IMU measurements generated from high-quality motion capture data.

With the sensor data, MobilePoser gains information about acceleration and body orientation. Then, it feeds this data through AI algorithm, which estimates joint positions and joint rotations, walking speed and direction, and contact between the user's feet and the ground.

Finally, MobilePoser uses a physics-based optimizer to refine the predicted movements to ensure they match real-life body movements. In real life, for example, joints cannot bend backward, and a head cannot rotate 360 degrees. The physics optimizer ensures that captured motions also cannot move in physically impossible ways.




The resulting system has a tracking error of just 8 to 10 centimeters. For comparison, the Microsoft Kinect has a tracking error of 4 to 5 centimeters, assuming the user stays within the camera's field of view. With MobilePoser, the user has freedom to roam.

"The accuracy is better when a person is wearing more than one device, such as a smartwatch on their wrist plus a smartphone in their pocket," Ahuja said. "But a key part of the system is that it's adaptive. Even if you don't have your watch one day and only have your phone, it can adapt to figure out your full-body pose."

Potential use cases

While MobilePoser could give gamers more immersive experiences, the new app also presents new possibilities for health and fitness. It goes beyond simply counting steps to enable the user to view their full-body posture, so they can ensure their form is correct when exercising. The new app also could help physicians analyze patients' mobility, activity level and gait. Ahuja also imagines the technology could be used for indoor navigation -- a current weakness for GPS, which only works outdoors.

"Right now, physicians track patient mobility with a step counter," Ahuja said. "That's kind of sad, right? Our phones can calculate the temperature in Rome. They know more about the outside world than about our own bodies. We would like phones to become more than just intelligent step counters. A phone should be able to detect different activities, determine your poses and be a more proactive assistant."

To encourage other researchers to build upon this work, Ahuja's team has released its pre-trained models, data pre-processing scripts and model training code as open-source software. Ahuja also says the app will soon be available for iPhone, AirPods and Apple Watch.
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Seven new frog species discovered in Madagascar: Sounds like something from Star Trek | ScienceDaily
An international team of researchers have discovered seven new species of tree frogs that make otherworldly calls in the rainforests of Madagascar. Their strange, high-pitched whistling calls sound more like sound effects from the sci-fi series Star Trek. As a result, the researchers have named the new species after seven of the series' most iconic captains.


						
If you think all frogs croak, you'd be wrong. Seven newly discovered species from the tree frog genus Boophis, found across the rainforests of Madagascar, emit special bird-like whistling sounds in their communication with other frogs.

These whistling sounds reminded the research team, led by Professor Miguel Vences of the Technische Universitat Braunschweig, Germany, of Star Trek, where similar whistle-like sound effects are frequently used.

"That's why we named the frogs after Kirk, Picard, Sisko, Janeway, Archer, Burnham, and Pike -- seven of the most iconic captains from the sci-fi series," says Professor Vences.

"Not only do these frogs sound like sound-effects from Star Trek, but it seems also fitting that to find them, you often have to do quite a bit of trekking! A few species are found in places accessible to tourists, but to find several of these species, we had to undertake major expeditions to remote forest fragments and mountain peaks. There's a real sense of scientific discovery and exploration here, which we think is in the spirit of Star Trek," explains Assistant Professor Mark D. Scherz from the Natural History Museum of Denmark at the University of Copenhagen, who was senior author on the study.

To Drown Out the Sound of Water

The otherworldly calls of these frogs are known as "advertisement calls" -- a type of self-promotion that, according to the researchers, may convey information about the male frog's suitability as a mate to females. This particular group live along fast-flowing streams in the most mountainous regions of Madagascar -- a loud background that may explain why the frogs call at such high pitches.




For fans of Star Trek, some of the frog calls might remind them of sounds from the so-called 'boatswain whistle' and a device called the 'tricorder.' To others, they might sound like a bird or an insect.

"If the frogs just croaked like our familiar European frogs, they might not be audible over the sound of rushing water from the rivers they live near. Their high-pitched trills and whistles stand out against all that noise," explains Dr Jorn Kohler, Senior Curator of Vertebrate Zoology at the Hessisches Landesmuseum Darmstadt, Germany, who played a key role in analyzing the calls of the frogs.

"The appearance of the frogs has led to them being confused with similar species until now, but each species makes a distinctive series of these high-pitched whistles, that has allowed us to tell them apart from each other, and from other frogs," he says.

The calls also lined up with the genetic analysis the team performed.

Vulnerable to Climate Change

Madagascar is renowned for its immense biodiversity, and research in its rainforests continues to uncover hidden species, making it a true paradise for frogs. Madagascar, an island roughly the size of France, is home to about 9% of all the world's frog species.

"We've only scratched the surface of what Madagascar's rainforests have to offer. Every time we go into the forest, we find new species, and just in terms of frogs, there are still several hundred species we haven't yet described," says Professor Andolalao Rakotoarison of the Universite d'Itasy in Madagascar. Just in the last ten years, she and the rest of this team have described around 100 new species from the island.

The researchers behind the discovery hope that this new knowledge will strengthen conservation efforts in Madagascar's rainforests. The species often live in close geographic proximity but at different altitudes and in different microhabitats. This division makes them particularly vulnerable to changes in climate or the environment.

Thus, the research team urges greater awareness around the conservation of Madagascar's biodiversity to ensure that these unique species and their habitats are preserved for the future. But they also hope to continue exploring, to seek out new species in forests where no scientist has gone before.
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Researchers develop system cat's eye-inspired vision for autonomous robotics | ScienceDaily
Autonomous systems like drones, self-driving cars, and robots are becoming more common in our daily lives. However, they often struggle to "see" well in different environments -- like bright sunlight, low light, or when objects blend into complex backgrounds. Interestingly, nature may already have the solution to this problem.


						
Cats are known for their amazing vision in both bright light and darkness. Their eyes are uniquely adapted: during the day, vertical slit-shaped pupils help them focus and reduce glare. At night, their pupils widen to let in more light, and a reflective layer called the tapetum lucidum boosts their night vision, giving their eyes that familiar glow.

A group of Korean researchers led by Professor Young Min Song from Gwangju Institute of Science and Technology (GIST)designed a new vision system that uses an advanced lens and sensors inspired by feline eyes. The system includes a slit-like aperture that, like a cat's vertical pupil, helps filter unnecessary light and focus on key objects. It also uses a special reflective layer similar to the one found in cat eyes that improves visibility in low-light conditions. This research was published in the journal Science Advances on September 18, 2024, and represents a significant advancement in artificial vision systems, demonstrating enhanced object detection and recognition capabilities and positioning it at the forefront of technological breakthroughs in autonomous robotics.

"Robotic cameras often struggle to spot objects in busy or camouflaged backgrounds, especially when lighting conditions change. Our design solves this by letting robots blur out unnecessary details and focus on important objects," explains Prof. Song. This approach has the additional benefit of being energy-efficient, as it relies on the design of the lens rather than on heavy computer processing.

This groundbreaking technology unlocks exciting possibilities for real-world applications, transforming the landscape of robotic vision. The advanced vision system promises to elevate the precision of drones, security robots, and self-driving vehicles, enabling them to adeptly navigate intricate environments and execute tasks with unparalleled accuracy. "From search-and-rescue operations to industrial monitoring, these cutting-edge robotic eyes stand ready to complement or even replace human efforts in a variety of critical scenarios," emphasizes Prof. Song.
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Tube sock-like skunk covers more ground than deer, impacted by winter weather, study finds | ScienceDaily
A study in the Cascade Range in Oregon of a tiny, elusive skunk found the animal can cover more ground than deer and is sensitive to climate change, particularly severe winter weather.


						
The research is important because small mammals such as the western spotted skunk face major threats from human-induced land use change, said Marie Tosa, who as an Oregon State University graduate student spent 21/2 years studying the skunks. Her findings provide data to shape future skunk monitoring efforts and identify threats they face.

The western spotted skunk, which typically weighs 1 to 2 pounds and is about the size of a squirrel, is smaller than the striped skunk that is common in urban environments.

"The easiest way to describe them is a tube sock," said Tosa, who is now a postdoctoral researcher at Oregon State. "They're a black and white tube sock. They are mostly black but they have white spots all over them. They have this giant white spot on their forehead. And they're really, really adorable."

The western spotted skunk prefers more undisturbed habitat, such as mountainous areas, and is nocturnal, so it is rarely seen. Yet it lives in areas from New Mexico to British Columbia and California to Colorado

"For such an abundant carnivore in these forests, we don't really know anything about them," said Taal Levi, an associate professor at Oregon State's College of Agricultural Sciences and advisor to Tosa. "This project was trying to figure out more about them: trying to learn about their natural history; what they do in these forests; what do they need; how do they influence the ecosystem that they are in."

Tosa, Levi and Damon Lesmeister of the U.S. Forest Service's Pacific Northwest Research Station in Corvallis studied the western spotted skunk in part because of what happened to the eastern spotted skunk, which lives in the central and southeastern United States.




The population of that species declined about 90% between 1940 and 1950 and by 99% by 1980. It is now listed as vulnerable by the International Union for Conservation of Nature and was considered for listing under the Endangered Species Act.

"Habitat loss is believed to be a factor in the population decline, but the reasons are not well understood because the species was not well studied prior to or during the decline," said Lesmeister, who conducted research on the eastern spotted skunk in the 2000s.

Tosa conducted her research from 2017 to 2019 in the H.G. Andrews Experimental Forest, a nearly 16,000-acre research forest about an hour east of Eugene. The landscape is steep, with hills and deep valleys and elevation ranges from 1,350 to 5,340 feet.

That landscape made finding and tracking skunks difficult. Tosa started by setting trail cameras with sardines and cat food as bait to lure the skunks. Camera images gave her a general sense of where the skunks were and informed where she placed box traps, which she also baited and camouflaged with burlap, moss and bark.

She then spent hundreds of days driving thousands of miles to check more than 100 cameras and 50 to 100 traps.

When she found a skunk in a trap, she would carefully open it up, secure the animal, tranquilize it to temporarily sedate it and place a radio collar on it. This inevitably led to being sprayed. She estimates she was sprayed 50 to 100 times.




She said the spray smells like really strong raw garlic. Her method to remove the smell? A paste of hydrogen peroxide, Dawn dish soap and baking soda.

Once collared, she could use radio telemetry day and night to locate and track the skunks' movement.

With that data, she determined that the skunks have a home range up to 12 square miles. That far exceeds similar size mammals and even deer, which have a home range of less than one-half of a square mile. She thinks the skunks are covering so much ground because of limited food resources.

Other findings included:
    	The skunks appear to like old growth forests and younger forests. The younger forests are likely appealing because they contain more food, such as berries and small mammals.
    	Skunks are vulnerable to winter weather, particularly cold temperatures and accumulated snow. This was particularly evident during a heavy snow event in February 2019.
    	Skunks were distributed across 63% of the study area with highly overlapping home ranges, indicating a lack of territoriality.

Tosa's field research concluded before three wildfires burned in the forest during the past four years. She speculated that the skunks are likely well adapted to fire and is interested in conducting a post-fire study of the skunks.

The research findings were recently published in Ecosphere.
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Male mice use female mice to distract aggressors and avoid conflict | ScienceDaily
A research group led by Joshua Neunuebel at the University of Delaware, USA, tracked the behavior of mice using machine learning to understand how they handle aggressive behavior from other mice. The researchers' findings, published on October 15th in the open-access journal PLOS Biology, show that male mice deescalate aggressive encounters by running over to a female mouse to distract the aggressive male mouse.


						
The researchers recorded groups of two male and two female mice interacting over five hours. Like many other animals, mice have social hierarchies, and in almost each group recorded, one male was always significantly more aggressive towards the other.

Social interactions can be challenging to study objectively, so the researchers used a machine learning approach to analyze aggressive interactions and how the mice respond. In total, they observed over 3,000 altercations between the male mice, and the machine learning algorithm helped researchers determine the most likely responses to aggression and whether these actions resolved or furthered the conflict.

The researchers found that the male mouse who was aggressively encountered often ran over to one of the female mice and that this deescalated the aggression. This may be a "bait-and-switch" tactic, as the aggressive male mouse typically followed the other male but then interacted with the female mouse instead of continuing the aggressive encounter.

Some other tactics, even if they avoided aggression for a moment, would then escalate to full fights. However, the researchers found this was not the case after the bait-and-switch. After this tactic was used, fights rarely occurred, the male mice often remaining farther apart from each other with the aggressive mouse continuing to interact with the female mouse.

While the bait-and-switch may be an effective way to deescalate conflicts, there may be costs to the victim, such as sacrificing time with the female mice, and further research may look into whether these tactics are effective in larger groups of mice. This study also demonstrates how machine learning tools can useful for understanding animal behavior, and similar tools could be used to study how the many other species with social hierarchies handle aggression.

The authors add, "Using artificial intelligence, we found that male mice turn to nearby females to distract aggressors and de-escalate conflicts. After an aggressive encounter, the aggressed male briefly engages with a female before quickly escaping, as the aggressor's focus shifts to her."
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New 3D printing technique creates unique objects quickly and with less waste | ScienceDaily
Multimaterial 3D printing enables makers to fabricate customized devices with multiple colors and varied textures. But the process can be time-consuming and wasteful because existing 3D printers must switch between multiple nozzles, often discarding one material before they can start depositing another.


						
Researchers from MIT and Delft University of Technology have now introduced a more efficient, less wasteful, and higher-precision technique that leverages heat-responsive materials to print objects that have multiple colors, shades, and textures in one step.

Their method, called speed-modulated ironing, utilizes a dual-nozzle 3D printer. The first nozzle deposits a heat-responsive filament and the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat.

By controlling the speed of the second nozzle, the researchers can heat the material to specific temperatures, finely tuning the color, shade, and roughness of the heat-responsive filaments. Importantly, this method does not require any hardware modifications.

The researchers developed a model that predicts the amount of heat the "ironing" nozzle will transfer to the material based on its speed. They used this model as the foundation for a user interface that automatically generates printing instructions which achieve color, shade, and texture specifications.

One could use speed-modulated ironing to create artistic effects by varying the color on a printed object. The technique could also produce textured handles that would be easier to grasp for individuals with weakness in their hands.

"Today, we have desktop printers that use a smart combination of a few inks to generate a range of shades and textures. We want to be able to do the same thing with a 3D printer -- use a limited set of materials to create a much more diverse set of characteristics for 3D-printed objects," says Mustafa Doga Dogan PhD '24, co-author of a paper on speed-modulated ironing.




This project is a collaboration between the research groups of Zjenja Doubrovski, assistant professor at TU Delft, and Stefanie Mueller, the TIBCO Career Development Professor in the Department of Electrical Engineering and Computer Science (EECS) at MIT and a member of the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL). Dogan worked closely with lead author Mehmet Ozdemir of TU Delft; Marwa AlAlawi, a mechanical engineering graduate student at MIT; and Jose Martinez Castro of TU Delft. The research will be presented at the ACM Symposium on User Interface Software and Technology.

Modulating speed to control temperature

The researchers launched the project to explore better ways to achieve multiproperty 3D printing with a single material. The use of heat-responsive filaments was promising, but most existing methods use a single nozzle to do printing and heating. The printer always needs to first heat the nozzle to the desired target temperature before depositing the material.

However, heating and cooling the nozzle takes a long time, and there is a danger that the filament in the nozzle might degrade as it reaches higher temperatures.

To prevent these problems, the team developed an ironing technique where material is printed using one nozzle, then activated by a second, empty nozzle which only reheats it. Instead of adjusting the temperature to trigger the material response, the researchers keep the temperature of the second nozzle constant and vary the speed at which it moves over the printed material, slightly touching the top of the layer.

In speed-modulated ironing, the first nozzle of a dual-nozzle 3D printer deposits a heat-responsive filament and then the second nozzle passes over the printed material to activate certain responses, such as changes in opacity or coarseness, using heat. "As we modulate the speed, that allows the printed layer we are ironing to reach different temperatures. It is similar to what happens if you move your finger over a flame. If you move it quickly, you might not be burned, but if you drag it across the flame slowly, your finger will reach a higher temperature," AlAlawi says.




The MIT team collaborated with the TU Delft researchers to develop the theoretical model that predicts how fast the second nozzle must move to heat the material to a specific temperature.

The model correlates a material's output temperature with its heat-responsive properties to determine the exact nozzle speed which will achieve certain colors, shades, or textures in the printed object.

"There are a lot of inputs that can affect the results we get. We are modeling something that is very complicated, but we also want to make sure the results are fine-grained," AlAlawi says.

The team dug into scientific literature to determine proper heat transfer coefficients for a set of unique materials, which they built into their model. They also had to contend with an array of unpredictable variables, such as heat that may be dissipated by fans and the air temperature in the room where the object is being printed.

They incorporated the model into a user-friendly interface that simplifies the scientific process, automatically translating the pixels in a maker's 3D model into a set of machine instructions that control the speed at which the object is printed and ironed by the dual nozzles.

Faster, finer fabrication

They tested their approach with three heat-responsive filaments. The first, a foaming polymer with particles that expand as they are heated, yields different shades, translucencies, and textures. They also experimented with a filament filled with wood fibers and one with cork fibers, both of which can be charred to produce increasingly darker shades.

The researchers demonstrated how their method could produce objects like water bottles that are partially translucent. To make the water bottles, they ironed the foaming polymer at low speeds to create opaque regions and higher speeds to create translucent ones. They also utilized the foaming polymer to fabricate a bike handle with varied roughness to improve a rider's grip.

Trying to produce similar objects using traditional multimaterial 3D printing took far more time, sometimes adding hours to the printing process, and consumed more energy and material. In addition, speed-modulated ironing could produce fine-grained shade and texture gradients that other methods could not achieve.

In the future, the researchers want to experiment with other thermally responsive materials, such as plastics. They also hope to explore the use of speed-modulated ironing to modify the mechanical and acoustic properties of certain materials.
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Simulated mission to Mars: Survey of lichen species | ScienceDaily
Once you know where to look for them, lichens are everywhere! These composite organisms -- fungal and photosynthetic partners joined into a greater whole, can survive on a vast array of surfaces, from rocks and trees to bare ground and buildings. They are known from every continent, and almost certainly every land mass on planet Earth; some species have even survived exposure to the exterior of the International Space Station. This hardy nature has long interested researchers studying what life could survive on Mars, and the astrobiologists studying life on Earth as an analog of our planetary neighbour. In the deserts surrounding two Mars analog stations in North America, lichens comprise such an important part of the local ecosystems that they inspired a biodiversity assessment with a unique twist: this collections-based inventory took place during a simulated mission to Mars!


						
The Mars Desert Research Station in Utah, USA (on Ute and Paiute Territory), and the Flashline Mars Arctic Research Station in Nunavut, Canada (in Inuit Nunangat, the Inuit Homeland) are simulated Martian habitats operated by The Mars Society, where crews participate in dress rehearsals for crewed Martian exploration. While learning what it would take to live and work on our planetary neighbour, these "Martians" frequently study the deserts at both sites, often exploring techniques for documenting microbial life and their biosignatures as a prelude to deploying these tools and methods off world. These studies are enhanced by a comprehensive understanding of the ecosystems being studied, even if they are full of Earthbound life. During the Mars 160 -- a set of twin missions to both Utah and Nunavut in 2016 and 2017 -- our team undertook a floristic survey of the lichen biodiversity present at each site.

During simulated extra-vehicular activities, Mars 160 mission specialists wearing simulated spacesuits scouted out various habitats at both stations, seeking out lichen species growing in various microhabitats. Collecting over 150 specimens, these samples were "returned to Earth," and identified at the National Herbarium of Canada at the Canadian Museum of Nature. Through morphological examination, investigations of internal anatomy and chemistry, and DNA barcoding, "Mission Support" identified 35 lichen species from the Mars Desert Research Station, and 13 species from the Flashline Mars Arctic Research Station.

These species, along with photographs and a synopsis of their identifying characteristics, are summarized in a new paper out now in the open-access journal Check List. This new annotated checklist should prove useful to future crews working at both analog research stations, while also helping Earthly lichenologists better understand the distribution of these fascinating organisms, including new records of rarely reported or newly described species from some of Earth's most interesting, and otherworldly habitats.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241011141538.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Inside-out' galaxy growth observed in the early universe | ScienceDaily
Astronomers have used the NASA/ESA James Webb Space Telescope (JWST) to observe the 'inside-out' growth of a galaxy in the early universe, only 700 million years after the Big Bang.


						
This galaxy is one hundred times smaller than the Milky Way, but is surprisingly mature for so early in the universe. Like a large city, this galaxy has a dense collection of stars at its core but becomes less dense in the galactic 'suburbs'. And like a large city, this galaxy is starting to sprawl, with star formation accelerating in the outskirts.

This is the earliest-ever detection of inside-out galactic growth. Until Webb, it had not been possible to study galaxy growth so early in the universe's history. Although the images obtained with Webb represent a snapshot in time, the researchers, led by the University of Cambridge, say that studying similar galaxies could help us understand how they transform from clouds of gas into the complex structures we observe today. The results are reported in the journal Nature Astronomy.

"The question of how galaxies evolve over cosmic time is an important one in astrophysics," said co-lead author Dr Sandro Tacchella from Cambridge's Cavendish Laboratory. "We've had lots of excellent data for the last ten million years and for galaxies in our corner of the universe, but now with Webb, we can get observational data from billions of years back in time, probing the first billion years of cosmic history, which opens up all kinds of new questions."

The galaxies we observe today grow via two main mechanisms: either they pull in, or accrete, gas to form new stars, or they grow by merging with smaller galaxies. Whether different mechanisms were at work in the early universe is an open question which astronomers are hoping to address with Webb.

"You expect galaxies to start small as gas clouds collapse under their own gravity, forming very dense cores of stars and possibly black holes," said Tacchella. "As the galaxy grows and star formation increases, it's sort of like a spinning figure skater: as the skater pulls in their arms, they gather momentum, and they spin faster and faster. Galaxies are somewhat similar, with gas accreting later from larger and larger distances spinning the galaxy up, which is why they often form spiral or disc shapes."

This galaxy, observed as part of the JADES (JWST Advanced Extragalactic Survey) collaboration, is actively forming stars in the early universe. It has a highly dense core, which despite its relatively young age, is of a similar density to present-day massive elliptical galaxies, which have 1000 times more stars. Most of the star formation is happening further away from the core, with a star-forming 'clump' even further out.




The star formation activity is strongly rising toward the outskirts, as the star formation spreads out and the galaxy grows in size. This type of growth had been predicted with theoretical models, but with Webb, it is now possible to observe it.

"One of the many reasons that Webb is so transformational to us as astronomers is that we're now able to observe what had previously been predicted through modelling," said co-author William Baker, a PhD student at the Cavendish. "It's like being able to check your homework."

Using Webb, the researchers extracted information from the light emitted by the galaxy at different wavelengths, which they then used to estimate the number of younger stars versus older stars, which is converted into an estimate of the stellar mass and star formation rate.

Because the galaxy is so compact, the individual images of the galaxy were 'forward modelled' to take into account instrumental effects. By using stellar population modelling that includes prescriptions for gas emission and dust absorption, the researchers found older stars in the core, while the surrounding disc component is undergoing very active star formation. This galaxy doubles its stellar mass in the outskirts roughly every 10 million years, which is very rapid: the Milky Way galaxy doubles its mass only every 10 billion years.

The density of the galactic core, as well as the high star formation rate, suggest that this young galaxy is rich with the gas it needs to form new stars, which may reflect different conditions in the early universe.

"Of course, this is only one galaxy, so we need to know what other galaxies at the time were doing," said Tacchella. "Were all galaxies like this one? We're now analysing similar data from other galaxies. By looking at different galaxies across cosmic time, we may be able to reconstruct the growth cycle and demonstrate how galaxies grow to their eventual size today."
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Researchers find clues to the mysterious heating of the sun's atmosphere | ScienceDaily
There is a profound mystery in our sun. While the sun's surface temperature measures around 10,000 degrees Fahrenheit, its outer atmosphere, known as the solar corona, measures more like 2 million degrees Fahrenheit, about 200 times hotter. This increase in temperature away from the sun is perplexing and has been an unsolved mystery since 1939, when the high temperature of the corona was first identified. In the ensuing decades, scientists have tried to determine the mechanism that could cause this unexpected heating, but so far, they have not succeeded.


						
Now, a team led by Sayak Bose, a researcher at the U.S.Department of Energy's (DOE)Princeton Plasma Physics Laboratory (PPPL), has made a significant advancement in understanding the underlying heating mechanism. Their recent findings show that reflected plasma waves could drive the heating of coronal holes, which are low-density regions of the solar corona with open magnetic field lines extending into interplanetary space. These findings represent major progress toward solving one of the most mysterious quandaries about our closest star.

"Scientists knew that coronal holes have high temperatures, but the underlying mechanism responsible for the heating is not well understood," said Bose, the lead author of the paper reporting the results in The Astrophysical Journal. "Our findings reveal that plasma wave reflection can do the job. This is the first laboratory experiment demonstrating that Alfven waves reflect under conditions relevant to coronal holes."

First predicted by Swedish physicist and Nobel Prize winner Hannes Alfven, the waves that bear his name resemble the vibrations of plucked guitar strings, except that in this case, the plasma waves are caused by wiggling magnetic fields.

Bose and other members of the team used the 20-meter-long plasma column of the Large Plasma Device (LAPD) at the University of California-Los Angeles (UCLA) to excite Alfven waves under conditions that mimic those occurring around coronal holes. The experiment demonstrated that when Alfven waves encounter regions of varying plasma density and magnetic field intensity, as they do in the solar atmosphere around coronal holes, they can be reflected and travel backward toward their source. The collision of the outward-moving and reflected waves causes turbulence that, in turn, causes heating.

"Physicists have long hypothesized that Alfven wave reflection could help explain the heating of coronal holes, but it has been impossible to either verify in the laboratory or directly measure," said Jason TenBarge, a visiting research scholar at PPPL, who also contributed to the research. "This work provides the first experimental verification that Alfven wave reflection is not only possible, but also that the amount of reflected energy is sufficient to heat coronal holes."

Along with conducting the laboratory experiments, the team performed computer simulations of the experiments, which corroborated the reflection of Alfven waves under conditions similar to coronal holes. "We routinely conduct multiple verifications to ensure the accuracy of our observed results," said Bose, "and conducting simulations was one of those steps. The physics of Alfven wave reflection is very fascinating and complicated! It is amazing how profoundly basic physics laboratory experiments and simulations can significantly improve our understanding of natural systems like our sun."

Collaborators included scientists from Princeton University; the University of California-Los Angeles; and Columbia University. The research was funded by the DOE under contracts DE-AC0209CH11466, and DE-SC0021261, as well as the National Science Foundation (NSF) under grant number 2209471. The experiment was performed at the Basic Plasma Science Facility, which is a collaborative user facility that is part of the DOE Office of Science Fusion Energy Sciences program and is funded by DOE contract DE-FC02-07ER54918 and the NSF under contract NSF-PHY 1036140.
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Genomic study identifies human, animal hair in 'man-eater' lions' teeth | ScienceDaily
In 1898, two male lions terrorized an encampment of bridge builders on the Tsavo River in Kenya. The lions, which were massive and maneless, crept into the camp at night, raided the tents and dragged off their victims. The infamous Tsavo "man-eaters" killed at least 28 people before Lt. Col. John Henry Patterson, the civil engineer on the project, shot them dead. Patterson sold the lions' remains to the Field Museum of Natural History in Chicago in 1925.


						
In a new study, Field Museum researchers collaborated with scientists at the University of Illinois Urbana-Champaign on an in-depth analysis of hairs carefully extracted from the lions' broken teeth. The study used microscopy and genomics to identify some of the species the lions consumed. The findings are reported in the journal Current Biology.

The original discovery of the hairs occurred in the early 1990s, when Thomas Gnoske, a collections manager at the Field Museum, found the lions' skulls in storage and examined them for signs of what they had consumed. He was the first to determine that they were fully grown older adult males -- despite being maneless. He also was the first to notice that thousands of broken and compacted hairs had accumulated in exposed cavities in the lions' damaged teeth during their lifetimes.

In 2001, Gnoske and Julian Kerbis Peterhans, a professor at Roosevelt University and Field Museum adjunct curator, first reported on the damaged condition of the teeth -- which they hypothesized may have contributed to the lions' predation of humans -- and the presence of hairs embedded in broken and partially healed teeth. A preliminary analysis of some of the hairs suggested that they were from eland, impala, oryx, porcupine, warthog and zebra.

In the new study, Gnoske and Peterhans facilitated a new examination of some of the hairs. Co-authors Ogeto Mwebi, a senior research scientist at the National Museums of Kenya; and Nduhiu Gitahi, a researcher at the University of Nairobi, conducted the microscopic analysis of the hairs. U. of I. postdoctoral researcher Alida de Flamingh led a genomic investigation of the hairs with U. of I. anthropology professor Ripan S. Malhi. They focused on a separate sample of four individual hairs and three clumps of hairs extracted from the lions' teeth.

Malhi, de Flamingh and their colleagues are developing new techniques to learn about the past by sequencing and analyzing ancient DNA preserved in biological artifacts. Their work in partnership with Indigenous communities has yielded numerous insights into human migration and the pre- and postcolonial history of the Americas. They have helped develop tools for determining the species and geographic origins of present-day and ancient tusks of African elephants. They have advanced efforts to isolate and sequence DNA from museum specimens and have traced the migration and genomic history of dogs in the Americas.

In the current work, de Flamingh first looked for, and found, familiar hallmarks of age-related degradation in what remained of the nuclear DNA in the hairs from the lions' teeth.




"To establish the authenticity of the sample we're analyzing, we look to see whether the DNA has these patterns that are typically found in ancient DNA," she said.

Once the samples were authenticated, de Flamingh focused on mitochondrial DNA. In humans and other animals, the mitochondrial genome is inherited from the mother and can be used to trace matrilineal lineages through time.

There are several advantages to focusing on mtDNA in hair, the researchers said. Previous studies have found that hair structure preserves mtDNA and protects it from external contamination. MtDNA also is much more abundant than nuclear DNA in cells.

"And because the mitochondrial genome is much smaller than the nuclear genome, it's easier to reconstruct in potential prey species," de Flamingh said.

The team built a database of mtDNA profiles of potential prey species. This reference database was compared with mtDNA profiles obtained from the hairs. The researchers took into account the species suggested in the earlier analysis and those known to be present in Tsavo at the time the lions were alive.

The researchers also developed methods for extracting and analyzing the mtDNA from the hair fragments.




"We were even able to get DNA from fragments that were shorter than the nail on your pinky finger," de Flamingh said.

"Traditionally, when people want to get DNA from hairs, they'll focus on the follicle, which is going to have a lot of nuclear DNA in it," Malhi said. "But these were fragments of hair shafts that were more than 100 years old."

The effort yielded a treasure trove of information.

"Analysis of hair DNA identified giraffe, human, oryx, waterbuck, wildebeest and zebra as prey, and also identified hairs that originated from lions," the researchers reported.

The lions were found to share the same maternally inherited mitochondrial genome, supporting early reports theorizing that they were siblings. Their mtDNA also was consistent with an origin in Kenya or Tanzania.

The team found that the lions had consumed at least two giraffes, along with a zebra that likely originated in the Tsavo region.

The discovery of wildebeest mtDNA was surprising because the nearest population of wildebeests in the late 1890s was about 50 miles away, the researchers said. Historical reports, however, noted that the lions left the Tsavo region for about six months before resuming their rampage on the bridge-builders' camp.

The absence of buffalo DNA and the presence of only a single buffalo hair -- identified using microscopy -- was surprising, de Flamingh said. "We know from what lions in Tsavo eat today that buffalo is the preferred prey," she said.

"Colonel Patterson kept a handwritten field journal during his time at Tsavo," Kerbis Peterhans said. "But he never recorded seeing buffalo or indigenous cattle in his journal."

At the time, the cattle and buffalo populations in this part of Africa were devastated by rinderpest, a highly contagious viral disease brought to Africa from India by the early 1880s, Kerbis Peterhans said.

"It all but wiped out cattle and their wild relatives, including cape buffalo," he said.

The mitogenome of the human hair has a broad geographic distribution and the scientists declined to describe or analyze it further for the current study.

"There may be descendants still in the region today and to practice responsible and ethical science, we are using community-based methods to extend the human aspects of the larger project," they wrote.

The new findings are an important expansion of the kinds of data that can be extracted from skulls and hairs from the past, the researchers said.

"Now we know that we can reconstruct complete mitochondrial genomes from single hair fragments from lions that are more than 100 years old," de Flamingh said.

There were thousands of hairs embedded in the lions' teeth, compacted over a period of years, the researchers said. Further analyses will allow the scientists to at least partially reconstruct the lions' diet over time and perhaps pinpoint when their habit of preying on humans began.

Malhi also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.

The National Science Foundation and U.S. Department of Agriculture supported this research.
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'Islands' of regularity discovered in the famously chaotic three-body problem | ScienceDaily
When three massive objects meet in space, they influence each other through gravity in ways that evolve unpredictably. In a word: Chaos. That is the conventional understanding. Now, a researcher from the University of Copenhagen has discovered that such encounters often avoid chaos and instead follow regular patterns, where one of the objects is quickly expelled from the system. This new insight may prove vital for our understanding of gravitational waves and many other aspects of the universe.


						
The most popular show on Netflix at the moment is the science fiction series 3-Body Problem. Based on a Chinese novel series by Liu Cixin, the series involves a menagerie of characters, time periods and even extraterrestrial visitors. But the central premise is concerned with a star system in which three stars gravitate around one another.

Such a system, with three objects influencing each other's gravity, has fascinated scientists ever since the "father of gravity," Isaac Newton, first described it. While the interaction between two objects meeting in space is predictable, the introduction of a third massive object makes the triadic encounter not just complex, but chaotic.

"The Three-Body Problem is one of the most famous unsolvable problems in mathematics and theoretical physics. The theory states that when three objects meet, their interaction evolves chaotically, without regularity and completely detached from the starting point. But our millions of simulations demonstrate that there are gaps in this chaos -- 'isles of regularity' -- which directly depend on how the three objects are positioned relative to each other when they meet, as well as their speed and angle of approach," explains Alessandro Alberto Trani of the University of Copenhagen's Niels Bohr Institute.

Trani hopes that the discovery will pave the way for improved astrophysics models, as the Three-Body Problem is not just a theoretical challenge. The encounter of three objects in the universe is a common occurrence and its understanding is crucial.

"If we are to understand gravitational waves, which are emitted from black holes and other massive objects in motion, the interactions of black holes as they meet and merge are essential. Immense forces are at play, particularly when three of them meet. Therefore, our understanding of such encounters could be a key to comprehending phenomena such as gravitational waves, gravity itself and many other fundamental mysteries of the universe," says the researcher.

A Tsunami of Simulations

To investigate the phenomenon, Trani coded his own software program, Tsunami, which can calculate the movements of astronomical objects based on the knowledge we have about the laws of nature, such as Newton's gravity and Einstein's general relativity. Trani set it to run millions of simulations of three-body encounters within certain defined parameters.




The initial parameters for the simulations were the positions of two of the objects in their mutual orbit -- i.e., their phase along a 360-degree axis. Then, the angle of approach of the third object -- varying by 90 degrees.

The millions of simulations were spread across the various possible combinations within this framework. As a whole, the results form a rough map of all conceivable outcomes like a vast tapestry woven from the threads of initial configurations. This is where the isles of regularity appear.

The colours represent the object that is eventually ejected from the system after the encounter. In most cases, this is the object with the lowest mass.

"If the three-body problem were purely chaotic, we would see only a chaotic mix of indistinguishable dots, with all three outcomes blending together without any discernible order. Instead, regular "isles" emerge from this chaotic sea, where the system behaves predictably, leading to uniform outcomes -- and therefore, uniform colours," Trani explains.

Two Steps Forward, One Step Back

This discovery holds great promises for a deeper understanding of an otherwise impossible phenomenon. In the short term, however, it represents a challenge for researchers. Pure chaos is something they already know how to calculate using statistical methods, but when chaos is interrupted by regularities, the calculations become more complex.




"When some regions in this map of possible outcomes suddenly become regular, it throws off statistical probability calculations, leading to inaccurate predictions. Our challenge now is to learn how to blend statistical methods with the so-called numerical calculations, which offer high precision when the system behaves regularly," says Alessandro Alberto Trani.

"In that sense, my results have set us back to square one, but at the same time, they offer hope for an entirely new level of understanding in the long run," he says.

* Extra info: 4-Body Problem

During the pandemic, Alessandro Alberto Trani started a side project to investigate fractal universes within the Three-Body Problem. It was then that he came up with the idea of mapping the outcomes in search of regularities.

He knew the famous problem from his studies, but hadn't delved into the works of fiction -- the recent Netflix show or the novel behind it: "The Three-Body Problem" by Liu Cixin. Nevertheless, out of curiosity, he familiarized himself with the plot enough to conclude that it actually deals with a "4-Body Problem."

"As I understand it, it involves a star system with three stars and one planet, which is regularly thrown into chaotic developments. Such a system is actually best defined as a Four-Body Problem. However you define it though, according to my simulations, the most likely outcome is that the planet would quickly be destroyed by one of the three stars. So it would soon become a Three-Body-Problem," the researcher grins.
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