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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Mouse study sheds light on secret to maintaining a youthful immune system
        What keeps some immune systems youthful and effective in warding off age-related diseases? In new research done on mice, scientists point the finger at a small subset of blood stem cells, which make an outsized contribution to maintaining either a youthful balance or an age-related imbalance of the two main types of immune cells: innate and adaptive.

      

      
        Marri trees a lifeline for many native bee species in biodiversity hotspot
        New research has revealed Marri trees are critical to the survival of more than 80 species of native bee in Western Australia's South West region, which is one of the world's most biologically rich but threatened biodiversity hotspots.

      

      
        Maternal antibodies interfere with malaria vaccine responses
        Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to new research. The findings suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.

      

      
        NRL coronagraph captures unique images of a dusty comet
        U.S. Naval Research Laboratory (NRL) imaging instruments on three sun-orbiting observatories have captured sequences of comet C/2023 A3, known as Tsuchinshan-ATLAS, as it passed between the Earth and the Sun during the beginning of October 2024.

      

      
        What standing on one leg can tell you: Biological age
        How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new research.

      

      
        Live well, think well: Research shows healthy habits tied to brain health
        In middle-aged people, having risk factors like blood pressure, blood sugar and cholesterol that are not well-controlled combined with not following certain healthy habits including exercise, diet and sleep, are linked to a higher risk of stroke, dementia or depression later in life, according to a new study. These results do not prove that not having healthy habits increases the risk of these conditions, they only show an association.

      

      
        Could poor sleep in middle age speed up brain aging?
        People in early middle age who have poor sleep quality, including having difficulty falling or staying asleep, have more signs of poor brain health in late middle age, according to a new study. The study does not prove that poor sleep accelerates brain aging. It only shows an association between poor sleep quality and signs of brain aging.

      

      
        Dolphins sense military sonar at much lower levels than regulators predict
        Scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.

      

      
        Breathing deep: A metabolic secret of ethane-consuming archaea unraveled
        Scientists characterize novel enzymes from deep-sea microbes with a key function in the ethane degradation process, revealing surprises in the metabolism of these organisms.

      

      
        Nixing narcolepsy nightmares
        A new study has demonstrated a new way to treat narcolepsy-related nightmares. The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

      

      
        Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages
        A team of linguistics and psychology researchers has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

      

      
        Polar bears' exposure to pathogens is increasing as their environment changes
        As the Arctic warms, polar bears now face a greater risk of contracting several pathogens than bears three decades ago, according to a new study.

      

      
        Bystanders in a combat zone are treated as guilty until proven innocent
        People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a new study.

      

      
        Fossils unveil how southern Europe's ecosystem changed through Glacial-Interglacial Stages
        Fossils from more than 600,000 years ago reveal how Southern Europe's animal community shifted between warm and cold climate fluctuations, according to a new study.

      

      
        Implantable device may prevent death from opioid overdose
        A team has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

      

      
        'Paleo-robots' to help scientists understand how fish started to walk on land
        The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.

      

      
        Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs
        The new mammal lived in Colorado 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the state, and animals like sharks, turtles and giant crocodiles abounded.

      

      
        Adapting GenAI for the next generation of learning
        A new study by learning analytics researchers presents key considerations for generative AI (GenAI) educational tools so they are carefully developed to support, rather than replace, human learning.

      

      
        Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies
        Long-term exposure to arsenic in water may increase cardiovascular risk and especially heart disease risk even at exposure levels below the federal regulatory limit, according to new research. A study describes exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.

      

      
        Listening skills bring human-like touch to robots
        Researchers give robots a sense of touch by 'listening' to vibrations, allowing them to identify materials, understand shapes and recognize objects just like human hands. The ability to interpret the world through acoustic vibrations emanating from an object -- like shaking a cup to see how much soda is left or tapping on a desk to see if it's made out of real wood -- is something humans do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment the...

      

      
        Ethical framework aims to counter risks of geoengineering research
        A new report says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them.

      

      
        Lyme borreliosis: New approach for developing targeted therapy
        Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics.

      

      
        Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range
        In a breakthrough that could revolutionize biomarker detection, researchers have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.

      

      
        New method for producing innovative 3D molecules
        Chemists have synthesized so-called heteroatom-substituted cage-like 3D molecules. The innovative structures are created by precisely inserting a triatomic unit into the strained ring of a reaction partner. They could help address key challenges in drug design by serving as more stable alternatives to traditional, flat, aromatic rings.

      

      
        Safety and security: Study shines light on factors behind refugees' resilience
        A systematic review has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.

      

      
        Birth: It's a tight squeeze for chimpanzees, too
        According to a new study, chimpanzees, like humans, must contend with a confined bony birth canal when giving birth. In humans, the problem was exacerbated by our unique form of upright walking since this led to a twisting of the bony birth canal, while the fetal head got larger. The 'obstetrical dilemma' therefore evolved gradually over the course of primate evolution rather than suddenly in humans as originally argued.

      

      
        Thread-like, flexible thermoelectric materials applicable for extreme environments
        A team of researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments.

      

      
        Cannabis use in adolescence: Visible effects on brain structure
        A collaborative study sheds light on how cannabis use affects brain development in young people, the main one being atrophy of certain regions of the cerebral cortex.

      

      
        Dehydration linked to muscle cramps in IRONMAN triathletes
        Contrary to previous research, a study of three decades of the IRONMAN's top competition found a connection between dehydration and exercise-induced muscle cramps. Based on medical data of more than 10,500 triathletes, the study found a strong link between dehydration and participants seeking treatment for muscle cramps during the competition. While many popular theories hold that unbalanced electrolytes or potassium and salt levels contribute to cramps, this study did not find evidence to suppor...

      

      
        Data security: Breakthrough in research with personalized health data
        The European research project 'Federated Secure Computing' presents a new approach that allows patient data from different institutions to be analysed securely and anonymously.

      

      
        Geography: Improving our understanding of complex crises
        Researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.

      

      
        Rocky planets orbiting small stars could have stable atmospheres needed to support life
        A sequence of events during the evolution of certain rocky planets orbiting M-dwarfs, the most common stars in the universe, creates an atmosphere that would be stable over time. This is true for more temperate planets, orbiting a bit farther from the central star.

      

      
        New tool enables a more complete and rapid decoding of the language of algal gene expression
        A new method that research teams can use to measure and compare different forms of proteins and protein complexes helped reveal a previously unseen molecular signature of how algal genomes are controlled during the cell cycle.

      

      
        Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome
        Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.

      

      
        A multi-level breakthrough in optical computing
        Until now, researchers have been limited in developing photonic memory for AI processing -- gaining one important attribute like speed while sacrificing another like energy usage. An international team demonstrates a unique solution that addresses current limitations of optical memory that have yet to combine non-volatility, multibit storage, high switching speed, low switching energy, and high endurance in a single platform.

      

      
        Researchers develop new coatings to boost turbine engine efficiency
        A multidisciplinary research group has formulated new protective coatings to allow turbine engines to run hotter -- with potential dividends for the environment and people.

      

      
        With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say
        Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. Bioengineers propose a radical new method of food production that they call 'electro-agriculture.' The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be geneti...

      

      
        Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae
        Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home. The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle has the potential to be a widely applicable met...

      

      
        Researchers flip genes on and off with AI-designed DNA switches
        Researchers have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.

      

      
        Novel antibody platform tackles viral mutations
        Scientists have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies. Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and tre...

      

      
        Immunotherapy blocks scarring, improves heart function in mice with heart failure
        Researchers have reduced scar formation and improved heart function in mouse models of heart failure using a monoclonal antibody treatment, similar to that approved by the FDA to treat other conditions. The findings point to the possibility of developing such immunotherapies for heart failure in patients who have experienced a heart attack or other injury.

      

      
        How ovarian cancer disables immune cells
        Researchers have discovered a mechanism that ovarian tumors use to cripple immune cells and impede their attack -- blocking the energy supply T cells depend on. The work points toward a promising new immunotherapy approach for ovarian cancer, which is notoriously aggressive and hard to treat.

      

      
        Physicists discover first 'black hole triple'
        A surprising discovery about the black hole V404 Cygnus is expanding our understanding of black holes, the objects they can host, and the way they form.

      

      
        A 'chemical ChatGPT' for new medications
        Researchers have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications.

      

      
        Capturing carbon from the air just got easier
        In the face of rising CO2 levels, scientists are searching for sustainable ways of pulling carbon dioxide out of the air, so-called direct air capture. A new type of porous material, a covalent organic framework (COF) with attached amines, stands out because of its durability and efficient adsorption and desorption of CO2 at relatively low temperatures. The material would fit into carbon capture systems currently used for point source capture.

      

      
        Ultra-small spectrometer yields the power of a 1,000 times bigger device
        Researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies.

      

      
        The decision to eat may come down to these three neurons
        Manipulating a newly identified neural circuit can curb appetite -- or spur massive overeating.

      

      
        Symbiosis in ancient Corals
        A research team has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.

      

      
        Researchers develop method to 'hear' defects in promising nanomaterial
        An international research team has pioneered a new technique to identify and characterize atomic-scale defects in hexagonal boron nitride (hBN), a two-dimensional (2D) material often dubbed 'white graphene' for its remarkable properties. This advance could accelerate the development of next-generation electronics and quantum technologies.

      

      
        Gardens prevent pollinators from starving when farmland nectar is scarce
        Gardens offer a steady and reliable source of nectar all year round, helping to keep pollinators fed when farmland sources are limited, researchers have discovered.

      

      
        
          	
          	
            Sections
          
          	
            All Top News
          
        

      

    

  
	
	Articles
	Sections
	Next



Mouse study sheds light on secret to maintaining a youthful immune system | ScienceDaily
What keeps some immune systems youthful and effective in warding off age-related diseases? In a new paper published in Cellular & Molecular Immunology, USC Stem Cell scientist Rong Lu and her collaborators point the finger at a small subset of blood stem cells, which make an outsized contribution to maintaining either a youthful balance or an age-related imbalance of the two main types of immune cells: innate and adaptive.


						
Innate immune cells serve as the body's first line of defense, mobilizing a quick and general attack against invading germs. For germs that evade the body's innate immune defenses, the second line of attack consists of adaptive immune cells, such as B cells and T cells that rely on their memory of past infections to craft a specific and targeted response. A healthy balance between innate and adaptive immune cells is the hallmark of a youthful immune system -- and a key to longevity.

"Our study provides compelling evidence that when a small subset of blood stem cells overproduces innate immune cells, this drives the aging of the immune system, contributes to disease, and ultimately shortens the lifespan," said Lu, who is an associate professor of stem cell biology and regenerative medicine, biomedical engineering, medicine, and gerontology at USC, and a Leukemia & Lymphoma Society Scholar. Lu is also a member of the Eli and Edythe Broad Center for Regenerative Medicine and Stem Cell Research at USC, and the USC Norris Comprehensive Cancer Center at the Keck School of Medicine of USC. "Our findings suggest that restraining the small subset of blood stem cells that are overproducing innate immune cells could be an effective way to delay immune aging."

In the study, first author Anna Nogalska and her colleagues found striking differences in how quickly the immune system ages -- even among lab mice with the same genetic background raised in identical conditions. By the advanced age of 30 months, delayed aging mice retained a youthful balance of innate and adaptive immune cells. However, early aging mice showed a big increase in innate immune cells relative to adaptive immune cells.

By tracking the individual blood stem cells responsible for producing both innate and adaptive immune cells, the scientists discovered the subset of blood stem cells primarily responsible for the age-associated imbalance of the immune system. Specifically, the scientists observed that thirty to forty percent of blood stem cells dramatically changed their preference for producing innate versus adaptive immune cells as the mice aged.

In delayed agers, the subset of blood stem cells decreased their production of innate immune cells, protecting against the effects of aging. Among delayed agers, there was an increase in gene activity related to blood stem cells' regulation and response to external signals -- which might keep their production of innate immune cells in check. When the scientists used CRISPR to edit out these genes, blood stem cells reversed their natural tendency and produced more innate immune cells instead of adaptive immune cells -- like in the early agers.

In contrast, in early agers, the subset of blood stem cells shifted towards producing more innate immune cells, which, in excess, lead to many diseases of aging. Accordingly, in these early agers, the scientists found an increase in gene activity related to the proliferation of blood stem cells and the differentiation of innate immune cells. When the scientists used CRISPR to edit out these early aging genes, blood stem cells produced more adaptive immune cells instead of innate immune cells -- becoming more similar to those in the delayed agers.




Importantly, delayed agers tended to live longer than early agers.

"In the elderly human population, the immune system often tips into producing an overabundance of innate immune cells, which can contribute to diseases such as myeloid leukemia and immune deficiencies," said Nogalska, senior scientist and lab manager in the Lu Lab. "Our study suggests how we might promote a more youthful immune system to combat these common diseases of aging."

Additional co-authors are Jiya Eerdeng, Samir Akre, Mary Vergel-Rodriguez, Yeachan Lee, Charles Bramlett, Adnan Y. Chowdhury, Bowen Wang, Colin G. Cess, and Stacey D. Finley from USC.

Ninety percent of the project was supported by federal funding from the National Institutes of Health (grants R00-HL113104,R01HL138225, R35HL150826, and 1F31HL149278-01A1) and the National Cancer Institute (grant P30CA014089). Additional funding came from the California Institute for Regenerative Medicine (grant EDUC4-12756R) and the Leukemia & Lymphoma Society (grant LLS-1370-20).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023224013.htm
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Marri trees a lifeline for many native bee species in biodiversity hotspot | ScienceDaily
New Curtin-led research has revealed Marri trees are critical to the survival of more than 80 species of native bee in Western Australia's South West region, which is one of the world's most biologically rich but threatened biodiversity hotspots.


						
Lead author Dr Kit Prendergast, Adjunct Research Fellow from the Curtin School of Molecular and Life Sciences, said the study identified the Marri (Corymbia calophylla), which is native to the South West and was named a 'near threatened' species in 2019, as a crucial supplier of food for native bees and supporter of the region's ecosystem.

"The findings that these trees support at least 81 different species of foraging bee in the South West highlight their extraordinary role in the survival of native bee populations, particularly during late summer when most other plants have stopped flowering," Dr Prendergast said.

"Native bees in WA's South West are plentiful and incredibly diverse, and many depend heavily on native plants like the Marri for food.

"Marri trees provide vital nectar and pollen, especially at a time when few other plants are in bloom. For many bee species, Marri is often the only food source available at this time of year.

"Furthermore, this tree not only provides food sources for native bees, but also nesting resources, with species observed nesting in small holes and among the roots, and its copious iconic red sap is used by Megachilidae bees to seal off their nests."

Dr Prendergast said the research provides new evidence supporting the idea that certain species, like the Marri tree, serve as 'keystone species' or 'magnet species', which play an especially crucial role in maintaining biodiversity.




"The Marri serves as a vital resource for native bees, acting as a lifeline during critical periods when other plants have dried up," Dr Prendergast said.

"The findings point to an urgent need to protect Marri trees from threats such as logging, mining, fire events, disease, agriculture and urban and industrial development, because without this tree, many native bee species would struggle to survive."

The study also revealed Marri trees are often the main, or only, plant species visited by these bees year-round, making them indispensable in the local ecosystem, which underlines the importance of conserving this species, not just for bees, but for the health of the broader landscape.

The research was funded by the Forrest Research Foundation, Zanthorrea Nursery, and the Department of Biodiversity, Conservation and Attractions.

The full study, titled 'Corymbia calophylla (Marri): A Major Resource for Native Bees in the Southwest Western Australian Biodiversity Hotspot' will be published in the journal Pacific Conservation Biology.
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Maternal antibodies interfere with malaria vaccine responses | ScienceDaily
Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to research led by the Barcelona Institute for Global Health (ISGlobal), in collaboration with seven African centers (CISM-Mozambique, IHI-Tanzania, CRUN-Burkina Faso, KHRC-Ghana, NNIMR-Ghana, CERMEL-Gabon, KEMRI-Kenya). The findings, published in Lancet Infectious Diseases, suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.


						
The world has reached an incredible milestone: the deployment of the first two malaria vaccines -RTS,S/AS01E and the more recent R21/Matrix-M- to protect African children against malaria caused by Plasmodium falciparum. Both vaccines target a portion of the parasite protein called circumsporozoite (CSP) and are recommended for children aged 5 months or more at the moment of the first dose.

"We know that the RTS,S/AS01E malaria vaccine is less effective in infants under five months of age, but the reason for this difference is still debated," says Carlota Dobano, who leads the Malaria Immunology group at ISGlobal, a centre supported by "la Caixa" Foundation.

To investigate this, Dobano and her team analysed blood samples from more than 600 children (age 5-17 months) and infants (age 6-12 weeks) who participated in the phase 3 clinical trial of RTS,S/AS01E. Using protein microarrays, they measured antibodies against 1,000 P. falciparum antigens before vaccination to determine if and how malaria exposure and age affected IgG antibody responses to the malaria vaccine.

"This microarray approach allowed us to accurately measure malaria exposure at the individual level, including maternal exposure for infants and past infections for older children," says Didac Macia, ISGlobal researcher and first author of the study.

The role of maternal antibodies 

The analysis of antibodies to P. falciparum in children who had received a control vaccine instead of RTS,S/AS01E revealed a typical "exposure" signature, with high levels in the first three months of life due to the passive transfer of maternal antibodies through the placenta, a decline during the first year of life, and then a gradual increase as a result of naturally acquired infections.




In children vaccinated with RTS,S/AS01E, antibodies induced by natural infections did not affect the vaccine response. However, in infants, high levels of antibodies to P. falciparum, presumably passed from their mothers during pregnancy, correlated with reduced vaccine responses. This effect was particularly strong for maternal anti-CSP antibodies targeting the central region of the protein. Conversely, infants with very low or undetectable maternal anti-CSP IgGs exhibited similar vaccine responses as those observed in children.

The molecular mechanisms underlying this interference by maternal antibodies are not fully understood, but the same phenomenon has been observed with other vaccines such as measles.

Overall, these findings confirm something that was already suspected but not clearly demonstrated: despite their protective function, maternal anti-CSP antibodies, which decline within the first three to six months of life, may interfere with vaccine effectiveness. The higher the level of malaria transmission, the more maternal antibodies are transmitted to the baby, resulting in lower vaccine effectiveness. These findings further suggest that infants below five months of age may benefit from RTS,S or R21 vaccination in low malaria transmission settings, during outbreaks in malaria-free regions, or in populations migrating from low to high transmission settings.

"Our study highlights the need to consider timing and maternal malaria antibody levels to improve vaccine efficacy for the youngest and most vulnerable infants," says Gemma Moncunill, ISGlobal researcher and co-senior author of the study, together with Dobano.

This study was supported by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health through grants R01AI095789 and U01AI165745.
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NRL coronagraph captures unique images of a dusty comet | ScienceDaily
U.S. Naval Research Laboratory (NRL) imaging instruments on three sun-orbiting observatories have captured sequences of comet C/2023 A3, known as Tsuchinshan-ATLAS, as it passed between the Earth and the Sun during the beginning of October 2024.


						
The comet, discovered in 2023, traversed the field of view of NRL's Large Angle and Spectrometric Coronagraph (LASCO) telescope between Oct. 7-11. After the nucleus itself had left the scene, its massive dust trail remained visible for several days.

LASCO has operated on the joint NASA and European Space Agency (ESA) Solar and Heliospheric Observatory (SOHO) spacecraft since the mission launch in 1995. From its vantage point at the Lagrange (L1) position in space, the comet passed almost directly between the Sun and the spacecraft. This resulted in a substantial boost in its apparent brightness as sunlight illuminated the dust surrounding the comet's nucleus was illuminated from behind.

Despite having seen thousands of comets in its almost 29-years of solar observing, comet Tsuchinshan-ATLAS' passage revealed a rare facet of comet dust that LASCO has never seen before.

For a brief period on Oct. 14, the extensive dusty trail of the comet coalesced into a narrow, dense trail spanning the entire field of view. This unique density enhancement was the result of the SOHO spacecraft crossing the comet's orbital plane and observing the comet's vast dust sheet edge-on. The dust plane then moved into the lower-half of the data, where it could be seen globally illuminating half of the field of view.

"LASCO has seen many beautiful comet transits during its decades of operations, but seeing a side-on view of a comet's dust plane absolutely ranks as one of the most spectacular that we have seen," said NRL scientist and LASCO Principal Investigator Karl Battams, Ph.D.

Scientists were curious if it would be the brightest comet ever observed by LASCO, surpassing Comet McNaught in 2007. It did not quite reach the same peak, but did get brighter than a visual magnitude of -4.0[KB1] , earning it the title of the second brightest comet observed.




"We knew this comet was going to be bright, but the extremely fortuitous viewing geometry here has led to a truly spectacular sequence of images," added Battams.

LASCO also plays a significant role in the NASA-funded and NRL-based Sungrazer Project. Since 2003, the Sungrazer Project has been a citizen science program that enables the discovery and reporting of previously unknown comets in heliophysics imaging data, primarily the LASCO and NASA Solar Terrestrial Relations Observatory-A (STEREO-A) observations.

The project is responsible for discovering over half of all officially documented comets and has led to numerous scientific publications looking at comet dynamics, evolution, composition, and more. Through these studies of the interaction between comets and the sun, scientists have gained new insights into the nature of the near-sun environment and solar outflows that drive space weather.

A number of CMEs were also observed during this transit, some of which likely interacted with the comet's dust and gas tails. Observing the reaction of comet tails under such circumstances has historically led to unique insights about the near-Sun environment.

LASCO was not the only NRL instrumentation to observe the comet. NRL's HI-1 heliospheric imager, operating on the NASA STEREO-A spacecraft since 2006, also observed it from Oct. 4-9, as did the recently-launched Compact Coronagraph (CCOR-1) instrument on National Oceanic and Atmospheric Administration (NOAA) GOES-19.

Comet Tsuchinshan is now moving into the early evening skies for northern hemisphere observers, and is currently visible to the naked eye shortly after sunset for observers with a clear view of the horizon. As it moves higher into the evening skies it will gradually fade but should still be a binocular object for several weeks. It will ultimately return to the Oort Cloud -- a vast and distant reservoir of comets at the farthest reaches of our solar system -- following a trajectory that will likely eventually see it ejected from our solar system entirely.
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What standing on one leg can tell you: Biological age | ScienceDaily
How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new Mayo Clinic research. The study appears today in the journal PLOS ONE.


						
Good balance, muscle strength and an efficient gait contribute to people's independence and well-being as they age. How these factors change, and at what rate, can help clinicians develop programs to ensure healthy aging. Individually, people can train their balance without special equipment and work on maintaining it over time.

In this study, 40 healthy, independent people over 50 underwent walking, balance, grip strength and knee strength tests. Half of the participants were under 65; the other half were 65 and older.

In the balance tests, participants stood on force plates in different situations: on both feet with eyes open, on both feet with eyes closed, on the non-dominant leg with eyes open, and on the dominant leg with eyes open. In the one-legged tests, participants could hold the leg they weren't standing on where they wanted. The tests were 30 seconds each.

Standing on one leg -- specifically the nondominant leg -- showed the highest rate of decline with age.

"Balance is an important measure because, in addition to muscle strength, it requires input from vision, the vestibular system and the somatosensory systems," says Kenton Kaufman, Ph.D., senior author of the study and director of the Motion Analysis Laboratory at Mayo Clinic. "Changes in balance are noteworthy. If you have poor balance, you're at risk of falling, whether or not you're moving. Falls are a severe health risk with serious consequences."

Unintentional falls are the leading cause of injuries among adults who are 65 and older. Most falls among older adults result from a loss of balance.




In the other tests:
    	Researchers used a custom-made device to measure participants' grip. For the knee strength test, participants were in a seated position and instructed to extend their knee as forcefully as possible. Both the grip and knee strength tests were on the dominant side. Grip and knee strength showed significant declines by decade but not as much as balance. Grip strength decreased at a faster rate than knee strength, making it better at predicting aging than other strength measures.
    	For the gait test, participants walked back and forth on an 8-meter, level walkway at their own pace and speed. Gait parameters didn't change with age. This was not a surprising result since participants were walking at their normal pace, not their maximum pace, Dr. Kaufman says.
    	There were no age-related declines in the strength tests that were specific to sex. This indicates that participants' grip and knee strength declined at a similar rate. Researchers did not identify sex differences in the gait and balance tests, which suggests that male and female subjects were equally affected by age.

Dr. Kaufman says people can take steps to train their balance. For example, by standing on one leg, you can train yourself to coordinate your muscle and vestibular responses to maintain correct balance. If you can stand on one leg for 30 seconds, you are doing well, he says.

"If you don't use it, you lose it. If you use it, you maintain it," Dr. Kaufman says. "It's easy to do. It doesn't require special equipment, and you can do it every day."

Funding for this study includes the Robert and Arlene Kogod Professorship in Geriatric Medicine and W. Hall Wendel Jr. Musculoskeletal Professorship.
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Live well, think well: Research shows healthy habits tied to brain health | ScienceDaily
In middle-aged people, having risk factors like blood pressure, blood sugar and cholesterol that are not well-controlled combined with not following certain healthy habits including exercise, diet and sleep, are linked to a higher risk of stroke, dementia or depression later in life, according to a study published in the October 23, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. These results do not prove that not having healthy habits increases the risk of these conditions, they only show an association.


						
The eight cardiovascular and brain health factors, known as the American Heart Association's Life's Essential 8 are: being active; eating better; maintaining a healthy weight; not smoking; maintaining a healthy blood pressure; getting enough sleep; and controlling cholesterol and blood sugar levels.

"Brain health is paramount for the optimal well-being of every person, enabling us to function at our highest level and constantly adapt in the world," said study author Santiago Clocchiatti-Tuozzo, MD, MHS, of Yale University in New Haven, Connecticut, and member of the American Academy of Neurology. "Our study found that making these healthy lifestyle choices in middle age can have meaningful impacts on brain health later in life."

For the study, researchers evaluated data from 316,127 people with an average age of 56. They were followed over five years.

Researchers looked at participants' scores across the eight essential cardiovascular health factors and organized them into three categories: optimal, intermediate and poor.

Of the total group, 64,474 people had optimal scores, 190,919 people had intermediate scores and 60,734 people had poor scores.

Researchers then evaluated health records to identify who developed any of the following neurological conditions: stroke, dementia or late-life depression. Poor brain health was defined as the development of any of these conditions during the follow up years.




A total of 1.2% of participants met the definition for poor brain health, with a total of 3,753 conditions. Of those with optimal Life's Essential 8 scores, 0.7% met the definition for poor brain health, compared to 1.2% of those with intermediate scores and 1.8% of those with poor scores.

After adjusting for factors that could affect the risk of these three neurological conditions, such as age, sex, race and ethnicity, researchers found that people with poor scores on the healthy lifestyle factors were more than twice as likely to develop any of the three neurological conditions compared to those people with optimal scores. Researchers also found that people who had an intermediate score had a 37% higher risk of having one of the three neurological conditions than those who had an optimal score.

"Because the risk factors we looked at are all ones that people can work to improve, our findings highlight the potential brain health benefits of using these eight cardiovascular and brain health factors to guide healthy lifestyle choices," Clocchiatti-Tuozzo said. "More research is needed to understand this link between lifestyle habits and brain health, as well as how social factors like race and ethnicity can influence this connection."

To confirm their findings, researchers repeated the study in a group of 68,407participants followed for a total of five years and found similar results.

A limitation of the study was that the participants' scores were measured only once at the start of the study, so it does not account for potential lifestyle changes during the five-year study.

The study was supported by the National Institutes of Health.
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Could poor sleep in middle age speed up brain aging? | ScienceDaily
People in early middle age who have poor sleep quality, including having difficulty falling or staying asleep, have more signs of poor brain health in late middle age, according to a study published in the October 23, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study does not prove that poor sleep accelerates brain aging. It only shows an association between poor sleep quality and signs of brain aging.


						
"Sleep problems have been linked in previous research to poor thinking and memory skills later in life, putting people at higher risk for dementia," said study author Clemence Cavailles, PhD, of the University of California San Francisco. "Our study which used brain scans to determine participants' brain age, suggests that poor sleep is linked to nearly three years of additional brain aging as early as middle age."

The study included 589 people with an average age of 40 at the start of the study. Participants completed sleep questionnaires both at the beginning of the study and again five years later. Participants had brain scans 15 years after the study began.

Researchers reviewed participants' responses to questions such as, "Do you usually have trouble falling asleep?" "Do you usually wake up several times at night?" and "Do you usually wake up far too early?" They recorded the number of six poor sleep characteristics for each participant: short sleep duration, bad sleep quality, difficulty falling asleep, difficulty staying asleep, early morning awakening and daytime sleepiness.

Participants were divided into three groups. Those in the low group had no more than one poor sleep characteristic. People in the middle group had two to three, and those in the high group had more than three. At the start of the study, about 70% were in the low group, 22% were in the middle and 8% were in the high group.

Researchers examined participants' brain scans where the level of brain shrinkage corresponds to a specific age. Researchers used machine learning to determine the brain age for each participant.

After adjusting for factors such as age, sex, high blood pressure and diabetes, researchers found people in the middle group had an average brain age that was 1.6 years older than those in the low group, while those in the high group had an average brain age 2.6 years older.

Of the sleep characteristics, bad sleep quality, difficulty falling asleep, difficulty staying asleep and early morning awakening were linked to greater brain age, especially when people consistently had these poor sleep characteristics over five years.

"Our findings highlight the importance of addressing sleep problems earlier in life to preserve brain health, including maintaining a consistent sleep schedule, exercising, avoiding caffeine and alcohol before going to bed and using relaxation techniques," said author Kristine Yaffe, MD, of the University of California San Francisco and a member of the American Academy of Neurology. "Future research should focus on finding new ways to improve sleep quality and investigating the long-term impact of sleep on brain health in younger people."

A limitation of the study was that participants reported their own sleep problems and it is possible they may not have reported them accurately.
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Dolphins sense military sonar at much lower levels than regulators predict | ScienceDaily
For the first time ever, a team including several UC Santa Cruz scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.


						
In a new study published on October 23 in the journal Royal Society Open Science, the international team sampled 34 dolphin groups, amounting to thousands of individuals, in experiments where simulated as well as operational military sonars were activated in carefully controlled conditions -- or deliberately not played in experimental '"control'" conditions. The researchers then determined the types and likelihood of responses to known sonar exposures, which revealed unexpected behaviors.

"We see clear evidence of acoustic responses -- fine-scale changes in movement including directed, sustained, strong avoidance, and changes in group configurations," said lead author Brandon Southall, a UC Santa Cruz research associate and senior scientist at Southall Environmental Associates (SEA). "While these behavioral changes occur and persist on variable time scales, they are surprising in that they collectively demonstrate responses at sound levels that are orders of magnitude lower than predicted in current regulatory impact assessments. These animals are clearly much more sensitive to noise exposure than we thought."

For this study, the team used a novel integration of research methods combining aerial drone imagery, underwater listening recorders, and shore-based visual observers to monitor two social dolphin species. The merging of methodologies and tools presented a holistic view of how these social animals behave and respond to acoustic disturbances, according to co-author Ari Friedlaender, professor of ocean sciences at UC Santa Cruz.

The researchers employed several substantial technological advances to measure these fast and playful species, for which fine-scale aspects of behavior had often been deemed too difficult to study. This included "drone photogrammetry," the process of taking measurements from photographs collected non-invasively with drones. John Durban, another senior scientist at SEA, noted that the firm has pioneered this process over the last decade to study whale and dolphin health. "In this study, we have been able to further develop this technique to geolocate dolphins with centimeter-level precision, enabling changes in behavior to be quantified in an objective way," said Durban, also a co-author of the study.

Social dolphins, which can gather in groups of hundreds or even thousands, are common off the coast of California and many other regions, where they regularly encounter powerful military sonar systems known to disturb, harm, and even kill other species. Until now, there were no direct data on whether and how these sonars might affect these most abundant dolphins, despite regulatory assessments predicting that millions of animals might be impacted annually.

In recent years, mass strandings of cetaceans coinciding with the use of sonar systems by navies around the world have raised concern that such noise exposure posed a potential threat to whales, dolphins, and porpoises. These incidents occurred when tactical sonars operated at "mid-frequency," which typically ranges from 1 to 10 kHz. But in most cases, sonars operate in the 3-4 kHz band, the study states.

"Understanding how these animals respond to these types of acoustic signals is important for mitigating the impacts that this type of disturbance can have on social animals that rely on acoustics for communication, feeding, and other critical facets of their lives," said study co-author Caroline Casey, a researcher at UC Santa Cruz.
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Breathing deep: A metabolic secret of ethane-consuming archaea unraveled | ScienceDaily
Seeps on the deep seafloor naturally emit alkanes, which are pollutants that are potentially dangerous to life and act on global warming. Fortunately, the sediments around the seeps host microbes that act as a biological filter: They consume most of the alkanes before their release into the oceans and our atmosphere. This so-called anaerobic oxidation of alkanes is an important yet poorly understood microbial process. Scientists from the Max Planck Institute for Marine Microbiology in Bremen, Germany, now present a study on the degradation of ethane, the second most abundant alkane in seeps. They characterized enzymes involved in the process and found that their reaction breaks an established dogma in the field of anaerobic biochemistry. Their results are published in Nature Communications.


						
A missing piece in the energy-retrieving machinery suspected from genomic data

The anaerobic oxidation of ethane was described a few years ago, and many of its secrets still have to be unraveled. "When drawing the chemical reactions of the pathway on paper, we found large gaps of uncharted biochemistry. We deduced that the involved organisms must acquire cellular energy through an unknown path," explains first author Olivier Lemaire. The two last enzymes of the process generate carbon dioxide (CO2) from the ethane. Other microbes use a protein called ferredoxin to take up electrons produced along the way. "That was also assumed in ethane oxidizers. However, when we looked at the genome of the microbes, we found that they don't have the enzymatic tools to obtain cellular energy by the use of ferredoxin. Thus, something else must be at play."

A challenging study achieved through a successful scientific collaboration 

Solving this riddle was only possible thanks to a close collaboration within the Max Planck Institute for Marine Microbiology. Gunter Wegener and his team sampled the ethane-degrading microbial consortium from the deep sea and managed to culture it in the lab, despite this being a very demanding task. Using these cultures, the group of Tristan Wagner managed to isolate and characterise the enzymes involved in ethane oxidation "Isolating enzymes from such a precious and complex microbial culture is a real challenge, but we managed with a lot of effort and meticulousness," says Tristan Wagner.

A different enzymatic composition leads to a metabolic rewiring

The analyses now published show that both enzymes harbor an additional protein, electronically connected to the rest of the enzyme through a wire made of iron and sulfur. This subunit allows the use of an alternative electron acceptor: The F420, a molecule based on flavin, which is a class of chemicals also important to humans (as vitamin B2, for example).




"Such assemblies of CO2-forming enzymes and F420-reductases were never before described or suspected," says Tristan Wagner. The researchers confirmed by additional experiments that both enzymes used F420 as an electron acceptor. "This discovery breaks a dogma in the scientific field of anaerobic metabolism, as it expands what these enzymes can do."

"We suppose that the coupling of CO2-generation with F420 as electron acceptor might stimulate the entire process. The electrons are then transferred across the cell membrane to another microbe, reducing sulfate, which is a common principle in alkane-oxidizing consortia" says Gunter Wegener.

A milestone in the understanding of ethane degradation

By elucidating this metabolic riddle, Lemaire and his colleagues reveal a key aspect of the ethane-degrading microbes, which play an important role in the carbon cycle. It also shows that the knowledge gained from a few model organisms cannot be simply transposed to related species and that the enzymes involved can be more versatile than assumed. "Our study illustrates how little we know about the metabolism of these microbes, which have lived on our planet for billions of years and can adapt to so many environments, and how important it is to understand them via experimental means," Wagner concludes.

The study has a far-reaching impact as the alkane oxidation process performed by this type of microorganism is a crucial element of the biological filter existing in marine seeps, preventing massive effluxes of naturally produced alkanes in the atmosphere and seawater.
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Nixing narcolepsy nightmares | ScienceDaily
A new Northwestern Medicine study has demonstrated a new way to treat narcolepsy-related nightmares.


						
The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

"We had them imagine what they'd like to dream instead of their nightmare, almost like they're writing a movie script," said corresponding author Jennifer Mundt, assistant professor of neurology (sleep medicine) and psychiatry and behavioral sciences at Northwestern University Feinberg School of Medicine.

The study found overall reductions in nightmare severity and frequency in all six patients tested. The findings were published Oct. 23 in the Journal of Sleep Research.

Despite being distressing, nightmares are often ignored

Vivid, disruptive and distressing nightmares affect between 30 to 40% of people with narcolepsy, a chronic neurological disorder that affects the brain's ability to regulate sleep and wakefulness. These nightmares can even cause patients to fear sleep, leading to increased fatigue and depression. Despite their frequency in narcolepsy patients, nightmares have not received enough attention in narcolepsy research or clinical practice.

"Narcolepsy-related dreams have been an overlooked symptom within narcolepsy," Mundt said. "People in the study had nightmares for decades but never received treatment, for various reasons. They may have not been asked about nightmares, didn't know nightmare treatments existed, or felt embarrassed about having nightmares and didn't mention it to a doctor."

Mundt said it is important to refer these patients for treatment because many of them don't know anything can be done, "and treatment can completely transform their sleep and sometimes even the way they feel in the daytime in a matter of weeks," she said.




First study to apply CBT to narcolepsy-related nightmares

Previous research has shown cognitive behavioral therapy for nightmares (CBT-N) is effective in treating trauma-related nightmares, but this is the first study to show it might also be applicable to narcolepsy.

All six participants in the study received CBT-N via weekly telehealth sessions. These sessions educated participants on nightmares, sleep habits, bedtime factors and how to relax and improve one's mood before bedtime.

Using CBT-N, all six study participants rewrote their nightmares into dreams they would prefer to have (called rescripting) and rehearsed these revised scripts before falling asleep every night.

CBT-N plus lucid dreaming

During week five of the study, half the study participants also underwent an additional procedure in the laboratory of Ken Paller, professor of psychology at Northwestern. While each person napped, the scientists tried to induce a lucid dream using a procedure previously shown to be effective, targeted lucidity reactivation (TLR).




An earlier study from Paller's lab that used TLR found that dreaming individuals could interact with scientists in the lab to engage in real-time communication during the rapid eye movement (REM) stage of sleep. Most lucid dreams are thought to occur during REM sleep. People with narcolepsy tend to experience lucid dreams frequently in their REM sleep, Mundt said, so the new study adapted the TLR procedure to capitalize on that.

Using electroencephalogram (EEG) to monitor brain activity, scientists determined when a study participant entered the REM stage. Once REM was observed, the scientists softly played sound cues associated with lucidity and with each rescripted dream. These cues can trigger a lucid dream and promote the rescripted dream scenario. One of the sound cues was a piano chord that participants had learned to associate with their new dream by listening to it while rehearsing their dream at bedtime. Another cue included a few words that captured their new dream, such as "calm" or "family."

"This research highlights a new orientation to sleep, opening the door to novel methods for fine-tuning sleep to try to enhance the benefits of sleep and perhaps make people more likely to wake up on the right side of the bed," said Paller, who also is the director of the Cognitive Neuroscience Program in the Weinberg College of Arts and Sciences at Northwestern.

Breakdown of the findings

At post-treatment, all participants rated their nightmares as less severe and less frequent, and for four of the six, nightmare severity even dipped below the cutoff for having nightmare disorder, Mundt said.

One participant in the TLR group didn't enter REM sleep, so no sound cues were delivered. The other two entered REM sleep during the nap, and one signaled being lucid by moving their eyes back and forth (as planned). The other participant did not signal they were lucid during REM, however, both recalled dreams that were similar to their rescripted dreams.

"When they were telling us about their dreams, they remembered similarities to the rescripted scenario," Mundt said. "This is really unique -- that after the TLR procedure they experienced aspects of the dream ideas they concocted -- since people undergoing CBT-N don't usually experience their rescripted dream."

Due to the small sample size, the scientists didn't compare the two groups (CBT-N vs. CBT-N plus TLR), Mundt said. Rather, this study provided a proof-of-concept demonstration that it is possible to adapt TLR for narcolepsy-related nightmares.

Participants described feeling less anxious and ashamed about nightmares following the treatment.

"It's empowering for them," Mundt said. "They're so surprised this works. It increases self-efficacy for managing their symptoms, and they describe how glad they are that this helped. It's really a game-changer, mentally."
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Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages | ScienceDaily
Today's digital media deliver rapid messages -- such as phone notifications and text overlays on videos -- to our brains at an impressive speed, far faster than spoken words reach us. But can we process these texts as quickly as we can determine the makeup of the visuals that are also a part of our screen life?


						
The answer appears to be "yes," according to new studies by a team of New York University linguistics and psychology researchers. It has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

"Our experiments reveal that the brain's language comprehension system may be able to perceive language similarly to visual scenes, whose essence can be grasped quickly from a single glance," says Liina Pylkkanen, a professor in NYU's Department of Linguistics and Department of Psychology, who led the research, which is reported across papers appearing in Science Advances and the Journal of Neuroscience. "This means the human brain's processing capacity for language may be much faster than what we might think -- in the amount of time it takes to hear one syllable, the brain can actually detect the structure of a short sentence."

The rise of email, followed by social media and smartphones, has shifted our reading experience from a contemplative, leisurely activity to quick and fragmented consumption of digital content, with short messages constantly flashing at us through phone notifications, online platforms, and, perhaps soon, augmented realities.

"This shift has made it clear that our brains not only have the ability to instinctively process rapid messages, but can also make snap decisions based on them -- like whether to keep or delete an email or how to respond to a brief social media update," explains Pylkkanen. "But how well do we really understand these quick messages and how do our brains manage them? The fact that our brains can, at least in some way, grasp the meaning of these fast messages from just a single glance may reveal something fundamental about the processing potential of the language system."

The scientists began their research by considering current scientific explanations of how we understand language, which center on word-by-word sentence processing models. The researchers concluded these don't effectively account for how quickly our brains can process entire sentences seen at a glance, as opposed to word by word like in speech.

In seeking a better understanding, the authors conducted a series of experiments, measuring brain activity using magnetoencephalography while participants read word lists that were either grammatical sentences (e.g., nurses clean wounds) or just lists of nouns (e.g., hearts lungs livers). The results showed that the brain's left temporal cortex -- used for language comprehension -- starts distinguishing simple three-word sentences from unstructured word lists as quickly as 130 milliseconds after seeing them.




"This speed suggests that at-a-glance sentence comprehension may resemble the rapid perception of a visual scene rather than the slower, step-by-step process we associate with spoken language," explains Pylkkanen. "In the amount of time that it takes one to hear one syllable, the brain can actually detect the structure of a three-word sentence."

The scientists add that even when a sentence contains an agreement error, with the wrong number marking on the verb (nurses cleans wounds), or lacks a plausible meaning, this rapid structure detection occurs in the left temporal cortex.

"This suggests that the signals reflect the detection of basic phrase structure, but not necessarily other aspects of the grammar or meaning," explains Jacqueline Fallon, the Science Advances study's first author, who was an NYU researcher at the time of the work and is now a doctoral student at the University of Colorado.

Related research on these rapid signals in the Journal of Neuroscience, led by NYU graduate student Nigel Flower, further supported this idea. It showed that even small errors in phrase structure -- like swapping two adjacent words, "all are cats nice" -- cause a drop in the brain's rapid response. Such small mistakes can easily go unnoticed by readers. In fact, Flower observed that starting around 400 milliseconds, the brain appears to "correct" the mistake, processing the sentence as if it were fully grammatical.

"This suggests that the brain not only quickly recognizes phrase structure but also automatically corrects small mistakes," Flower explains. "This explains why readers often miss minor errors -- their brains have already corrected them internally."

By flashing the study's participants entire sentences all at once, as opposed to word by word, the researchers could uncover the brain's ability to quickly identify basic phrase structure, even if the meaning of the sentence was nonsensical or there was a grammatical mistake that still maintained the right phrase structure.

"These findings may provide valuable insights into the brain's intrinsic language processing abilities, independent of the usual sequential flow of spoken language," says Pylkkanen.

The studies were supported by grants from the National Science Foundation (BCS- 2335767) and the NYU Abu Dhabi Institute.
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Polar bears' exposure to pathogens is increasing as their environment changes | ScienceDaily
As the Arctic warms, polar bears now face a greater risk of contracting several pathogens than bears three decades ago. Karyn Rode and Caroline Van Hemert of the U.S. Geological Survey report these findings in a new study published October 23, 2024, in the open-access journal PLOS ONE.


						
The environmental changes associated with global warming are creating new opportunities for viruses, bacteria and parasites to infect Arctic wildlife. Polar bears, a top predator with a large range, may be affected by changes in pathogen transmission.

In the new study, researchers examined blood samples from polar bears in the Chukchi Sea in 1987-1994 and then three decades later, 2008-2017, looking for antibodies to six pathogens. Five of these pathogens had become more common in the later samples: the parasites that cause toxoplasmosis and neosporosis, the bacteria that cause rabbit fever and brucellosis, and the canine distemper virus. The increases in the prevalence of these pathogens represent some of the most rapid changes in exposure ever reported among polar bears.

Researchers also looked at factors that increased the bears' risk of exposure to these pathogens and found that exposure varied with diet and was higher in females than males, potentially as a result of pregnant females denning on land to raise cubs.

In the Arctic, where warming is occurring at nearly four times the global rate and polar bears are experiencing a rapid loss of their sea ice habitat, infectious diseases present a growing concern to both wildlife managers and human communities. People living in the Arctic sometimes hunt polar bears for food, and many of the pathogens whose presence was detected in this study can also be transmitted to humans. The researchers conclude that since polar bears face multiple stressors related to climate change and are a subsistence food, further work is warranted to screen these populations for signs of disease.

The authors add: "For some pathogens, the number of polar bears testing positive for serum antibodies, an indicator of pathogen exposure, more than doubled and were among the highest levels identified in a population. These results suggest that pathogen transmission pathways have changed in this Arctic ecosystem."
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Bystanders in a combat zone are treated as guilty until proven innocent | ScienceDaily
People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a study published October 23, 2024, in the open-access journal PLOS ONE by Scott Danielson from the University of Canterbury, New Zealand, and colleagues.


						
About as many civilians as soldiers die in war each year, some during strikes targeted at enemy combatants. There have been many reported cases of mistaking innocent civilians for enemy combatants, with the possibility of many more being unreported.

Danielson and colleagues conducted five experiments to test when people assume unknown bystanders in a combat zone are enemies rather than civilians, reducing their concerns about collateral damage. A total of 2,204 participants were presented with a realistic moral dilemma: A military pilot must decide whether to bomb a dangerous enemy target, also killing a bystander.

The first two experiments used as the scenario a conflict between the U.S. and ISIS in Iraq. Here, few people endorsed bombing when the bystander was known to be an innocent civilian. However, when the bystander's identity was unknown, more than twice as many people endorsed the bombing. Crucially, approximately half of American participants endorsed sacrificing unidentified bystanders despite no evidence they were enemies -- a sacrificial rate higher than any identified target except a known enemy combatant. The subsequent three experiments used a fictional war setting and revealed a similar pattern of judgment was seen here too.

Bombing endorsement was predicted by attitudes toward total war: the theory that there should be no distinction between military and civilian targets in wartime conflict. The authors also noted key differences between the participant samples based on their country -- bombing endorsement was lower for participants in the U.K. compared to the U.S., which the researchers attribute to national and cultural differences in total war attitudes.

According to the authors, these findings have implications for military strategists who must decide whether to attack areas with enemy militants and unidentified bystanders. The results support a common tendency in people to assume the bystanders are enemies, with important consequences if they turn out to be innocent civilians. The real-world cases of civilians struck by bombs could result from the same error in judgment reported in this study. To minimize civilian deaths, future research should investigate how to reduce this bias and convince decision-makers to evaluate more carefully who their weapons are targeting.

The authors add: "Fewer than 1 in 4 Americans support a military strike that kills a civilian, but 53% endorse a strike if the bystander is "unidentified." Data from five studies show that people are more likely to assume unknown bystanders are enemy combatants than civilians, which might explain the high civilian death toll in modern warfare."
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Fossils unveil how southern Europe's ecosystem changed through Glacial-Interglacial Stages | ScienceDaily
Fossils from more than 600,000 years ago reveal how Southern Europe's animal community shifted between warm and cold climate fluctuations, according to a study published October 23, 2024 in the open-access journal PLOS ONE by Beniamino Mecozzi from the Sapienza Universita di Roma, Italy and colleagues.


						
The Notarchirico site has long been valued as a source of information on the Early-Middle Pleistocene, with fossils stretching from around 695 thousand to 614 thousand years ago. The authors of the present study examined mammalian fossils at the site and how they might correlate with climate conditions over time.

The researchers note that the earliest era documented at Notarchirico corresponded with a relatively warm period, complete with fossil evidence of genera such as hippos (Hippopotamus) and rhinos (Stephanorhinus), as well as deer and macaque monkeys -- demonstrating that the area likely had woods, steppes and lakes or ponds.

But by around 660 thousand years ago, the macaques and hippos, both warm weather animals, had vanished. The mammal community had shifted to one dominated by the straight-tusked elephant (Palaeoloxodon antiquus), and cattle-like animals such as the Pleistocene wood bison (Bison schoetensacki), with relatively few deer. This indicates that the area was likely more open, with fewer forests, and representative of a colder climate, as this period is believed to have had some of the Pleistocene's most extensive glaciation.

Fossils from the upper levels of the deposit documented at Notarchirico include a lot of deer who ate from woody shrubs and trees, indicating that the climate had likely warmed again and the area had filled in with forests.

In addition to reflecting the changing climate of the time, the fossil evidence at Notarchirico provides more insight into how and when different species moved out of and into Europe during the Pleistocene. Fossils recovered on site include some of the oldest known evidence in all of Europe of the straight-tusked elephant (Palaeoloxodon antiquus) and the red deer (Cervus elaphus), as well as some of the oldest known evidence of the cave lion (Panthera spelaea) in southwestern Europe.

The authors add: "The results of this work highlight the importance of resuming excavation and research activities at sites that were excavated in the past, as well as revisiting old museum collections that are often forgotten. By integrating the review of paleontological collections gathered in the past with the study of unpublished materials from new research, it has been possible to observe how terrestrial ecosystems responded to nearly 100,000 years of climate change.

The work published here is part of the new research project LATEUROPE, coordinated by Dr. Marie Helene Moncel, with permission from the Soprintendenza Archeologia Belle Arti e Paesaggio of Basilicata, Direzione Regionale Musei Basilicata, and Musei e Parchi Archeologici di Melfi e Venosa, which also include the study of collections preserved at the Museo Archeologico Nazionale "Mario Torelli" and the Parco Paleolitico di Notarchirico."
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Implantable device may prevent death from opioid overdose | ScienceDaily
The opioid epidemic claims more 70,000 lives each year in the U.S., and lifesaving interventions are urgently needed. Although naloxone, sold as an over-the-counter nasal spray or injectable, saves lives by quickly restoring normal breathing during an overdose, administrating the medication requires a knowledgeable bystander - limiting its lifesaving potential.


						
A team from Washington University School of Medicine in St. Louis and Northwestern University in Chicago has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

The findings are available Oct. 23 in Science Advances.

"Naloxone has saved many lives," said Robert W. Gereau, PhD, the Dr. Seymour and Rose T. Brown Professor of Anesthesiology and director of the WashU Medicine Pain Center. "But during an overdose, people are often alone and unable to realize they are overdosing. If someone else is present, they need access to naloxone -- also known as Narcan -- and need to know how to use it within minutes. We identified an opportunity to save more lives by developing a device that quickly administers naloxone to at-risk individuals without human intervention."

Prescription opioids -- such as oxycodone -- have helped people manage the physical and mental challenges of daily debilitating pain. But the addictive properties of painkillers can lead to their misuse and abuse, which are among the driving forces behind the opioid epidemic. In addition, cheap and easy-to-access synthetic drugs -- fentanyl, for example -- have flooded the illicit market. Such ultrapotent drugs have accelerated the rise in overdose deaths in the U.S. and were responsible for roughly 70% of such deaths in 2023.

The researchers worked with experts in engineering and material sciences led by John A. Rogers, PhD, a professor of materials science and engineering, biomedical engineering and neurological surgery at Northwestern University, to develop a device - the Naloximeter -- that uses a drop in oxygen levels as a signal for a potential overdose. Overdosing on opioids leads to slow and shallow breathing. Minutes after the drugs begin to impact respiratory function, breathing stops. Implanted under the skin, the Naloximeter senses oxygen in the surrounding tissues, sending a warning notification to a mobile application if the levels drop below a threshold. If the user doesn't abort the rescue process within 30 seconds, the device releases stored naloxone.

The researchers implanted the device in the neck, chest or back of small and large animals. The device detected signs of overdose within a minute of dropping oxygen levels, and all animals fully recovered within five minutes of receiving naloxone from the devices.




Naloxone displaces harmful opioids from receptors on the surface of brain cells, altering the cells' activity. But the drug doesn't stick around; when the opioids reoccupy and reactivate the receptors, overdose symptoms can return. To provide additional support, the device relays an emergency alert to first responders.

"An additional benefit of calling first responders is that it helps people re-engage with health-care providers," said Jose Moron-Concepcion, PhD, the Henry E. Mallinckrodt Professor of Anesthesiology at WashU Medicine and an author on the study. "We want to save people from dying from an overdose and also reduce harm from opioids by helping people access the resources and treatments to prevent future overdoses from occurring."

The researchers were awarded a patent -- with some help from the Office of Technology Management at WashU -- to protect the intellectual property of the device. They are evolving the technology while also looking for industry partners in preparation for deployment on a larger scale and testing of the device in clinical trials with people.

"The Naloximeter is a proof-of-concept platform that isn't limited to the opioid crisis," said Joanna Ciatti, a graduate student in Rogers' lab. "This technology has far-reaching implications for those threatened by other emergent medical conditions such as anaphylaxis or epilepsy. Our study lays important groundwork for future clinical translation. We hope others in the field can build off of these findings to help make autonomous rescue devices a reality."

Ciatti JL, Vazquez-Guardado A, Brings VE, Park J, Ruyle B, Ober RA, McLuckie AJ, Talcott MR, Carter EA, Burrell AR, Sponenburg RA, Trueb J, Gupta P, Kim J, Avila R, Seong M, Slivicki RA, Kaplan MA, Villalpando-Hernandez B, Massaly N, Montana MC, Pet M, Huang Y, Moron JA, Gereau IV RW, Rogers JA. An autonomous implantable device for the prevention of death from opioid overdose. Science Advances. Oct. 23, 2024.

This work was supported by the National Institutes of Health (NIH) through the Helping to End Addiction Long-Term (HEAL) Initiative, grant numbers UG3DA050303 and UH3DA050303; the National Science Foundation Graduate Research Fellowship, grant number DGE-2234667; North Carolina State University, grant number 201473-02139; the NIH, grant number T32GM108539. The content is solely the responsibility of the authors and does not necessarily represent the views of the NIH.

Ciatti JL, Vazquez-Guardado A, Brings VE, Ruyle B, Moron JA, Gereau IV RW, Rogers JA have been awarded a patent (number: WO2022261492A1) based on the research described in this manuscript.
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'Paleo-robots' to help scientists understand how fish started to walk on land | ScienceDaily
The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.


						
Writing in the journal Science Robotics, the research team, led by the University of Cambridge, outline how 'palaeo-inspired robotics' could provide a valuable experimental approach to studying how the pectoral and pelvic fins of ancient fish evolved to support weight on land.

"Since fossil evidence is limited, we have an incomplete picture of how ancient life made the transition to land," said lead author Dr Michael Ishida from Cambridge's Department of Engineering. "Palaeontologists examine ancient fossils for clues about the structure of hip and pelvic joints, but there are limits to what we can learn from fossils alone. That's where robots can come in, helping us fill gaps in the research, particularly when studying major shifts in how vertebrates moved."

Ishida is a member of Cambridge's Bio-Inspired Robotics Laboratory, led by Professor Fumiya Iida, the paper's senior author. The team is developing energy-efficient robots for a variety of applications, which take their inspiration from the efficient ways that animals and humans move.

With funding from the Human Frontier Science Program, the team is developing palaeo-inspired robots, in part by taking their inspiration from modern-day 'walking fish' such as mudskippers, and from fossils of extinct fish. "In the lab, we can't make a living fish walk differently, and we certainly can't get a fossil to move, so we're using robots to simulate their anatomy and behaviour," said Ishida.

The team is creating robotic analogues of ancient fish skeletons, complete with mechanical joints that mimic muscles and ligaments. Once complete, the team will perform experiments on these robots to determine how these ancient creatures might have moved.

"We want to know things like how much energy different walking patterns would have required, or which movements were most efficient," said Ishida. "This data can help confirm or challenge existing theories about how these early animals evolved."

One of the biggest challenges in this field is the lack of comprehensive fossil records. Many of the ancient species from this period in Earth's history are known only from partial skeletons, making it difficult to reconstruct their full range of movement.




"In some cases, we're just guessing how certain bones connected or functioned," said Ishida. "That's why robots are so useful -- they help us confirm these guesses and provide new evidence to support or rebut them."

While robots are commonly used to study movement in living animals, very few research groups are using them to study extinct species. "There are only a few groups doing this kind of work," said Ishida. "But we think it's a natural fit -- robots can provide insights into ancient animals that we simply can't get from fossils or modern species alone."

The team hopes that their work will encourage other researchers to explore the potential of robotics to study the biomechanics of long-extinct animals. "We're trying to close the loop between fossil evidence and real-world mechanics," said Ishida. "Computer models are obviously incredibly important in this area of research, but since robots are interacting with the real world, they can help us test theories about how these creatures moved, and maybe even why they moved the way they did."

The team is currently in the early stages of building their palaeo-robots, but they hope to have some results within the next year. The researchers say they hope their robot models will not only deepen understanding of evolutionary biology, but could also open up new avenues of collaboration between engineers and researchers in other fields.

The research was supported by the Human Frontier Science Program. Fumiya Iida is a Fellow of Corpus Christi College, Cambridge. Michael Ishida a Postdoctoral Research Associate at Gonville and Caius College, Cambridge.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023141806.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs | ScienceDaily
A team of paleontologists working near Rangely, Colorado, has uncovered a new (or, more accurately, very old) state resident -- a fossil mammal about the size of a muskrat that may have scurried through swamps during the Age of Dinosaurs.


						
The researchers, led by the University of Colorado Boulder's Jaelyn Eberle, published their findings Oct. 23 in the journal PLOS ONE.

Eberle and her colleagues named their discovery, which they identified from a piece of jawbone and three molar teeth, Heleocola piceanus. The animal lived in Colorado roughly 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the American West. (Fittingly, "Heleocola" roughly translates to "swamp dweller" in Latin).

"Colorado is a great place to find fossils, but mammals from this time period tend to be pretty rare," said Eberle, curator of fossil vertebrates at the CU Museum of Natural History and professor in the Department of Geological Sciences. "So it's really neat to see this slice of time preserved in Colorado."

Compared to much larger dinosaurs living at the time like tyrannosaurs or the horned ancestors of Triceratops, the new fossil addition to Colorado might seem tiny and insignificant. But it was surprisingly large for mammals at the time, Eberle said.

She's also glad to see Rangely, which sits in the northwest corner of the state not far from Dinosaur National Monument, get its due.

"It's a small town, but, in my experience as a paleontologist, a lot of cool things come out of rural environments," Eberle said. "It's nice to see western Colorado have an exciting discovery."

Land meets water




That cool discovery helps to paint a more complete picture of a Colorado that would be all but unrecognizable to residents today.

Paleontologists John Foster and ReBecca Hunt-Foster, co-authors of the new study, have been coming to this part of the state to dig up fossils every summer for about 15 years. Seventy million years ago, it was a place where land met water. Here, creatures like turtles, duck-billed dinosaurs and giant crocodiles may have flourished in and around marshes and estuaries, gorging themselves on wetland vegetation, fish and more.

"The region might have looked kind of like Louisiana," said ReBecca Hunt-Foster, a paleontologist at Dinosaur National Monument in Utah and western Colorado. "We see a lot of animals that were living in the water quite happily like sharks, rays and guitarfish."

John Foster first remembers seeing the bit of mammal jaw emerge from a slab of sandstone that he collected from the site in 2016. The fossil measured about an inch long.

"I said, 'Holy cow, that's huge," said Foster, a scientist at the Utah Field House of Natural History State Park Museum in Vernal, Utah.

One big mammal

Eberle explained that before an asteroid killed off the non-avian dinosaurs 66 million years ago, mammals tended to be small -- most were about the size of today's mice or rats. She largely identifies them from the tiny teeth they left behind.




H. piceanus, in comparison, was positively huge. Eberle estimates that the animal, a cousin to modern-day marsupials, weighed 2 pounds or more, larger than most Late Cretaceous mammals. (It's not quite a record -- another fossil mammal from the same period, known as Didelphodon, may have weighed as much as 11 pounds). Based on H. piceanus' teeth, the mammal likely dined on plants with a few insects or other small animals mixed in.

While dinosaurs get all the glory, the new find is another reason why paleontologists shouldn't overlook ancient mammals. Small or not, they played an important role in Colorado's ecosystems in the Late Cretaceous.

"They're not all tiny," Eberle said. "There are a few animals emerging from the Late Cretaceous that are bigger than what we anticipated 20 years ago."

Hunt-Foster said that the Mountain West is a special place for anyone who loves fossils. She also urged people visiting public lands not to collect vertebrate fossils, such as dinosaurs, they may come across while hiking to avoid disturbing important scientific information. Instead, they should note the location, take a photo and alert a representative from a nearby museum or public land agency.

"We have scientists that come from all over the world specifically to study our fossils," she said. "We really are lucky."
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Adapting GenAI for the next generation of learning | ScienceDaily

Key considerations included understanding how to use GenAI to enhance human learning while fostering skills for critical thinking and self-reflection in humans to effectively partner with GenAI.

The Centre for Learning Analytics (CoLAM) Director at Monash University's Faculty of Information Technology and the senior author of the paper, Professor Dragan Gasevic, said powerful AI tools are set to become integral to society, transforming how we learn, work and live and GenAI technologies could permeate every aspect of human learning.

"Imagine students engaging in debates with digital twins of Socrates to explore ancient Greek philosophy, learning impressionist painting techniques from a humanoid robotic mentor modelled after Claude Monet, or visualising Einstein's special theory of relativity in virtual realities," Professor Gasevic said.

"This kind of integration needs a dual approach to learning: educating ourselves both about and with GenAI. This can be achieved through careful development of education tools informed by rigorous research and supported by unified efforts from education institutions, technologists and government policies."

The study signalled that assessment processes should reward genuine knowledge and skill improvement over AI-generated illusions, that teachers needed support to adapt to the new GenAI landscape, and highlighted the need to promote human-AI interaction to maximise human learning while preventing over-reliance on GenAI.

The paper also emphasised that policymakers and tech companies must ensure accountability, develop appropriate ethical guidelines, and consider inclusivity when regulating and designing GenAI tools for education.




While AI tools can enhance learning processes and abilities they still present ethical dilemmas of transparency, privacy and equality, and have already caused disruptions in assessment processes.

The study's first author and CoLAM Research Fellow Dr Lixiang Yan said improving AI literacy for students and teachers alike is one of the crucial needs to be addressed to ensure the effective integration of AI into human learning.

"We anticipate a shift in educators' roles, with GenAI reducing the burden of knowledge dissemination, allowing teachers to focus on deeper connections with students as mentors and facilitators," Dr Yan said.

"Educational institutions must invest in ongoing professional development and support systems to help teachers manage techno-stress and workload burdens from adopting these new technologies."

This research paper was a collaboration between learning analytics experts at Monash University's CoLAM and researchers from the University of Luxembourg and Goethe-University Frankfurt.

The research was supported by the Australian Research Council, Australian Government through Digital Health CRC, Defense Advanced Research Project Agency, and Jacobs Foundation.

In addition to previous research on learning analytics, CoLAM experts are working on new projects to develop tools for assessing human-AI collaborative writing, improving knowledge sharing for educators, and enhancing workplace learning for healthcare professionals.

The researchers are also conducting a study with secondary students in 10 countries across four continents using pioneering GenAI tools to explain and enhance human skills in the age of AI.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023131609.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies | ScienceDaily
Long-term exposure to arsenic in water may increase cardiovascular disease and especially heart disease risk even at exposure levels below the federal regulatory limit (10mg/L) according to a new study at Columbia University Mailman School of Public Health. This is the first study to describe exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.


						
The researchers compared various time windows of exposure, finding that the previous decade of water arsenic exposure up to the time of a cardiovascular disease event contributed the greatest risk. The findings are published in the journal Environmental Health Perspectives.

"Our findings shed light on critical time windows of arsenic exposure that contribute to heart disease and inform the ongoing arsenic risk assessment by the EPA. It further reinforces the importance of considering non-cancer outcomes, and specifically cardiovascular disease, which is the number one cause of death in the U.S. and globally," said Danielle Medgyesi, a doctoral Fellow in the Department of Environmental Health Sciences at Columbia Mailman School. "This study offers resounding proof of the need for regulatory standards in protecting health and provides evidence in support of reducing the current limit to further eliminate significant risk."

According to the American Heart Association and other leading health agencies, there is substantial evidence that arsenic exposure increases the risk of cardiovascular disease. This includes evidence of risk at high arsenic levels (>100mg/L) in drinking water. The U.S. Environmental Protection Agency reduced the maximum contaminant level (MCL) for arsenic in community water supplies (CWS) from 50mg/L to 10mg/L beginning in 2006. Even so, drinking water remains an important source of arsenic exposure among CWS users. The natural occurrence of arsenic in groundwater is commonly observed in regions of New England, the upper Midwest, and the West, including California.

To evaluate the relationship between long-term arsenic exposure from CWS and cardiovascular disease, the researchers used statewide healthcare administrative and mortality records collected for the California Teachers Study cohort from enrollment through follow-up (1995-2018), identifying fatal and nonfatal cases of ischemic heart disease and cardiovascular disease. Working closely with collaborators at the California Office of Environmental Health Hazard Assessment (OEHHA), the team gathered water arsenic data from CWS for three decades (1990-2020).

The analysis included 98,250 participants, 6,119 ischemic heart disease cases and 9,936 CVD cases. Excluded were those 85 years of age or older and those with a history of cardiovascular disease at enrollment. Similar to the proportion of California's population that relies on CWS (over 90 percent), most participants resided in areas served by a CWS (92 percent). Leveraging the extensive years of arsenic data available, the team compared time windows of relatively short-term (3-years) to long-term (10-years to cumulative) average arsenic exposure. The study found decade-long arsenic exposure up to the time of a cardiovascular disease event was associated with the greatest risk, consistent with a study in Chile finding peak mortality of acute myocardial infarction around a decade after a period of very high arsenic exposure. This provides new insights into relevant exposure windows that are critical to the development of ischemic heart disease.

Nearly half (48 percent) of participants were exposed to an average arsenic concentration below California's non-cancer public health goal <1 mg/L. In comparison to this low-exposure group, those exposed to 1 to <5 mg/L had modestly higher risk of ischemic heart disease, with increases of 5 to 6 percent. Risk jumped to 20 percent among those in the exposure ranges of 5 to <10 mg/L (or one-half to below the current regulatory limit), and more than doubled to 42 percent for those exposed to levels at and above the current EPA limit [?]10mg/L. The relationship was consistently stronger for ischemic heart disease compared to cardiovascular disease, and no evidence of risk for stroke was found, largely consistent with previous research and the conclusions of the current EPA risk assessment.




These results highlight the serious health consequences not only when community water systems do not meet the current EPA standard but also at levels below the current standard. The study found a substantial 20 percent risk at arsenic exposures ranging from 5 to <10 mg/L which affected about 3.2 percent of participants, suggesting that stronger regulations would provide significant benefits to the population. In line with prior research, the study also found higher arsenic concentrations, including concentrations above the current standard, disproportionally affect Hispanic and Latina populations and residents of lower socioeconomic status neighborhoods.

"Our results are novel and encourage a renewed discussion of current policy and regulatory standards," said Columbia Mailman's Tiffany Sanchez, senior author. "However, this also implies that much more research is needed to understand the risks associated with arsenic levels that CWS users currently experience. We believe that the data and methods developed in this study can be used to bolster and inform future studies and can be extended to evaluate other drinking water exposures and health outcomes."

Co-authors are Komal Bangia, Office of Environmental Health Hazard Assessment, Oakland, California; James V. Lacey Jr and Emma S. Spielfogel,California Teacher Study, Beckman Research Institute, City of Hope, Duarte, California; and Jared A Fisher, Jessica M. Madrigal, Rena R. Jones, and Mary H. Ward, Division of Cancer Epidemiology and Genetics, National Cancer Institute.

The study was supported by the National Cancer Institute, grants U01-CA199277, P30-CA033572, P30-CA023100, UM1-CA164917, and R01-CA077398; and also funded by the Superfund Hazardous Substance Research and Training Program P42ES033719; NIH National Institute of Environmental Health Sciences P30 Center for Environmental Health and Justice P30ES9089, NIH Kirschstein National Research Service Award Institutional Research Training grant T32ES007322, NIH Predoctoral Individual Fellowship F31ES035306, and the Intramural Research Program of the NCI Z-CP010125-28.
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Listening skills bring human-like touch to robots | ScienceDaily
Imagine sitting in a dark movie theater wondering just how much soda is left in your oversized cup. Rather than prying off the cap and looking, you pick up and shake the cup a bit to hear how much ice is inside rattling around, giving you a decent indication of if you'll need to get a free refill.


						
Setting the drink back down, you wonder absent-mindedly if the armrest is made of real wood. After giving it a few taps and hearing a hollow echo however, you decide it must be made from plastic.

This ability to interpret the world through acoustic vibrations emanating from an object is something we do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment their rapidly growing set of sensing abilities.

Set to be published at the Conference on Robot Learning (CoRL 2024) being held Nov. 6-9 in Munich, Germany, new research from Duke University details a system dubbed SonicSense that allows robots to interact with their surroundings in ways previously limited to humans.

"Robots today mostly rely on vision to interpret the world," explained Jiaxun Liu, lead author of the paper and a first-year Ph.D. student in the laboratory of Boyuan Chen, professor of mechanical engineering and materials science at Duke. "We wanted to create a solution that could work with complex and diverse objects found on a daily basis, giving robots a much richer ability to 'feel' and understand the world."

SonicSense features a robotic hand with four fingers, each equipped with a contact microphone embedded in the fingertip. These sensors detect and record vibrations generated when the robot taps, grasps or shakes an object. And because the microphones are in contact with the object, it allows the robot to tune out ambient noises.

Based on the interactions and detected signals, SonicSense extracts frequency features and uses its previous knowledge, paired with recent advancements in AI, to figure out what material the object is made out of and its 3D shape. If it's an object the system has never seen before, it might take 20 different interactions for the system to come to a conclusion. But if it's an object already in its database, it can correctly identify it in as little as four.




"SonicSense gives robots a new way to hear and feel, much like humans, which can transform how current robots perceive and interact with objects," said Chen, who also has appointments and students from electrical and computer engineering and computer science. "While vision is essential, sound adds layers of information that can reveal things the eye might miss."

In the paper and demonstrations, Chen and his laboratory showcase a number of capabilities enabled by SonicSense. By turning or shaking a box filled with dice, it can count the number held within as well as their shape. By doing the same with a bottle of water, it can tell how much liquid is contained inside. And by tapping around the outside of an object, much like how humans explore objects in the dark, it can build a 3D reconstruction of the object's shape and determine what material it's made from.

While SonicSense is not the first attempt to use this approach, it goes further and performs better than previous work by using four fingers instead of one, touch-based microphones that tune out ambient noise and advanced AI techniques. This setup allows the system to identify objects composed of more than one material with complex geometries, transparent or reflective surfaces, and materials that are challenging for vision-based systems.

"While most datasets are collected in controlled lab settings or with human intervention, we needed our robot to interact with objects independently in an open lab environment," said Liu. "It's difficult to replicate that level of complexity in simulations. This gap between controlled and real-world data is critical, and SonicSense bridges that by enabling robots to interact directly with the diverse, messy realities of the physical world."

These abilities make SonicSense a robust foundation for training robots to perceive objects in dynamic, unstructured environments. So does its cost; using the same contact microphones that musicians use to record sound from guitars, 3D printing and other commercially available components keeps the construction costs to just over $200.

Moving forward, the group is working to enhance the system's ability to interact with multiple objects. By integrating object-tracking algorithms, robots will be able to handle dynamic, cluttered environments -- bringing them closer to human-like adaptability in real-world tasks.

Another key development lies in the design of the robot hand itself. "This is only the beginning. In the future, we envision SonicSense being used in more advanced robotic hands with dexterous manipulation skills, allowing robots to perform tasks that require a nuanced sense of touch," Chen said. "We're excited to explore how this technology can be further developed to integrate multiple sensory modalities, such as pressure and temperature, for even more complex interactions."

This work was supported by the Army Research laboratory STRONG program (W911NF2320182, W911NF2220113) and DARPA's FoundSci program (HR00112490372) and TIAMAT (HR00112490419).

CITATION: "SonicSense: Object Perception from In-Hand Acoustic Vibration," Jiaxun Liu, Boyuan Chen. Conference on Robot Learning, 2024. ArXiv version available at: 2406.17932v2 and on the General Robotics Laboratory website.
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Ethical framework aims to counter risks of geoengineering research | ScienceDaily
As interest grows in geoengineering as a strategy for tackling global warming, the world's largest association of Earth and space scientists today launched an ethical framework as a guide to responsible decision-making and inclusive dialogue.


						
The report, facilitated by the American Geophysical Union (AGU) and advised by a global panel of experts, says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them. It warns that the unintended consequences of large-scale deployment are largely unknown.

"Climate change requires immediate action, and our most urgent, non-negotiable priority must be to tackle the root cause, carbon emissions," said AGU President Lisa J. Graumlich. "But as pressure grows to supplement emissions reductions with active, large-scale intervention in Earth's climate system, we must ensure that research is done in ways that are inclusive, representative and just, carefully considering risks and benefits."

"We all live on this one planet, but solutions cannot be one size fits all," said Carlos Nobre, a senior researcher at the Institute for Advanced Studies in Sao Paulo, Brazil, and member of the Ethical Framework Advisory Board. "Global communities have unique challenges and vulnerabilities. When we contemplate how to address the existential threat of climate change, it is imperative that we do so by centering ethics. This framework helps lay the foundation for effective collaboration and partnership."

The report, Ethical Framework Principles for Climate Intervention Research,seeks to establish a set of globally recognized ethical principles to guide research, funding and policy proposals, drawing on precedents developed to guide research around other emerging fields with unknown consequences, including ethical practices for biomedical research and genetic engineering.

In the 2015 UN Paris Agreement, the world's nations pledged to pursue efforts to limit global temperature rise to 1.5 degrees Celsius. However, global emissions are still increasing, and every additional fraction of a degree will see more severe storms, floods, heatwaves and other climate impacts and increase the risk of triggering catastrophic tipping points such as the Amazon rainforest transforming into dry savannah or the collapse of the Greenland Ice Sheet.

Climate interventions, also known as geo-engineering or climate engineering, are deliberate, large-scale attempts to alter the climate system in a way that halts, slows down or reverses global warming. Climate intervention technologies and methods include:
"Climate intervention must not replace greenhouse gas emissions reduction," said AGU Interim Executive Director and CEO Janice R. Lachance. "Yet there is robust discussion and debate on whether it should become part of a comprehensive strategy to slow warming, address legacy carbon emitted over the last century and get us back on track with global temperature targets. It is AGU's privilege and responsibility as a leader in climate science to advocate for responsible pursuit of knowledge."

The framework has been developed over a two-year period, under the guidance of an advisory board of more than 40 international experts from a wide range of disciplines, with extensive public consultation worldwide. It reflects contributions from hundreds of scientists, policymakers, ethicists, government agencies, non-governmental organizations, the private sector and communities that could be disproportionately affected by climate change interventions. It proposes that all new research plans, funding decisions and policy proposals should meet five key principles:
    	    Responsible Research. Climate intervention research should not be presented as an alternative to emissions reductions. Researchers should provide a clear, public justification of their activity. They should not only assess its direct risks but also the physical, environmental and social consequences if it were scaled.
    
    	    Holistic Climate Justice. Before starting an activity, researchers should consider whether it would shift climate impacts from one group to another, as well as consider its impact on groups experiencing social, economic, climate and environmental injustices, on future generations, and on nature and biodiversity.
    
    	    


Inclusive Public Participation. Researchers should have fair and inclusive processes to identify groups that may be impacted by the activity and include them in discussion of the purposes and design of the research. They should secure the free, prior and informed consent of any Indigenous Peoples likely to be affected.
    
    	    Transparency. Public and private funding of climate intervention research and experimentation should be completely transparent. Researchers should handle data responsibly, report on the nature of the science involved and document the decision-making process from start to finish. They should clearly report any negative results.
    
    	    Informed Governance. Where technologies have significant risks, funders should require research proposals to be reviewed and approved by an independent body. Activities with higher risks or at larger scales should have greater scrutiny. Researchers should be accountable to a representative set of public institutions and stakeholders at scales relevant to the impact of the research.
    

"Communities need to be heard on decisions that affect them," saidproject lead Billy Williams, AGU's Executive Vice President, Diversity, Equity and Inclusion."Though climate change is a risk shared by all Earth's people, the weight of climate consequences is not carried equally. As we consider technology to counteract warming, it is essential that we do not add to that unequal burden."

The framework applies to all types of climate intervention and covers lab research and computer modeling as well as activities undertaken in the field. It is designed to be flexible enough to be adapted to the needs of diverse contexts and actors and capable of evolving as society's understanding of climate risks and climate intervention technologies develops.

AGU intends for the framework to drive discussion within the broader community involved in and affected by climate intervention research, policy and investment and prompt the development of norms for ethical and responsible research practices.

"AGU and the contributors of this work strongly encourage all relevant actors, including researchers, funders and policymakers, to embrace these ethical principles when considering or undertaking activities relating to climate intervention research," says the report.

Further information on the report: https://www.agu.org/ethicalframeworkprinciples
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Lyme borreliosis: New approach for developing targeted therapy | ScienceDaily
Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A MedUni Vienna research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics. The study was recently published in the International Journal of Molecular Sciences.


						
The scientific team led by Margarida Ruivo and Michiel Wijnveld from MedUni Vienna's Center for Pathophysiology, Infectiology and Immunology focused on the restriction-modification system (RMS) of Borrelia bacteria as part of the study. RMS refers to the protective mechanism of the Borrelia bacteria, which plays a decisive role in the defence against foreign genetic material (DNA) and can be described as a primitive immune system of these pathogens. "Our aim was to characterize the RMS of Borrelia afzelii and Borrelia garinii, the main pathogens of Lyme borreliosis in Europe, and to understand its importance for the survival of these bacteria during infection of the host," says study leader Michiel Wijnveld, explaining the background to the research work.

Targeted therapy as a possible alternative to antibiotics

In order to investigate the RMS in more detail, the researchers used an innovative method in which they modified and analyzed the DNA of Borrelia bacteria. They discovered that the methylation of DNA, a process in which small molecules are bound to the bacteria's own DNA, plays an important role in protecting the bacteria against foreign DNA. Further experiments showed that the ability of bacteria to take up new genetic material stably can be significantly improved by pre-methylating DNA molecules to mimic the Borrelia's own DNA. This provides a tool to investigate how borrelia sustains itself within a host such as a human and a possible, previously unknown approach for researching and developing new therapies against Lyme borreliosis that are not based on antibiotics. The researchers are considering phage therapy, in particular, as an alternative treatment method. This involves using so-called bacteriophages, i.e. viruses that attack bacteria, to combat the pathogens specifically. "With further research, this method has the potential to pave the way towards reducing our reliance on antibiotics and preventing the development of antibiotic resistance," says Wijnveld.

Lyme borreliosis is the most common tick-borne disease in Europe. Borrelia bacteria are transmitted to humans when infected ticks bite. Recent studies from the same research group at MedUni Vienna have shown that every fourth tick is carrying Borrelia in Austria. Treatment with antibiotics is best started as soon as possible after diagnosis of Lyme borreliosis. If the bacterial infection is not recognized in time, it can lead to serious complications such as heart and joint inflammation, neurological complications and persisting symptoms after treatment. There is currently no vaccination against Lyme borreliosis. Contrary to the still widespread opinion, a vaccination against TBE does not protect against Lyme borreliosis.
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Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range | ScienceDaily
In a breakthrough that could revolutionise biomarker detection, researchers at the Max Planck Institute for the Science of Light have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.


						
Ultrashort laser pulses can make molecules vibrate impulsively, similarly to how a quick tap can make a bell ring. When the molecules are excited by these short light pulses, they produce a signal, called 'free-induction decay' (FID), which carries important information about the molecules. This signal lasts for only a very brief moment (up to one trillions of a second) and provides a clear 'fingerprint' of the molecule's vibration. In femtosecond fieldsocpy by using an ultrashort laser pulse the molecule's signal is separated from the laser pulse itself, making it easier to detect the vibrational response in a background-free manner. This allows scientists to identify specific molecules with high precision, opening up new possibilities for detecting biological markers in a clean, interference-free way. As a proof of principle, the researchers successfully demonstrated for the first time the ability to measure weak combination bands in water and ethanol at concentrations as low as 4.13 micromoles.

At the heart of this technique is the creation of high power ultrashort light pulses, achieved using photonic crystal fibers filled with gas. These pulses, compressed to nearly a single cycle of a light wave, are combined with phase-stable near-infrared pulses for detection. A field detection method, electro-optic sampling, can measure these ultrafast pulses with near-petahertz detection bandwidth, capturing fields with 400 attoseconds temporal resolution. This extraordinary time resolution enables scientists to observe molecular interactions with incredible precision.

"Our findings significantly enhance the analytical capabilities for liquid samples analysis, providing higher sensitivity and a broader dynamic range," said Anchit Srivastava, PhD student at the Max Planck Institute for the Science of Light. "Importantly, our technique allows us to filter out signals from both liquid and gas phases, leading to more accurate measurements."

Hanieh Fattahi explains: "By simultaneously measuring both phase and intensity information, we open new possibilities for high-resolution biological spectro-microscopy. This research not only pushes the boundary of field-resolved metrology but also deepens our understanding of ultrafast phenomena and has potential applications across various fields, including chemistry and biology, where precise molecular detection is essential."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023131348.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New method for producing innovative 3D molecules | ScienceDaily
As its name suggests, ring-shaped "cage molecules" resemble a cage, and it is this three-dimensional structure that makes them significantly more stable than related, flat molecules. Consequently, they could be of interest to drug developers as they represent a possible alternative to conventional molecular rings from the group of aromatic compounds. A research team at the University of Munster (Germany) led by chemist Prof Frank Glorius has developed a new method for producing so-called heteroatom-substituted 3D molecules and has published the results in the journal Nature Catalysis. The innovative structures are created by precisely inserting a triatomic unit into the strained (high-energy) ring of a reaction partner.


						
Aromatic rings are flat rings in organic molecules. They are among the most common ingredients in pharmaceuticals and agrochemicals. However, these structures can be unstable under physiological conditions and thus hamper the effectiveness of pharmaceutical compounds. To solve this problem, scientists have been exploring complex three-dimensional alternatives -- cage-like rings that are stiffer and thus more stable. While such 3D substitutes for simple flat rings such as benzene (a ring with six carbon atoms) are already available, it has been much more difficult to synthesise 3D versions of flat rings that contain one or more other important atoms such as nitrogen, oxygen or sulphur. These so-called "heteroaromatic" rings are particularly common in drugs.

The breakthrough by the team from the University of Munster came by using bicyclobutane, a highly reactive molecule, and triggering the chemical reaction with light energy. "By using a light-sensitive catalyst, we were able to precisely insert nitrogen, oxygen and carbon atoms into this very reactive small bicyclic molecule which allowed us to synthesise a new type of 3D ring," explains Prof Glorius. The previous studies mainly focused on inserting carbon atoms into the bicyclobutane. In contrast, inserting heteroatoms such as nitrogen and/or oxygen leads to new analogues of cage-like 3D rings. "These new rings could potentially serve as a substitute for flat heteroaromatic rings in drug molecules, opening up new possibilities for drug development," says Dr Chetan Chintawar. The synthesised rings are stable, versatile and can be easily modified, making them useful building blocks for creating numerous other cyclic molecules.

The researchers carried out experimental and computational studies to understand the mechanism of the reaction. They suggest that the reaction is initiated by the light-induced electron transfer event from the excited catalyst to the reactants delivering the final products.
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Safety and security: Study shines light on factors behind refugees' resilience | ScienceDaily
A systematic review led by UNSW Professor Angela Nickerson has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.


						
"While exposure to persecution, war and displacement is associated with high rates of psychological disorders, such as PTSD and depression, remarkably the majority of refugees, despite having gone through very difficult experiences, don't go on to develop a psychological disorder," says Prof. Nickerson, Director of the Refugee Trauma and Recovery Program at UNSW's School of Psychology.

Despite this, previous research has focused on trying to understand factors that predict psychopathology or psychological distress, rather than factors that predict wellbeing or resilience.

"More recently, however, there has been a movement towards a strengths-based approach in mental health, particularly in the refugee space, and we wanted to look at what research was out there," says Prof. Nickerson.

The paper, out this week in Nature Mental Health, is the first to focus on factors contributing to better mental health in refugees.

To conduct the review, researchers searched four databases for relevant studies. They screened thousands of studies, 174 of which met the study criteria. 81% of the included papers were undertaken in refugees living in high-income countries (HICs) and 19% in lower-and-middle income countries (LMICs).

"The lack of research looking at predictors of good mental health highlighted the deficit focus of so much research into refugee mental health," says Prof. Nickerson. She also noted that though 75% of the world's refugees live in LMICs, most of the research took place in HICs.




"It underscores a real gap in refugee research," says Prof. Nickerson.

What were the researchers looking for?

"Our systematic review covered studies investigating the mental health of refugees or asylum seekers, and we looked at factors that we called either protective or promotive of mental health. Protective factors are associated with reduced poor mental health outcomes, and promotive factors are associated with increased good mental health outcomes," says Prof. Nickerson.

The researchers wanted to understand how to enhance the strengths of an individual or community to alleviate or even prevent distress.

"We were interested in everything from demographic and social factors to environmental and psychological factors," Prof. Nickerson says.

"We wanted to be able to speak to a range of different implications and recommendations in the field of refugee mental health -- from what psychologists or social workers might do with a client in a room, and also more broadly what kinds of conditions policy-makers should be creating in countries that host refuges to help people thrive and move forward after traumatic experiences."

Study findings




The refugee experience is characterised by protracted exposure to danger and uncertainty. The review highlighted factors related to stability and predictability as having some of the strongest associations with good mental health in refugees.

"It makes a lot of sense that, if people who've been through very difficult experiences are going to overcome those and thrive, we need to create conditions where their basic needs for safety are met," says Prof. Nickerson.

The study found a secure visa status, employment, income, good housing conditions and control over environmental circumstances were associated with good mental health outcomes in both HICs and/or LMICs.

Individuals vary in their capacity to cope with difficult circumstances, with resilience reflecting the extent to which an individual can recover or maintain good mental health in the context of adversity.

The review found that psychological factors such as cognitive strategies, self-efficacy and a sense of control were protective and promotive of wellbeing.

Building individual skills and capabilities to cope and thrive represents an important goal to promote good mental health in refugees.

"When we're trying to understand how best to support people, we often look at the things that are going wrong, and that means our interventions are focused on those things. This study speaks to the importance of harnessing interventions that are associated with resilience, self-efficacy and psychological flexibility," says Prof. Nickerson.

But experiences such as war, persecution and displacement occur at a societal level, and so approaches to promoting good mental health in their aftermath must extend beyond the individual.

"There is a consistent link between social engagement and support and good mental health outcomes among refugees, particularly for those in high-income countries," Prof. Nickerson says.

"The ability to communicate in the host language, social support, and social engagement with both the refugees' own community and the host community, along with religious coping strategies, were all linked with increased wellbeing."

The way ahead

This review puts forward a clear research agenda, with at least three important pathways to progressing our understanding of refugee mental-health wellbeing, Prof. Nickerson says.

"One is to purposefully study factors associated with wellbeing and positive mental health outcomes, rather than just looking at factors that contribute to psychological distress. Refugee communities are remarkably resilient, and we have a lot to learn from people who have overcome adversity to thrive in their new country.

"Two is to fill the research gap in low-and-middle-income countries. The majority of refugees live in transit settings outside high-income countries. If we are going to provide effective supports, we need to understand factors that promote wellbeing in these contexts

"And finally it's important to take a cross-disciplinary research approach. By bringing together researchers, psychologists, social workers and policy-makers, we can gain a more nuanced understanding of protective and promotive factors. Having refugee voices at the centre of this process is critical to help us understand priority areas for research and using these findings effectively. This will pave the way for developing policies and interventions that support refugee communities to thrive."

This research was supported by funding from the Social Policy Group.
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Birth: It's a tight squeeze for chimpanzees, too | ScienceDaily
The birth process in chimpanzees and other great apes is generally considered to be easy. This is usually attributed to their relatively large pelvis and the small head of their newborns. In contrast, human childbirth is both more complex and riskier when compared to other mammals. According to the original "obstetrical dilemma" hypothesis, our birth difficulty stems from a conflict that arose during human evolution between adaptations in the pelvis for upright walking and an increase in our infants' brain size. On the one hand, the pelvis shortened to improve balance while moving bipedally, while the baby's larger head still had to fit through the birth canal. As a solution to this dilemma, the shape of the pelvic bones differs between the sexes (with females having larger dimensions despite smaller body sizes), and human babies are born more neurologically immature than other primates so that brain growth is delayed to the postnatal period.


						
An international team of researchers led by Nicole M. Webb of the Senckenberg Research Institute and Martin Haeusler of the Institute of Evolutionary Medicine, University of Zurich, simulated birth in chimpanzees and humans and quantified the space between the bony birth canal and the fetal head. The study shows that narrow birth canals in relation to the infant head size are not unique to humans. Accordingly, the "obstetrical dilemma" hypothesis, which had previously been explained solely by the development of bipedalism and the size of the human brain, did not suddenly appear during the development of modern humans, but rather developed gradually over the course of primate evolution -- and then intensified in humans thus explaining the high rates of birth complications observed today.

Chimpanzee pelvis just as narrow as human pelvis

To test the "obstetrical dilemma" hypothesis, the research team first compared the available space in the birth canal of chimpanzees and humans, using the average distance between the fetal head and the pelvic bones while accounting for soft tissue contributions. "Using a three-dimensional virtual simulation of the birth process, we were able to show that the space in the chimpanzee pelvis is actually just as tight as it is in humans," explains paleoanthropologist Nicole M. Webb. Interestingly, after a detailed shape analysis they also found that female chimpanzees have a more spacious pelvis than males, especially the smaller females, providing evidence of adaptations to deal with these space limitations. The researchers also show that the great apes appear to trend towards humans in how neurologically immature, or how secondarily altricial their infants are compared to monkeys -- again surprisingly similar to humans, although to a lesser magnitude.

"Based on these intriguing parallels, we propose a new hypothesis that the obstetrical dilemma developed gradually and became increasingly exacerbated over the course of evolution. This contradicts the previous theory that our long and difficult births emerged abruptly with the enlargement of the brain in Homo erectus," explains Martin Haeusler. The increase in body size in the ancestors of the great apes made their pelvis stiffer, which limited the ability of their ligaments to stretch during birth. In early hominins, the upright gait also led to a twisted bony birth canal, which required complex movements of the fetal head. This mechanism, rather than the narrowness of the birth canal, is likely the main cause of the difficult birth process in humans, the researchers argue.

Complex birthing process is an evolutionary compromise

The study shows that the remarkably complex human birth process is the result of gradual compromises during hominoid evolution. "The difficult birth and the neurological immaturity of our newborns, with the long learning phase that follows, are a prerequisite for the evolution of our intelligence. At the same time, we humans are only at one extreme -- we are not unique among primates," states Haeusler. "There have even been isolated observations of birth assistance among captive orangutans. However, births of great apes in the wild are only observed extremely rarely -- we urgently need more behavioral data," insisted Webb.
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Thread-like, flexible thermoelectric materials applicable for extreme environments | ScienceDaily
A team of Korean researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments. It has dramatically resolved the dilemma of striking the balance between achieving good performance and the mechanical flexibility of thermoelectric materials, which has been a long-standing challenge in the field of thermoelectric materials, and has also proven the possibility of commercialization.


						
KAIST (President Kwang-Hyung Lee) announced on the 21st that a joint research team of Professor Yeon Sik Jung of the Department of Materials Science and Engineering and Professor Inkyu Park of the Department of Mechanical Engineering, in collaboration with the research teams of Professor Min-Wook Oh of Hanbat National University (President Yong Jun Oh) and Dr. Jun-Ho Jeong of the Korea Institute of Machinery and Materials (President Seoghyun Ryu), have successfully developed 'bismuth telluride (Bi2Te3) thermoelectric fibers,' an innovative energy harvesting solution for next-generation flexible electronic devices.

Thermoelectric materials are materials that generate voltage when there is a temperature difference and convert thermal energy into electrical energy. Currently, about 70% of energy being lost as wasted heat, so due attention is being given to research on these as sustainable energy materials that can recover and harvesting energy from this waste heat.

Most of the heat sources around us are curved, such as the human body, vehicle exhaust pipes, and cooling fins. Inorganic thermoelectric materials based on ceramic materials boast high thermoelectric performance, but they are fragile and difficult to produce in curved shapes. On the other hand, flexible thermoelectric materials using existing polymer binders can be applied to surfaces of various shapes, but their performance was limited due to the low electrical conductivity and high thermal resistance of the polymer.

Existing flexible thermoelectric materials contain polymer additives, but the inorganic thermoelectric material developed by the research team is not flexible, so they overcame these limitations by twisting nano ribbons instead of additives to produce a thread-shaped thermoelectric material. Inspired by the flexibility of inorganic nano ribbons, the research team used a nanomold-based electron beam deposition technique to continuously deposit nano ribbons and then twisted them into a thread shape to create bismuth telluride (Bi2Te3) inorganic thermoelectric fibers.

These inorganic thermoelectric fibers have higher bending strength than existing thermoelectric materials, and showed almost no change in electrical properties even after repeated bending and tensile tests of more than 1,000 times. The thermoelectric device created by the research team generates electricity using temperature differences, and if clothes are made with fiber-type thermoelectric devices, electricity can be generated from body temperature to operate other electronic devices.

In fact, the possibility of commercialization was proven through a demonstration of collecting energy by embedding thermoelectric fibers in life jackets or clothing. In addition, it opened up the possibility of building a high-efficiency energy harvesting system that recycles waste heat by utilizing the temperature difference between the hot fluid inside a pipe and the cold air outside in industrial settings.

Professor Yeon Sik Jung said, "The inorganic flexible thermoelectric material developed in this study can be used in wearable devices such as smart clothing, and it can maintain stable performance even in extreme environments, so it has a high possibility of being commercialized through additional research in the future." Professor Inkyu Park also emphasized, "This technology will become the core of next-generation energy harvesting technology, and it is expected to play an important role in various fields from waste heat utilization in industrial sites to personal wearable self-power generation devices."

This study, in which Hanhwi Jang, a Ph.D. student at KAIST's Department of Materials Science and Engineering, Professor Junseong Ahn of Korea University, Sejong Campus, and Dr. Yongrok Jeong of Korea Atomic Energy Research Institute contributed equally as joint first authors, was published in the online edition of the international academic journal Advanced Materials on September 17, and was selected as the back-cover paper in recognition of its excellence. (Paper title: Flexible All-Inorganic Thermoelectric Yarns)

Meanwhile, this study was conducted through the Mid-career Researcher Support Program and the Future Materials Discovery Program of the National Research Foundation of Korea, and the support from the Global Bio-Integrated Materials Center, the Ministry of Trade, Industry and Energy, and the Korea Institute of Industrial Technology Evaluation and Planning (KEIT) upon the support by the Ministry of Science and ICT.
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Cannabis use in adolescence: Visible effects on brain structure | ScienceDaily
Cannabis use may lead to thinning of the cerebral cortex in adolescents according to a recent study led by Graciela Pineyro and Tomas Paus, researchers at CHU Sainte-Justine and professors at the Universite de Montreal Faculty of Medicine. A collaborative effort between two research laboratories with complementary approaches, the study demonstrates that THC -- or tetrahydrocannabinol, an active substance in cannabis -- causes shrinkage of the dendritic arborization, neurons' "network of antennae" whose role is critical for communication between neurons. This results in the atrophy of certain regions of the cerebral cortex -- bad news at an age when the brain is maturing.


						
"If we take the analogy of the brain as a computer, the neurons would be the central processor, receiving all information via the synapses through the dendritic network," explains Tomas Paus, who is also a professor of psychiatry and neuroscience at Universite de Montreal. "So a decrease in the data input to the central processor by dendrites makes it harder for the brain to learn new things, interact with people, cope with new situations, etc. In other words, it makes the brain more vulnerable to everything that can happen in a young person's life."

A multi-level approach to better understand the effect on humans

This project is notable for the complementary, multi-level nature of the methods used. "By analyzing magnetic resonance imaging (MRI) scans of the brains of a cohort of teenagers, we had already shown that young people who used cannabis before the age of 16 had a thinner cerebral cortex," explains Tomas Paus. "However, this research method doesn't allow us to draw any conclusions about causality, or to really understand THC's effect on the brain cells."

Given the limitations of MRI, the introduction of the mouse model by Graciela Pineyro's team was key. "The model made it possible to demonstrate that THC modifies the expression of certain genes affecting the structure and function of synapses and dendrites," explains Graciela Pineyro, who is also a professor in the Department of Pharmacology and Physiology at Universite de Montreal. "The result is atrophy of the dendritic arborescence that could contribute to the thinning observed in certain regions of the cortex."

Interestingly, these genes were also found in humans, particularly in the thinner cortical regions of the cohort adolescents who experimented with cannabis. By combining their distinct research methods, the two teams were thus able to determine with a high degree of certainty that the genes targeted by THC in the mouse model were also associated to the cortical thinning observed in adolescents.

With cannabis use on the rise among North American youth, and commercial cannabis products containing increasing concentrations of THC, it's imperative that we improve our understanding of how this substance affects brain maturation and cognition. This successful collaborative study, involving cutting-edge techniques in cellular and molecular biology, imaging and bioinformatics analysis, is a step in the right direction for the development of effective public health measures.

About the study

The article "Cells and Molecules Underpinning Cannabis-Related Variations in Cortical Thickness during Adolescence" was published by Xavier Navarri, Graciela Pineyro and Tomas Paus in the Journal of Neuroscience on October 6, 2024.
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Dehydration linked to muscle cramps in IRONMAN triathletes | ScienceDaily
As athletes prepare to dive into Hawaiian waters for the first part of the IRONMAN World Championship on Oct. 26, they may want to pay a little extra attention to the water inside their bodies.


						
Contrary to previous research, a Washington State University-led study of three decades of the IRONMAN's top competition found a connection between dehydration and exercise-induced muscle cramps.

Based on medical data of more than 10,500 triathletes, the study, published in the Clinical Journal of Sport Medicine, found a strong link between dehydration and participants seeking treatment for muscle cramps during the competition. While many popular theories hold that unbalanced electrolytes or potassium and salt levels contribute to cramps, this study did not find evidence to support that, which is consistent with other recent research.

"We pretty much know that electrolyte imbalance is likely not related. Muscle cramps are complex but may be due to altered neuromuscular function issues, and now we think that more severe dehydration might be playing into that for ultra-endurance triathletes," said Chris Connolly, a WSU physiologist and the study's corresponding author. "It's important to point out that athletes are sometimes a little dehydrated before the race and some of them are very, very dehydrated by the end of it."

Exhaustion, low blood pressure, abdominal pains and headaches were also associated with muscle cramps, the researchers found. The strongest prediction of being treated for muscle cramps was having one earlier in the race. In other words, many of those who suffered from muscle cramps did so more than once in the competition of swimming, cycling and running that takes most participants all day to complete.

Muscle cramps are among the most common medical complaints in triathlons affecting as many as 63% of athletes, according to previous research that relied on self-reports. This study focused only on participants who sought treatment for muscle cramps, which usually involves intravenous fluids. These represented 6% of competitors across 30 years.

Notably, the athletes who were treated for cramps tended to have overall finish times that were slightly better than those who had not.




"It probably has to do with the intensity of the activity, so people that are finishing faster, relatively speaking, are probably working at a faster rate and higher intensity," said Connolly.

That intensity might be leading to more muscle cramping, but that connection would need further investigation, he added.

On average, incidence in the muscle cramping has been going down at the IRONMAN championships over time, a decrease of about 0.4% a year, which the researchers hoped was a sign of improved prevention and treatment at the races.

As the official curators of World Triathlon and IRONMAN data housed at WSU, Connolly and collaborator Dr. Douglas Hiller, a WSU clinical medical professor and an IRONMAN Hall of Fame inductee, hope to continue that improvement and overall safety of the sport through continued research.

They will also be on-hand at the medical tents in Hawaii during this year's race: Hiller directly helping patients and Connolly collecting data.

This is the second year the competition has been split into a men's and women's competitions with the women competing in Nice, France this past September. The split is a sign of the growing numbers of triathletes.

With that surge in participation comes increased dangers, Connolly said. Other medical issues experienced during ultra-endurance triathlons include heat injury, severe nausea and hyponatremia, a potentially serious condition where body sodium levels drop well below normal. Though uncommon, deaths have also occurred during these rigorous events.

"Ultra-endurance triathlons have had a meteoric rise in popularity across the world. It's gotten huge. Anytime something that is this physiologically demanding grows that quickly, I think it takes a while for safety procedures and plans to catch up," he said.

In addition to Connolly and Hiller, co-authors on this study include first author Paal Nilssen and second author Dr. Kasey Johnson both recent graduates of WSU's Elson S. Floyd College of Medicine as well as Dr. Thomas Miller of Virginia Tech.
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Data security: Breakthrough in research with personalized health data | ScienceDaily
The research project Federated Secure Computing, funded by the Stifterverband, handles cancer patient data analysis in the European health data space across national borders without sharing any actual data, utilizing the modern cryptographic method -- secure multiparty computation. The European research team includes scientists from LMU Munich, Germany, Fondazione Policlinico Universitario Agostino Gemelli IRCCS, Italy, and cryptography experts from Cybernetica, Estonia.


						
In a new pilot study, the researchers have now presented and tested an approach that overcomes the technical and legal challenges in the demanding context of clinical research on cancer patients while complying with strict European regulations on the protection of patient privacy and data protection. The results of the study have recently been published in the journal npj Digital Medicine.

Hendrik Ballhausen, the initiator of Federated Secure Computing at LMU explains how several partner institutions form a secure computer network: "Neither party has access to the others' data. End-to-end encrypted calculations take place on secret shares across the network. The protocol is mathematically proven to ever only reveal the result of the joint calculation, but never the data of the individual patients."

Health data from patients at LMU University Hospital and the Policlinico Universitario Fondazione Agostino Gemelli in Rome served as the data set. Specifically, the procedure benefits patients with adrenal gland tumours undergoing radiotherapy. Professor Stefanie Corradini, Deputy Clinic Director of Radiotherapy at LMU University Hospital, summarises the motivation: "Through this research, we understand risk factors more precisely and may develop targeted therapies with fewer side effects. This increases the survival rate and quality of life of patients."

"Our institutions provide cutting edge radiotherapy guided by magnetic resonance imaging," adds Luca Boldrini, physician at the Advanced Radiation Therapy Centre "Gemelli ART." "We are just beginning to see data from this modality. By joining forces, our two institutions contribute data on this innovative, and still uncommon, radiotherapy technology twice as fast as it would be possible without the cooperation agreement."

The team built an architecture around Sharemind MPC, the industry-grade platform for secure computing by Estonian company Cybernetica. "Secure Multiparty Computing can vastly enhance privacy and interoperability in the healthcare sector," says Dr. Dan Bogdanov, Chief Scientific Officer at Cybernetica. "If you need strong end-to-end security and proven policy enforcement and compliance, cryptography can provide the tools," Dr. Bogdanov continues.

Close cooperation with data use and access committees, as well as data protection officers was an important part of the effort. The project was supported by a specialist law firm and governed by a cooperation agreement between the three partner institutions, ethics votes and written consent from the patients. "In the future, we need to make better research use of health data, and faster. This is precisely the aim of the Bavarian Cloud for Health Research as part of the Bavarian Highmed agenda," emphasizes Professor Markus Lerch, CEO and Medical Director of LMU University Hospital, supporting the project.

The team is already working on further use cases. Hendrik Ballhausen encourages interested parties from industries, science, and the public sector: "We would like to provide advisory to apply our approach to other areas. Federated Secure Computing stands for modern European data protection that renders data more valuable. This new approach to data protection does not slow down cooperation, instead it facilitates and accelerates further activities."
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Geography: Improving our understanding of complex crises | ScienceDaily
LMU researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.


						
Climate disaster, pandemics, species extinction, violent conflict -- we live in a time of multiple crises. Researchers and policymakers throughout the world are looking for ways to respond adequately to this many-headed monster -- something easier said than done. "Systemic risks increasingly converge in the Anthropocene, the age of human impacts," says Dr. Alexandre Pereira Santos from the Human-Environment Relations research and teaching unit at LMU's Department of Geography. "We know that these risks cause damages and losses, which may become even greater when hazards interact and multiply their impacts." This was the case, for example, when the Covid-19 crisis not only impacted people's health, but also drove many into poverty. Yet for many crises, the complexity of the interactions is only partially understood. Science has trouble integrating the various scales of analysis, disciplinary perspectives, and sectors of society.

In a paper published recently in the journal One Earth, Pereira Santos and his colleagues from Universitat Hamburg and the Norwegian University of Science and Technology present a novel approach for dealing with this complexity. Their goal was to take the various aspects into account and bring them together. "Our novel concept uses well-known analytical methods from climate and social sciences and connects them by means of a translator," says Pereira Santos. This translator brings together the different perspectives, spatial and temporal scales, and social sectors and allows for a more nuanced description of health and climate crises. Moreover, it does so in a way that preserves the complexity and diversity of evidence to support more inclusive and context-aware adaptation policies.

"Before our approach, researchers often had to choose which aspects to consider in order to avoid information overload. Or they had to perform general analyses of multiple risks, regions, or social sectors, resulting in the loss of information," explains the geographer. These losses include things like interactions between risks, individual social circumstances, the effects on the economy, or the risk exposure of various groups of people.

The authors point out that risk research is often limited by disciplinary approaches and single-sector or scale analyses, skewing policy advice towards biased, misguided, and unfair outcomes. They propose going beyond such trade-offs in favor of addressing the complexity of the various risks in an organized manner without losing breadth and depth of analysis. "Our translator model brings together various sources of evidence and joins them into a meaningful whole," summarizes Pereira Santos. "The framework we propose provides a deep and broad (that is to say, integrated and diverse) description of risk factors, to support research and policymaking with systematic and context-sensitive evidence."
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Rocky planets orbiting small stars could have stable atmospheres needed to support life | ScienceDaily
Since its launch in late 2021, NASA's James Webb Space Telescope has raised the possibility that we could detect signs of life on exoplanets, or planets outside our solar system.


						
Top candidates in this search are rocky, rather than gaseous, planets orbiting low-mass stars called M-dwarfs -- easily the most common stars in the universe. One nearby M-dwarf is TRAPPIST-1, a star about 40 light years away that hosts a system of orbiting planets under intense scrutiny in the search for life on planets orbiting stars other than the sun.

Previous research questioned the habitability of planets orbiting TRAPPIST-1, finding that intense UV rays would burn away their surface water. That would leave the planet's surface desiccated and, if only the hydrogen part of the water vapor molecules escapes, potentially with huge amounts of reactive oxygen that would inhibit origin-of-life chemistry.

Now, a University of Washington-led study recently published in Nature Communications finds that a sequence of events during the evolution of certain rocky planets orbiting M-dwarfs creates an atmosphere that would be stable over time.

"One of the most intriguing questions right now in exoplanet astronomy is: Can rocky planets orbiting M-dwarf stars maintain atmospheres that could support life?" said lead author Joshua Krissansen-Totton, a UW assistant professor of Earth and space sciences. "Our findings give reason to expect that some of these planets do have atmospheres, which significantly enhances the chances that these common planetary systems could support life."

The James Webb Space Telescope is sensitive enough that it can observe a select few of these planetary systems. Data coming back so far suggests that the hottest rocky planets, closest to the TRAPPIST-1 star, do lack significant atmospheres. But the telescope has not yet been able to clearly characterize planets in the "Goldilocks zone," slightly farther from their star, at a distance most favorable to supporting liquid water and life.

The new study modeled a rocky planet through the course of its molten formation and cooling over hundreds of millions of years into a solid terrestrial planet. Results showed that hydrogen or other light gases did initially escape into outer space. But for planets farther away from the star, where the temperature is more moderate, hydrogen also reacted with oxygen and iron in the planet's interior. This produced water and other, heavier, gases, forming an atmosphere that results show is stable over time.




Results also showed that for these "Goldilocks zone" planets, water rains out of the atmosphere fairly quickly, making the water less likely to escape.

"It's easier for the JWST to observe hotter planets closest to the star because they emit more thermal radiation, which isn't as affected by the interference from the star. For those planets we have a fairly unambiguous answer: They don't have a thick atmosphere," Krissansen-Totton said. "For me, this result is interesting because it suggests that the more temperate planets may have atmospheres and ought to be carefully scrutinized with telescopes, especially given their habitability potential."

The JWST has not yet been able to see whether the planets a little farther from the TRAPPIST-1 star have atmospheres. But if they do, that means they could have surface liquid water and a temperate climate conducive to life.

"With the telescopes that we have now, the James Webb and the extremely large ground-based telescopes coming soon, we're really only going to be able to look at a very small number of habitable zone rocky planets' atmospheres -- it's the TRAPPIST-1 planets and a couple of others," Krissansen-Totton said. "Given the huge interest in the search for life elsewhere, our result suggests that it's worthwhile investing telescope time to continue studying the habitability of these systems with the technology we have now, rather than waiting for the next generation of more powerful telescopes."

Co-authors are Nicholas Wogan, who did this work as a UW graduate student and is now at NASA; Maggie Thompson at Carnegie Institution for Science in Washington, D.C.; and Jonathan Fortney at the University of California, Santa Cruz. This research was supported by NASA.
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New tool enables a more complete and rapid decoding of the language of algal gene expression | ScienceDaily
A new method that research teams can use to measure and compare different forms of proteins and protein complexes helped reveal a previously unseen molecular signature of how algal genomes are controlled during the cell cycle. The publication, "pyMS-Vis, an open-source Python application for visualizing and investigating deconvoluted to-down mass spectrometric experiments: A histone proteoform case study" was recently published in the journal, Analytical Chemistry (2024).


						
The research collaboration included James Umen, PhD, member and principal investigator, Danforth Plant Science Center, James (Jim) Pesavento, PhD, associate professor at Saint Mary's College of California (SMC), Mowei Zhou, PhD, Qiushi scholar for experiments, Zhejiang University and Ljiljana Pasa-Tolic, PhD, lead scientist for Visual Proteomics, Department of Energy Environmental and Molecular Sciences Laboratory in Richland, WA.

The Umen lab is well known for longstanding research to understand how algal cells multiply and differentiate into sexually distinct types. Pesavento is an expert in using mass spectrometry to identify biological molecules with extremely high precision and to quantify their abundance. His special expertise is on a very important group of proteins called histones that are used to package DNA in all organisms whose cells have a nucleus including plants, algae and humans. Histones are not only essential for packaging and DNA into a compact form called chromatin, but also are decorated with chemical modifications that serve as signals or signposts marking locations of genes and whether they should be expressed. These markings are sometimes referred to as an epigenome as they add an additional layer of information to the DNA with which they associate.

A major challenge in this field has been figuring out which histones have which chemical modifications, where on the histone protein those modifications occur, and whether they are dynamic (added and removed under specific conditions). The combinatorial possibilities make this task especially difficult even with the most advanced mass spectrometry instrumentation and software available. Moreover, each group of organisms such as plants and green algae, seem to have their own variant histone code language, and it is important to learn this language as a tool for helping make improved varieties with beneficial traits.

Although commercial software exists to help with this task, there was no software that was robust enough to tackle histone modifications on whole histone proteins. Pesavento realized that the repetitive and time-consuming tasks to identify histone modifications could be partially automated, and he set out to create an open-source tool called pyMS-Vis to help solve this problem for algal histones and other histone researchers.

"This work started as a collaboration with SMC professor Udayan Das, PhD, as we co-mentored an undergraduate computer science student Megan Bindra during the SMC undergraduate Summer Research Program in 2022," said Pesavento. "We were able to make significant progress, and Bindra presented this work at a professional conference the following year (2023). The combination of NSF funding support for my small lab at SMC and invested collaborators across diverse scientific disciplines, were essential to this work's publication."

To test this method, he used a set of histone samples the Umen lab prepared from cells that were in different stages of their cell division cycle to answer questions about what happens to marks on histones in cells when they are replicating their DNA versus when they are growing but not replicating DNA or dividing. pyMS-Vis made it possible to rapidly analyze the data and discover a new and unexpectedly large population of a specific histone sub-type that was missing a mark which had always been assumed to be present on nearly every histone of this sub-type.

"pyMS-Vis has allowed us to see histone dynamics that we could not easily see before and opened the door to a more complete understanding of the language of algal gene expression," said Umen. "This deeper understanding will be a critical part of developing algae as productive crop species that stably express beneficial traits such as increased yields of oil or high value products."
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Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome | ScienceDaily
Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.


						
Researchers at McMaster University have gathered and analyzed samples from the community of microorganisms, or microbiome, on the wings of several bat species in Lillooet, British Columbia, which they hope will reveal new information about how WNS affects bats and, more important, how to stop it.

Lillooet is of special interest to scientists because its rich and diverse bat population, concentrated in a relatively small geographic area and diverse ecological niches, has shown no signs of infection, even though the disease-causing agent is present elsewhere in B.C. and WNS is widespread in Canada and the US.

"We see a very high number of bat species in the Rockies and west of the Rockies," explains Jianping Xu, a professor in the Department of Biology at McMaster University and lead author of the paper, newly published in Microbiology Spectrum, a journal of the American Society for Microbiology.

"If there is a new frontier for preserving bat species, it will likely be found in western North America, yet we know very little about the wing microbiome of these bats."

Healthy wings are critical for the survival and reproduction of bats and the wing microbiome is believed to play a major role in their susceptibility to WNS, say the researchers, who will use the new data to refine a probiotic cocktail they developed in collaboration with scientists at the Wildlife Conservation Society of Canada and Thompson Rivers University.

The cocktail is one of a handful of experimental treatments -- including vaccines and fumigation -- which are being tested as the scientific community races to treat and prevent WNS. The disease has spread rapidly since it was first detected in New York State in 2006 and has killed millions of bats throughout eastern North America.




White-nose syndrome is caused by Pseudogymnoascus destructans or pd, a fungus that thrives in cold temperatures. It tends to hit smaller species which include the little brown bat, northern long-eared bat and the tricolored bat, all of which have suffered dramatic population declines of as much as 90 per cent in affected areas.

The fuzzy white fungal growth typically appears on the muzzles or wings of infected bats during hibernation, when their metabolic rate and body temperature are low. WNS interrupts hibernation and wakes the bats, causing them to use precious fat reserves, which leads to starvation.

In Lillooet, Xu and his team captured and tested 76 bats and subsequently identified thousands of bacteria and fungi, many of them previously unknown.

They previously isolated over 1000 bacterial strains from bat wings and identified over a dozen strains which appear to fend off the fungus responsible for WNS. Further testing of four strains showed those individual strains of bacteria to be more effective against the fungus when combined.

"To develop a powerful probiotic cocktail that will work and will have an effect against the fungus in nature, we must understand the microbiome of the bats, or what exactly is on their wings," explains Xu.

Over the last three years the team has administered the cocktail to roosts in British Columbia and in Washington State with promising results.

"This kind of information will allow us to refine potentially region-specific probiotic cocktails and manipulate the microbiome to help the survival of bats," says Xu.
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A multi-level breakthrough in optical computing | ScienceDaily
For the first time, an international cadre of electrical engineers has developed a new method for photonic in-memory computing that could make optical computing a reality in the near future.


						
The team includes researchers from the University of Pittsburgh Swanson School of Engineering, the University of California -- Santa Barbara, the University of Cagliari, and the Tokyo Institute of Technology (now the Institute of Science Tokyo). Their results were published today in the journal Nature Photonics.

This research has been a collaborative effort jointly coordinated by Nathan Youngblood, assistant professor of electrical and computer engineering at Pitt, together with Paulo Pintus, previously at UC Santa Barbara and now assistant professor at the University of Cagliari, Italy; and Yuya Shoji, associate professor at the Institute of Science Tokyo, Japan.

Until now, researchers have been limited in developing photonic memory for AI processing -- gaining one important attribute like speed while sacrificing another like energy usage. In the article, the international team demonstrates a unique solution that addresses current limitations of optical memory that have yet to combine non-volatility, multibit storage, high switching speed, low switching energy, and high endurance in a single platform.

"The materials we use in developing these cells have been available for decades. However, they have primarily been used for static optical applications, such as on-chip isolators rather than a platform for high performance photonic memory," Youngblood explained. "This discovery is a key enabling technology toward a faster, more efficient, and more scalable optical computing architecture that can be directly programmed with CMOS (complementary metal-oxide semiconductor) circuitry -- which means it can be integrated into today's computer technology.

"Additionally, our technology showed three orders of magnitude better endurance than other non-volatile approaches, with 2.4 billion switching cycles and nanosecond speeds."

The authors propose a resonance-based photonic architecture which leverages the non-reciprocal phase shift in magneto-optical materials to implement photonic in-memory computing.




A typical approach to photonic processing is to multiply a rapidly changing optical input vector with a matrix of fixed optical weights. However, encoding these weights on-chip using traditional methods and materials has proven challenging. By using magneto-optic memory cells comprised of heterogeneously integrated cerium-substituted yttrium iron garnet (Ce:YIG) on silicon micro-ring resonators, the cells cause light to propagate bidirectionally, like sprinters running opposite directions on a track.

Computing by Controlling the Speed of Light

"It's like the wind is blowing against one sprinter while helping the other run faster," explained Pintus, who led the experimental work at UC Santa Barbara. "By applying a magnetic field to the memory cells, we can control the speed of light differently depending on whether the light is flowing clockwise or counterclockwise around the ring resonator. This provides an additional level of control not possible in more conventional non-magnetic materials."

The team is now working to scale up from a single memory cell to a large-scale memory array which can support even more data for computing applications. They note in the article that the non-reciprocal magneto-optic memory cell offers an efficient non-volatile storage solution that could provide unlimited read/write endurance at sub-nanosecond programming speeds.

"We also believe that future advances of this technology could use different effects to improve the switching efficiency," Shoji at Tokyo added, "and that new fabrication techniques with materials other than Ce:YIG and more precise deposition can further advance the potential of non-reciprocal optical computing."

Other researchers on this project include:
    	John E. Bowers, distinguished faculty at University of California at Santa Barbara
    	Mario Dumont, graduate student researcher at University of California at Santa Barbara
    	Duanni Huang, former researcher at University of California at Santa Barbara
    	Galan Moody, faculty at University of California at Santa Barbara
    	Toshiya Murai, researcher at National Institute of Advanced Industrial Science and Technology, Japan
    	Vivswan Shah, graduate student researcher at University of Pittsburgh
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Researchers develop new coatings to boost turbine engine efficiency | ScienceDaily
A University of Virginia-led research team has developed new protective coatings that allow turbine engines to run at higher temperatures before components begin to fail.


						
"Hotter engines are more efficient," said Elizabeth J. Opila, professor and chair of the Department of Materials Science and Engineering at UVA and a lead researcher on the project.

Turbine engines are known for aircraft propulsion, but stationary turbines have many industrial uses, including power generation. They burn fuel to rotate turbine blades, converting mechanical energy to electricity.

"You get more work output per heat input at higher temperatures," Opila said. "The potential benefits drive interest in coatings that act as a barrier against the reactive gases produced by combustion at these high temperatures that can damage turbine blades."

Efficiency translates to less fuel consumption and reduced emissions and operating costs -- which helps account for why the U.S. Department of Energy's ARPA-E ULTIMATE program funded the team's work. They published their findings in the October print issue of Scripta Materialia.

Limits of Today's High-Temperature Materials

Two primary material systems are used in the hot section of turbine engines today:
    	Coated nickel-based superalloys can tolerate up to about 2,200degF -- well short of the DOE's goal of nearly 3,300degF.
    	Ceramic composites use several coating layers to protect against degradation from oxidation, a chemical reaction that occurs with exposure to air and moisture. However, these systems are limited by the melting temperature of one layer, silicon, which melts at 2,577degF.

The UVA-led team focused on another material option called refractory metal alloys. Refractory metals were studied extensively in the 1960s. While durable and heat-resistant, they were abandoned due to poor oxidation resistance.




To protect the alloy, the researchers experimented with rare earth oxides -- chemical compounds that naturally possess strong protective properties -- to come up with one do-it-all coating.

"By combining multiple rare earth oxides, tailoring properties to better protect the underlying substrate can be achieved with just a single layer," said Kristyn Ardrey, a Ph.D. alumna of Opila's lab and first author of the paper. "This allowed us to achieve better performance without complex multi-layer coatings."

A Multidisciplinary Team Approach

Opila's lab created and tested new combinations of rare earth elements, such as yttrium, erbium and ytterbium. To predict the best combinations and improve performance, they worked with UVA associate professors Bi-Cheng Zhou and Prasanna Balachandran, whose labs specialize in computer simulations and machine learning, a form of artificial intelligence.

The team applied the coatings to alloys using two standard manufacturing methods. One technique heats the material to a molten state before spraying on the surface. The other is applied as a liquid mixture that dries and hardens. The researchers tested and compared how well each method performed under extreme heat and reactive conditions, such as exposure to high-temperature steam.

They also partnered with UVA Professor Patrick Hopkins' ExSiTE Lab, which specializes in using lasers to measure heat resistance and material strength.




"This was a collaborative effort," Opila said. "Using machine learning and computational methods allowed us to explore a huge range of possible material combinations, and Patrick's lab was key to understanding the physical characteristics of the materials we developed."

More Work To Be Done

As one of the first research groups to experiment with multicomponent rare earth oxides, the team knows more testing and refinement are needed. Using computer simulations will help them continue improving the coatings and analyze the best ways to apply them.

But their results represent an important step forward in turbine engine technology -- and that's good for everyone.

"Reducing fuel consumption and emissions while improving engine performance is not only good for industries like energy and aviation," Opila said. "It also means a cleaner environment and lower costs for everyday consumers."
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With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say | ScienceDaily
Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. In a perspective paper publishing October 23 in the Cell Press journal Joule, bioengineers propose a radical new method of food production that they call "electro-agriculture." The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be genetically engineered to "eat." The researchers estimate that if all food in the US were produced using electro-agriculture, it would reduce the amount of land needed for agriculture by 94%. The method could also be used to grow food in space.


						
"If we don't need to grow plants with sunlight anymore, then we can decouple agriculture from the environment and grow food in indoor, controlled environments," says corresponding author and biological engineer Robert Jinkerson of University of California, Riverside. "I think that we need to move agriculture into the next phase of technology, and producing it in a controlled way that is decoupled from nature has to be the next step."

Electro-agriculture would mean replacing agricultural fields with multi-story buildings. Solar panels on or near the buildings would absorb the sun's radiation, and this energy would power a chemical reaction between CO2 and water to produce acetate -- a molecule similar to acetic acid, the main component in vinegar. The acetate would then be used to feed plants that are grown hydroponically. The method could also be used to grow other food-producing organisms, since acetate is naturally used by mushrooms, yeast, and algae.

"The whole point of this new process to try to boost the efficiency of photosynthesis," says senior author Feng Jiao, an electrochemist at Washington University in St. Louis. "Right now, we are at about 4% efficiency, which is already four times higher than for photosynthesis, and because everything is more efficient with this method, the CO2 footprint associated with the production of the food becomes much smaller."

To genetically engineer acetate-eating plants, the researchers are taking advantage of a metabolic pathway that germinating plants use to break down food stored in their seeds. This pathway is switched off once plants become capable of photosynthesis, but switching it back on would enable them to use acetate as a source of energy and carbon.

"We're trying to turn this pathway back on in adult plants and reawaken their native ability to utilize acetate," says Jinkerson. "It's analogous to lactose intolerance in humans -- as babies we can digest lactose in milk, but for many people that pathway is turned off when they grow up. It's kind of the same idea, only for plants."

The team is focusing their initial research on tomatoes and lettuce but plan to move on to high-calorie staple crops such as cassava, sweet potatoes, and grain crops in future. Currently, they've managed to engineer plants that can use acetate in addition to photosynthesis, but they ultimately aim to engineer plants that can obtain all of their necessary energy from acetate, meaning that they would not need any light themselves.

"For plants, we're still in the research-and-development phase of trying to get them to utilize acetate as their carbon source, because plants have not evolved to grow this way, but we're making progress," says Jinkerson. "Mushrooms and yeast and algae, however, can be grown like this today, so I think that those applications could be commercialized first, and plants will come later down the line."

The researchers also plan to continue refining their method of acetate production to make the carbon-fixation system even more efficient.

"This is just the first step for this research, and I think there's a hope that its efficiency and cost will be significantly improved in the near future," says Jiao.
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Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae | ScienceDaily
Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home.


						
The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle and has the potential to be a widely applicable method among coral species for reef restoration.

Golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours in the water. After that window, the sound had little effect.

Coral reefs support more than a quarter of all marine animals, protect coastlines from strong waves and storms, and provide food and tourism opportunities for millions of people around the world. Researchers estimate that 25% of all coral reefs have been lost in the last 30 years.

Coral reefs worldwide are in trouble. These ecosystems support a billion people and more than a quarter of marine species. Still, many have been damaged by unsustainable fishing and tourism, coastal construction, nutrient runoff, and climate change. Now, researchers have shown that broadcasting the sounds of healthy reefs is a way to encourage larval corals to repopulate degraded sites and help revitalize them.

A recent study done by researchers at the Woods Hole Oceanographic Institution (WHOI) showed that golfball coral larvae can be encouraged to settle when they hear the sounds of a vibrant, healthy reef. This is the second coral species to demonstrate a responsiveness to sound, indicating that this technique has the potential to be a widely applicable tool for reef restoration.

"Acoustic enrichment is continuing to show promise as a technique in the field and in the lab to enhance coral settlement rates," said Nadege Aoki, a doctoral candidate at WHOI and first author of the recently published paper in JASA Express Letters. "There is a very limited pool of species that have had any kind of acoustic work done with them so far, and this is the second one where the corals have responded to replayed sound and settled."

During the larval stage of their life, corals drift or swim through the water looking for the right place to settle. To decide where they should attach to the seabed and mature into their stationary adult forms, coral larvae may rely on cues from chemicals, light, and -- as Aoki and her colleagues demonstrated previously and in this study -- sounds. Healthy coral reefs echo with a chorus of purrs and grunts from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Damaged or degraded reefs are much quieter, and it appears that some coral larvae can tell the difference.




In July of 2022, Aoki and her colleagues collected larvae from Favia fragum -- commonly known as golfball coral -- in the U.S. Virgin Islands. They divided the larvae into cups and set them up in two quiet, sandy bays off the southeastern coast of St. John: Great Lameshur Bay and Grootpan Bay. At Great Lameshur, the researchers placed the cups of larvae one meter away from a solar-powered speaker playing sounds recorded at the nearby Tektite reef, which is considered relatively healthy and noisy. The researchers used the same setup in Grootpan Bay, but the speakers only played silence or sounds recorded in Grootpan.

At each site, half of the larvae cups were in the water for 24 hours and half for 48 hours. After 24 hours, none of the larvae at the control site had settled to the bottom of their cups, but about 30% of the larvae hearing the sounds of a healthy reef had settled. After 48 hours, the settlement rates at both sites were much higher and roughly equivalent -- around 73% at Great Lameshur and 85% at Grootpan.

The sample sizes at both time intervals were too small for the results to be statistically significant. However, the researchers also conducted a similar experiment in fiberglass aquarium tanks. In the tanks, they checked for larval settlement after 24 and 72 hours of sound exposure. Combining these results, they found that golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours. After that window, the larvae settled at basically the same rate, regardless of what they were hearing.

"Acoustic enrichment worked for 36 hours or so," said Aran Mooney, a marine biologist at WHOI and senior author of the paper. "After that, they seem desperate to settle, and healthy cues become less important."

Golfball coral have a relatively short window of viability in their larval stage. They don't have the resources to float around for weeks searching for the ideal spot; they want to settle in 8 to 36 hours after they are released into the water, Mooney said. The researchers found that sound cues are most effective while the larvae have the resources to be picky -- once they run out of time, they'll settle just about anywhere.

"We're getting at some of the nuances of coral biology," Aoki said. "There's a huge range of reproductive strategies that corals use and different species have different larval periods. We're opening up this broad realm of questions about how responsiveness to sound will vary between species."

The work also demonstrates that corals will respond to auditory cues even in tanks, where sound reflections, aerators, and water filters make the acoustics less than ideal. It can be tricky to get corals to reproduce and settle in tanks, sometimes taking months to get everything just right. Adding healthy reef sounds might facilitate that process in land-based nurseries. There isn't likely to be a single solution that works for every coral species in every part of the world, but the researchers hope that acoustic enrichment, applied with an understanding of the local ecology and coral biology, will prove to be an effective tool for coral restoration.




"Finding a second species settling in response to sound shows that this isn't just a one-off, and maybe we can really scale this up," Mooney said. "But we can't just throw a speaker over the side of a boat and think it's going to work. We have to know the system and it has to be integrated with other conservation and restoration efforts."

This research was supported by the Vere and Oceankind Foundations, the National Science Foundation, and WHOI's Reef Solutions Initiative.
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Researchers flip genes on and off with AI-designed DNA switches | ScienceDaily
Researchers at The Jackson Laboratory (JAX), the Broad Institute of MIT and Harvard, and Yale University, have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.


						
"What is special about these synthetically designed elements is that they show remarkable specificity to the target cell type they were designed for," said Ryan Tewhey, PhD, an associate professor at The Jackson Laboratory and co-senior author of the work. "This creates the opportunity for us to turn the expression of a gene up or down in just one tissue without affecting the rest of the body."

In recent years, genetic editing technologies and other gene therapy approaches have given scientists the ability to alter the genes inside living cells. However, affecting genes only in selected cell types or tissues, rather than across an entire organism, has been difficult. That is in part because of the ongoing challenge of understanding the DNA switches, called cis-regulatory elements (CREs), that control the expression and repression of genes.

In a paper published in Oct. 23 advanced online issue of Nature, Tewhey and his collaborators not only designed new, never-before-seen synthetic CREs, but used the CREs to successfully activate genes in brain, liver or blood cells without turning on those genes in other cell types.

Tissue- and time-specific instructions

Although every cell in an organism contains the same genes, not all the genes are needed in every cell, or at all times. CREs help ensure that genes needed in the brain are not used by skin cells, for instance, or that genes required during early development are not activated in adults. CREs themselves are not part of genes, but are separate, regulatory DNA sequences -- often located near the genes they control.

Scientists know that there are thousands of different CREs in the human genome, each with slightly different roles. But the grammar of CREs has been hard to figure out, "with no straightforward rules that control what each CRE does," explained Rodrigo Castro, PhD, a computational scientist in the Tewhey lab at JAX and co-first author of the new paper. "This limits our ability to design gene therapies that only effect certain cell types in the human body."

"This project essentially asks the question: 'Can we learn to read and write the code of these regulatory elements?'" said Steven Reilly, PhD, assistant professor of genetics at Yale and one of the senior authors of the study. "If we think about it in terms of language, the grammar and syntax of these elements is poorly understood. And so, we tried to build machine learning methods that could learn a more complex code than we could do on our own."




Using a form of artificial intelligence (AI) called deep learning, the group trained a model using hundreds of thousands of DNA sequences from the human genome that they measured in the laboratory for CRE activity in three types of cells: blood, liver and brain. The AI model allowed the researchers to predict the activity for any sequence from the almost infinite number of possible combinations. By analyzing these predictions, the researchers discovered new patterns in the DNA, learning how the grammar of CRE sequences in the DNA impact how much RNA would be made -- a proxy for how much a gene is activated.

The team, including Pardis Sabeti, MD, DPhil, co-senior author of the study and a core institute member at the Broad Institute and professor at Harvard, then developed a platform called CODA (Computational Optimization of DNA Activity), which used their AI model to efficiently design thousands of completely new CREs with requested characteristics, like activating a particular gene in human liver cells but not activating the same gene in human blood or brain cells. Through an iterative combination of 'wet' and 'dry' investigation, using experimental data to first build and then validate computational models, the researchers refined and improved the program's ability to predict the biological impact of each CRE and enabled the design of specific CREs never before seen in nature.

"Natural CREs, while plentiful, represent a tiny fraction of possible genetic elements and are constrained in their function by natural selection," said study co-first author Sager Gosai, PhD, a postdoctoral fellow in Sabeti's lab. "These AI tools have immense potential for designing genetic switches that precisely tune gene expression for novel applications, such as biomanufacturing and therapeutics, that lie outside the scope of evolutionary pressures."

Pick-and-choose your organ

Tewhey and his colleagues tested the new, AI-designed synthetic CREs by adding them into cells and measuring how well they activated genes in the desired cell type, as well as how good they were at avoiding gene expression in other cells. The new CREs, they discovered, were even more cell-type-specific than naturally occurring CREs known to be associated with the cell types.

"The synthetic CREs semantically diverged so far from natural elements that predictions for their effectiveness seemed implausible," said Gosai. "We initially expected many of the sequences would misbehave inside living cells."

"It was a thrilling surprise to us just how good CODA was at designing these elements," said Castro.




Tewhey and his collaborators studied why the synthetic CREs were able to outperform naturally occurring CREs and discovered that the cell-specific synthetic CREs contained combinations of sequences responsible for expressing genes in the target cell types, as well as sequences that repressed or turned off the gene in the other cell types.

Finally, the group tested several of the synthetic CRE sequences in zebrafish and mice, with good results. One CRE, for instance, was able to activate a fluorescent protein in developing zebrafish livers but not in any other areas of the fish.

"This technology paves the way toward the writing of new regulatory elements with pre-defined functions," said Tewhey. "Such tools will be valuable for basic research but also could have significant biomedical implications where you could use these elements to control gene expression in very specific cell types for therapeutic purposes."
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Novel antibody platform tackles viral mutations | ScienceDaily
Scientists at the Icahn School of Medicine at Mount Sinai, in collaboration with colleagues in the field, have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies.


						
Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and treatments. Details on the results were published October 23 in the journal Cell.

Since the start of the COVID-19 pandemic, SARS-CoV-2 has quickly mutated, making many vaccines and treatments less effective. To combat this, Yi Shi, PhD, and his team at Icahn Mount Sinai created AMETA, a versatile platform that uses engineered nanobodies to simultaneously target multiple stable regions of the virus that are less likely to mutate. This multi-targeting strategy, paired with a significant boost in binding strength, provides a more durable and resilient defense against evolving viruses, say the researchers.

"Mutational escape in SARS-CoV-2 has been a persistent challenge, with current vaccines and treatments struggling to keep pace with the virus's rapid evolution," says Dr. Shi, lead corresponding author and Associate Professor of Pharmacological Sciences at Icahn Mount Sinai. "Most therapeutic antibodies target a single viral site and lose effectiveness within a year as new variants appear. AMETA, however, is designed to bind to multiple conserved regions of the virus at once, making it much harder for resistance to develop. This platform can potentially be adapted for other fast-mutating pathogens, offering a durable and adaptable approach to managing infectious diseases globally."

AMETA is designed by attaching specialized nanobodies to a human IgM scaffold, which is a part of the immune system's natural defense structure that helps fight infections. This allows AMETA to display more than 20 nanobodies at once, significantly boosting its ability to bind to the virus by targeting multiple stable regions on its surface, say the investigators. As a result, AMETA is far more effective against advanced variants, offering up to a million times greater potency compared to traditional antibodies that focus on a single target.

Both lab tests and experiments in mice have shown that AMETA constructs are highly effective against a range of SARS-CoV-2 variants, including the heavily mutated Omicron sublineages and even the closely related SARS-CoV virus, according to the investigators. Collaborating with researchers from the University of Oxford and Case Western Reserve University, the team used advanced imaging tools like cryo-electron microscopy and cryotomography to reveal that AMETA neutralizes the virus through several unexpected mechanisms. These include clumping viral particles together, binding to key regions of the spike protein, and disrupting the spike's structure in ways not seen in other antiviral treatments, preventing the virus from infecting cells.

"Our goal with AMETA is to create a long-lasting platform that overcomes the fast-evolving properties of viral pathogens," says Adolfo Garcia-Sastre, PhD, co-senior author of the study, Irene and Dr. Arthur M. Fishberg Professor of Medicine, and Director of the Global Health and Emerging Pathogens Institute at Icahn Mount Sinai. "This platform is not just a solution for COVID-19 but could also serve as a framework for combating other rapidly mutating human microbes, like HIV, and for protection from future emerging viruses, including influenza viruses with pandemic potential."

"AMETA's flexible design allows it to be quickly adapted to target a diverse range of pathogens, providing an agile and dynamic solution for emerging infections. Our findings represent a major step forward in overcoming mutational escape across viruses and antibiotic-resistant microbes," adds Dr. Shi.

With its modular structure, AMETA also enables rapid and cost-effective production of new nanobody constructs, making it an ideal candidate for addressing future pandemics, say the investigators.

Drs. Shi and Garcia-Sastre's teams are now preparing for additional preclinical and potential clinical trials to evaluate AMETA's therapeutic potential across various diseases.
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Immunotherapy blocks scarring, improves heart function in mice with heart failure | ScienceDaily
A new study from Washington University School of Medicine in St. Louis suggests that a type of immunotherapy -- similar to that approved by the Food and Drug Administration (FDA) to treat inflammatory conditions such as arthritis -- also may be an effective treatment strategy for heart failure.


						
The study is published Oct. 23 in the journal Nature.

After a heart attack, viral infection or other injury to the heart, scar tissue often forms in the heart muscle, where it interferes with the heart's normal contractions and plays a leading role in heart failure, the progressive loss of the heart's ability to pump sufficient blood to the body. This chronic condition creates a worsening feedback loop that can only be slowed with available medical therapies, but it has no cure.

Studying human tissue samples as part of the new study, the researchers identified a type of fibroblast cell in the heart as the main culprit responsible for the formation of scar tissue in heart failure. To see if they could prevent scar formation, the scientists turned to mouse models of heart failure that have the very same type of fibroblasts. They used a therapeutic protein -- called a monoclonal antibody -- that blocks the formation of this harmful type of fibroblast, and succeeded in reducing the formation of scar tissue and improving heart function in the mice.

"After scar tissue forms in the heart, its ability to recover is dramatically impaired or impossible," said cardiologist and senior author Kory Lavine, MD, PhD, a professor of medicine in the Cardiovascular Division at WashU Medicine. "Heart failure is a growing problem in the U.S. and globally, affecting millions of people. Current treatments can help relieve symptoms and slow the progression, but there is a tremendous need for better therapies that actually stop the disease process and prevent the formation of new scar tissue that causes a loss of heart function. We are hopeful our study will lead to clinical trials investigating this immunotherapy strategy in heart failure patients."

Fibroblasts have many roles in the heart, and parsing out the differences between various populations of these cells has been challenging. Some types of fibroblasts support the heart's structural integrity and maintain good blood flow through the heart's blood vessels, while others are responsible for driving inflammation and the development of scar tissue. Only recently, with the wide availability of the most advanced single cell sequencing technologies, could scientists peg which groups of cells are which.

"These various types of fibroblasts highlight newly recognized opportunities to craft treatment strategies that specifically block the type of fibroblasts that promote scarring and protect fibroblasts that maintain the structure of the heart, so the heart doesn't rupture," Lavine said. "Our research suggests that the fibroblasts that promote scarring in the injured heart are very similar to fibroblasts associated with cancer and other inflammatory processes. This opens the door to immunotherapies that potentially can stop the inflammation and resulting scar tissue."

The research team, co-led by Junedh Amrute, a graduate student in Lavine's lab, used genetic methods to demonstrate that a signaling molecule called IL-1 beta was important in a chain of events driving fibroblasts to create scar tissue in heart failure. With that in mind, they tested a mouse monoclonal antibody that blocks IL-1 beta and found beneficial effects in the mouse hearts. The mouse monoclonal antibody was provided by Amgen, whose scientists were also co-authors of the study. Monoclonal antibodies are proteins manufactured in the lab that modulate the immune system. The treatment reduced the formation of scar tissue and improved the pumping capacity of the mouse hearts, as measured on an echocardiogram.




At least two FDA-approved monoclonal antibodies -- canakinumab and rilonacept -- can block IL-1 signaling. These immunotherapies are approved to treat inflammatory disorders such as juvenile idiopathic arthritis and recurrent pericarditis, which is inflammation of the sac surrounding the heart.

One of these antibodies also has been evaluated in a clinical trial for atherosclerosis, a buildup of plaque that hardens the arteries. The trial, called CANTOS (Canakinumab Anti-inflammatory Thrombosis Outcome Study), showed a benefit for study participants with atherosclerosis.

"Even though this trial was not designed to test this treatment in heart failure, there are hints in the data that the monoclonal antibody might be beneficial for patients with heart failure," Lavine said. "Secondary analyses of the data from this trial showed that the treatment was associated with a sizable reduction in heart failure admissions compared with standard care. Our new study may help explain why."

Even so, the IL-1 antibody used in the CANTOS study had some side effects, such as increased risk of infection, that could perhaps be reduced with a more targeted antibody that specifically blocks IL-1 signaling in cardiac fibroblasts, according to the researchers.

"We are hopeful that the combination of all of this evidence, including our work on the IL-1 beta pathway, will lead to the design of a clinical trial to specifically test the role of targeted immunotherapy in heart failure patients," Lavine said.
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How ovarian cancer disables immune cells | ScienceDaily
Weill Cornell Medicine researchers have discovered a mechanism that ovarian tumors use to cripple immune cells and impede their attack -- blocking the energy supply T cells depend on. The work, published Oct. 23 in Nature, points toward a promising new immunotherapy approach for ovarian cancer, which is notoriously aggressive and hard to treat.


						
A significant obstacle in treating ovarian cancer is the tumor microenvironment -- the complex ecosystem of cells, molecules and blood vessels that shields cancer cells from the immune system. Within this hostile environment, T cells lose their ability to take up the lipid (fat) molecules, which are necessary for energy to mount an effective attack.

"T cells rely on lipids as fuel, burning them in their mitochondria to power their fight against pathogens and tumors," explained senior author, Dr. Juan Cubillos-Ruiz, The William J. Ledger, M.D., Distinguished Associate Professor of Infection and Immunology in Obstetrics and Gynecology at Weill Cornell Medicine. "However, the molecular mechanisms that govern this critical energy supply are still not well understood."

Identifying How Tumors Block T Cell Energy Supply

Lipids are abundant in ovarian tumors, but T cells seem unable to utilize them in this environment. "Researchers have focused on a protein called fatty acid-binding protein 5, or FABP5, which facilitates lipid uptake, but its exact location within the T cell remained unclear," said Dr. Sung-Min Hwang, a postdoctoral associate in Dr. Cubillos-Ruiz's lab who led the new study. Dr. Hwang discovered that in patient-derived tumor specimens and mouse models of ovarian cancer, FABP5 becomes trapped inside the cytoplasm of T cells instead of moving to the cell surface, where it would normally help take up lipids from the surroundings.

"That was the 'aha!' moment; since FABP5 is not getting to the surface, it couldn't bring in the lipids necessary for energy production. But we still needed to figure out why," said Dr. Cubillos-Ruiz, who is also co-leader of the Cancer Biology Program in the Sandra and Edward Meyer Cancer Center at Weill Cornell Medicine.

Working with collaborators, the researchers used a battery of biochemical assays to identify proteins that bind to FABP5. They found a protein called Transgelin 2 that interacts with FABP5 and helps move it to the cell surface.




Further experiments revealed that ovarian tumors suppress the production of Transgelin 2 in infiltrating T cells. Delving deeper, the researchers discovered that the transcription factor XBP1, which is activated by the stressful conditions within the tumor, represses the gene encoding Transgelin 2. Without Transgelin 2, FABP5 is trapped in the cytoplasm of T cells, preventing lipid uptake and rendering the T cells unable to attack the tumor.

Designer Immunotherapies to Overcome Tumor Defenses

With this fundamental mechanism worked out, the team explored an immunotherapy called chimeric antigen receptor T (CAR T) cells. This approach collects a patient's T cells, engineers them to attack tumor cells and then injects the designer cells into the patient. "CAR T cells work well against hematological cancers like leukemia and lymphoma, but they're really not effective for solid tumors like ovarian or pancreatic cancers," Dr. Cubillos-Ruiz said.

When Dr. Hwang and his colleagues tested CAR T cells, which are currently being evaluated in clinical trials, in mouse models of metastatic ovarian cancer, they found the same problem -- Transgelin 2 repression and impaired lipid uptake. Just like normal T cells in the tumor microenvironment, the engineered CAR T cells had FABP5 tangled in the cytoplasm. As a result, the CAR T cells were unable access lipids for energy to effectively attack the tumor, highlighting a critical barrier in using this immunotherapy for solid tumors like ovarian cancer.

To solve the problem, the researchers inserted a modified Transgelin 2 gene that couldn't be blocked by stress transcription factors, so expression of the critical protein was preserved. This allowed Transgelin 2 to chaperone FABP5 to the surface of the CAR T cells where it could take up lipids.

Indeed, the upgraded T cells were much more effective in attacking ovarian tumors than the original CAR T cells. "Our findings reveal a key mechanism of immune suppression in ovarian cancer and suggest new avenues to improve the efficacy of adoptive T cell immunotherapies in aggressive solid malignancies," Dr. Cubillos-Ruiz said.
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Physicists discover first 'black hole triple' | ScienceDaily
Many black holes detected to date appear to be part of a pair. These binary systems comprise a black hole and a secondary object -- such as a star, a much denser neutron star, or another black hole -- that spiral around each other, drawn together by the black hole's gravity to form a tight orbital pair.


						
Now a surprising discovery is expanding the picture of black holes, the objects they can host, and the way they form.

In a study appearing in Nature, physicists at MIT and Caltech report that they have observed a "black hole triple" for the first time. The new system holds a central black hole in the act of consuming a small star that's spiraling in very close to the black hole, every 6.5 days -- a configuration similar to most binary systems. But surprisingly, a second star appears to also be circling the black hole, though at a much greater distance. The physicists estimate this far-off companion is orbiting the black hole every 70,000 years.

That the black hole seems to have a gravitational hold on an object so far away is raising questions about the origins of the black hole itself. Black holes are thought to form from the violent explosion of a dying star -- a process known as a supernova, by which a star releases a huge amount of energy and light in a final burst before collapsing into an invisible black hole.

The team's discovery, however, suggests that if the newly-observed black hole resulted from a typical supernova, the energy it would have released before it collapsed would have kicked away any loosely bound objects in its outskirts. The second, outer star, then, shouldn't still be hanging around.

Instead, the team suspects the black hole formed through a more gentle process of "direct collapse," in which a star simply caves in on itself, forming a black hole without a last dramatic flash. Such a gentle origin would hardly disturb any loosely bound, faraway objects.

Because the new triple system includes a very far-off star, this suggests the system's black hole was born through a gentler, direct collapse. And while astronomers have observed more violent supernovae for centuries, the team says the new triple system could be the first evidence of a black hole that formed from this more gentle process.




"We think most black holes form from violent explosions of stars, but this discovery helps call that into question," says study author Kevin Burdge, a Pappalardo Fellow in the MIT Department of Physics. "This system is super exciting for black hole evolution, and it also raises questions of whether there are more triples out there."

The study's co-authors at MIT are Erin Kara, Claude Canizares, Deepto Chakrabarty, Anna Frebel, Sarah Millholland, Saul Rappaport, Rob Simcoe, and Andrew Vanderburg, along with Kareem El-Badry at Caltech.

Tandem motion

The discovery of the black hole triple came about almost by chance. The physicists found it while looking through Aladin Lite, a repository of astronomical observations, aggregated from telescopes in space and all around the world. Astronomers can use the online tool to search for images of the same part of the sky, taken by different telescopes that are tuned to various wavelengths of energy and light.

The team had been looking within the Milky Way galaxy for signs of new black holes. Out of curiosity, Burdge reviewed an image of V404 Cygni -- a black hole about 8,000 light years from Earth that was one of the very first objects ever to be confirmed as a black hole, in 1992. Since then, V404 Cygni has become one of the most well-studied black holes, and has been documented in over 1,300 scientific papers. However, none of those studies reported what Burdge and his colleagues observed.

As he looked at optical images of V404 Cygni, Burdge saw what appeared to be two blobs of light, surprisingly close to each other. The first blob was what others determined to be the black hole and an inner, closely orbiting star. The star is so close that it is shedding some of its material onto the black hole, and giving off the light that Burdge could see. The second blob of light, however, was something that scientists did not investigate closely, until now. That second light, Burdge determined, was most likely coming from a very far-off star.




"The fact that we can see two separate stars over this much distance actually means that the stars have to be really very far apart," says Burdge, who calculated that the outer star is 3,500 astronomical units (AU) away from the black hole (1 AU is the distance between the Earth and sun). In other words, the outer star is 3,500 times father away from the black hole as the Earth is from the sun. This is also equal to 100 times the distance between Pluto and the sun.

The question that then came to mind was whether the outer star was linked to the black hole and its inner star. To answer this, the researchers looked to Gaia, a satellite that has precisely tracked the motions of all the stars in the galaxy since 2014. The team analyzed the motions of the inner and outer stars over the last 10 years of Gaia data and found that the stars moved exactly in tandem, compared to other neighboring stars. They calculated that the odds of this kind of tandem motion are about one in 10 million.

"It's almost certainly not a coincidence or accident," Burdge says. "We're seeing two stars that are following each other because they're attached by this weak string of gravity. So this has to be a triple system."

Pulling strings

How, then, could the system have formed? If the black hole arose from a typical supernova, the violent explosion would have kicked away the outer star long ago.

"Imagine you're pulling a kite, and instead of a strong string, you're pulling with a spider web," Burdge says. "If you tugged too hard, the web would break and you'd lose the kite. Gravity is like this barely bound string that's really weak, and if you do anything dramatic to the inner binary, you're going to lose the outer star."

To really test this idea, however, Burdge carried out simulations to see how such a triple system could have evolved and retained the outer star.

At the start of each simulation, he introduced three stars (the third being the black hole, before it became a black hole). He then ran tens of thousands of simulations, each one with a slightly different scenario for how the third star could have become a black hole, and subsequently affected the motions of the other two stars. For instance, he simulated a supernova, varying the amount and direction of energy that it gave off. He also simulated scenarios of direct collapse, in which the third star simply caved in on itself to form a black hole, without giving off any energy.

"The vast majority of simulations show that the easiest way to make this triple work is through direct collapse," Burdge says.

In addition to giving clues to the black hole's origins, the outer star has also revealed the system's age. The physicists observed that the outer star happens to be in the process of becoming a red giant -- a phase that occurs at the end of a star's life. Based on this stellar transition, the team determined that the outer star is about 4 billion years old. Given that neighboring stars are born around the same time, the team concludes that the black hole triple is also 4 billion years old.

"We've never been able to do this before for an old black hole," Burdge says. "Now we know V404 Cygni is part of a triple, it could have formed from direct collapse, and it formed about 4 billion years ago, thanks to this discovery."

This work was supported, in part, by the National Science Foundation.
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A 'chemical ChatGPT' for new medications | ScienceDaily
Researchers from the University of Bonn have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications. The study has now been published in Cell Reports Physical Science.


						
Anyone who wants to delight their granny with a poem on her 90th birthday doesn't need to be a poet nowadays: A short prompt in ChatGPT is all it takes, and within a few seconds the AI spits out a long list of words that rhyme with the birthday girl's name. It can even produce a sonnet to go with it if you like.

Researchers at the University of Bonn have implemented a similar model in their study -- known as a chemical language model. This does not, however, produce rhymes. Instead, the AI displays the structural formulas of chemical compounds that may have a particularly desirable property: They are able to bind to two different target proteins. In the organism, this means, for example, they can inhibit two enzymes at once.

Wanted: Active ingredients with a double effect

"In pharmaceutical research, these types of active compounds are highly desirable due to their polypharmacology," explains Prof. Dr. Jurgen Bajorath. The computational chemistry expert heads the AI in Life Sciences area at the Lamarr Institute for Machine Learning and Artificial Intelligence and the Life Science Informatics program at b-it (Bonn-Aachen International Center for Information Technology) at Uni Bonn. "Because compounds with desirable multi-target activity influence several intracellular processes and signaling pathways at the same time, they are often particularly effective -- such as in the fight against cancer." In principle, this effect can also be achieved by co-administration of different drugs. However, there is a risk of unwanted drug-drug interactions and different compounds are also often broken down at different rates in the body, making it difficult to administer them together.

Finding a molecule that specifically influences the effect of a single target protein is no easy task. Designing compounds that have a predefined double effect is even more complicated. Chemical language models may help here in the future. ChatGPT is trained with billions of pages of written text and learns to formulate sentences itself. Chemical language models work in a similar way, but only have comparably very small amounts of data available for learning. However, in principle, they are also fed with texts, such as what are known as SMILES strings, which show organic molecules and their structure as a sequence of letters and symbols. "We have now trained our chemical language model with pairs of strings," says Sanjana Srinivasan from Bajorath's research group. "One of the strings described a molecule that we know only acts against one target protein. The other represented a compound that, in addition to this protein, also influences a second target protein."

AI learns chemical connections

The model was fed with more than 70,000 of these pairs. This allowed it to acquire an implicit knowledge of how the normal active compounds differed from those with the double effect. "When we then fed it with a compound against a target protein, it suggested molecules on this basis that would act not only against this protein but also against another," explains Bajorath.

The training compounds with the double effect often target proteins that are similar and thus perform a similar function in the body. In pharmaceutical research, however, people are also looking for active ingredients that influence completely different classes of enzymes or receptors. To prepare the AI for this task, fine-tuning took place after the general learning phase. The researchers used several dozen special training pairs to teach the algorithm which different classes of proteins the suggested compounds should target. This is a bit like instructing ChatGPT not to create a sonnet this time, but instead a limerick.

After the fine-tuning, the model actually spat out molecules that have already been shown to act against the desired combinations of target proteins. "This shows that the process works," says Bajorath. In his opinion, however, the strength of the approach is not that new compounds exceeding the effect of available pharmaceuticals can immediately be found. "It is more interesting, from my point of view, that the AI often suggests chemical structures that most chemists would not even think of right away," he explains. "To a certain extent, it triggers 'out of the box' ideas and comes up with original solutions that can lead to new design hypotheses and approaches."
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Capturing carbon from the air just got easier | ScienceDaily
Capturing and storing the carbon dioxide humans produce is key to lowering atmospheric greenhouse gases and slowing global warming, but today's carbon capture technologies work well only for concentrated sources of carbon, such as power plant exhaust. The same methods cannot efficiently capture carbon dioxide from ambient air, where concentrations are hundreds of times lower than in flue gases.


						
Yet direct air capture, or DAC, is being counted on to reverse the rise of CO2 levels, which have reached 426 parts per million (ppm), 50% higher than levels before the Industrial Revolution. Without it, according to the Intergovernmental Panel on Climate Change, we won't reach humanity's goal of limiting warming to 1.5 degC (2.7 degF) above preexisting global averages.

A new type of absorbing material developed by chemists at the University of California, Berkeley, could help get the world to negative emissions. The porous material -- a covalent organic framework (COF) -- captures CO2 from ambient air without degradation by water or other contaminants, one of the limitations of existing DAC technologies.

"We took a powder of this material, put it in a tube, and we passed Berkeley air -- just outdoor air -- into the material to see how it would perform, and it was beautiful. It cleaned the air entirely of CO2. Everything," said Omar Yaghi, the James and Neeltje Tretter Professor of Chemistry at UC Berkeley and senior author of a paper that will appear online Oct. 23 in the journal Nature.

"I am excited about it because there's nothing like it out there in terms of performance. It breaks new ground in our efforts to address the climate problem," he added.

According to Yaghi, the new material could be substituted easily into carbon capture systems already deployed or being piloted to remove CO2 from refinery emissions and capture atmospheric CO2 for storage underground.

UC Berkeley graduate student Zihui Zhou, the paper's first author, said that a mere 200 grams of the material, a bit less than half a pound, can take up as much CO2 in a year -- 20 kilograms (44 pounds) -- as a tree.




"Flue gas capture is a way to slow down climate change because you are trying not to release CO2 to the air. Direct air capture is a method to take us back to like it was 100 or more years ago," Zhou said. "Currently, the CO2 concentration in the atmosphere is more than 420 ppm, but that will increase to maybe 500 or 550 before we fully develop and employ flue gas capture. So if we want to decrease the concentration and go back to maybe 400 or 300 ppm, we have to use direct air capture."

COF vs MOF

Yaghi is the inventor of COFs and MOFs (metal-organic frameworks), both of which are rigid crystalline structures with regularly spaced internal pores that provide a large surface area for gases to stick or adsorb. Some MOFs that he and his lab have developed can adsorb water from the air, even in arid conditions, and when heated, release the water for drinking. He has been working on MOFs to capture carbon since the 1990s, long before DAC was on most people's radar screens, he said.

Two years ago, his lab created a very promising material, MOF-808, that adsorbs CO2, but the researchers found that after hundreds of cycles of adsorption and desorption, the MOFs broke down. These MOFs were decorated inside with amines (NH2 groups), which efficiently bind CO2 and are a common component of carbon capture materials. In fact, the dominant carbon capture method involves bubbling exhaust gases through liquid amines that capture the carbon dioxide. Yaghi noted, however, that the energy intensive regeneration and volatility of liquid amines hinders their further industrialization.

Working with colleagues, Yaghi discovered why some MOFs degrade for DAC applications -- they are unstable under basic, as opposed to acidic, conditions, and amines are bases. He and Zhou worked with colleagues in Germany and Chicago to design a stronger material, which they call COF-999. Whereas MOFs are held together by metal atoms, COFs are held together by covalent carbon-carbon and carbon-nitrogen double bonds, among the strongest chemical bonds in nature.

As with MOF-808, the pores of COF-999 are decorated inside with amines, allowing uptake of more CO2 molecules.




"Trapping CO2 from air is a very challenging problem," Yaghi said. "It's energetically demanding, you need a material that has high carbon dioxide capacity, that's highly selective, that's water stable, oxidatively stable, recyclable. It needs to have a low regeneration temperature and needs to be scalable. It's a tall order for a material. And in general, what has been deployed as of today are amine solutions, which are energy intensive because they're based on having amines in water, and water requires a lot of energy to heat up, or solid materials that ultimately degrade with time."

Yaghi and his team have spent the last 20 years developing COFs that have a strong enough backbone to withstand contaminants, ranging from acids and bases to water, sulfur and nitrogen, that degrade other porous solid materials. The COF-999 is assembled from a backbone of olefin polymers with an amine group attached. Once the porous material has formed, it is flushed with more amines that attach to NH2 and form short amine polymers inside the pores. Each amine can capture about one CO2 molecule.

When 400 ppm CO2 air is pumped through the COF at room temperature (25 degC) and 50% humidity, it reaches half capacity in about 18 minutes and is filled in about two hours. However, this depends on the sample form and could be speeded up to a fraction a minute when optimized. Heating to a relatively low temperature -- 60 degC, or 140 degF -- releases the CO2, and the COF is ready to adsorb CO2 again. It can hold up to 2 millimoles of CO2 per gram, standing out from other solid sorbents.

Yaghi noted that not all the amines in the internal polyamine chains currently capture CO2, so it may be possible to enlarge the pores to bind more than twice as much.

"This COF has a strong chemically and thermally stable backbone, it requires less energy, and we have shown it can withstand 100 cycles with no loss of capacity. No other material has been shown to perform like that," Yaghi said. "It's basically the best material out there for direct air capture."

Yaghi is optimistic that artificial intelligence can help speed up the design of even better COFs and MOFs for carbon capture or other purposes, specifically by identifying the chemical conditions required to synthesize their crystalline structures. He is scientific director of a research center at UC Berkeley, the Bakar Institute of Digital Materials for the Planet (BIDMaP), which employs AI to develop cost-efficient, easily deployable versions of MOFs and COFs to help limit and address the impacts of climate change.

"We're very, very excited about blending AI with the chemistry that we've been doing," he said.

The work was funded by King Abdulaziz City for Science and Technology in Saudi Arabia, Yaghi's carbon capture startup, Atoco Inc., Fifth Generation's Love, Tito's, and BIDMaP. Yaghi's collaborators include Joachim Sauer, a visiting scholar from Humboldt University in Berlin, Germany, and computational scientist Laura Gagliardi from the University of Chicago.
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Ultra-small spectrometer yields the power of a 1,000 times bigger device | ScienceDaily
Spectrometers are technology for reading light that date back to the era of famed 17th-century physicist Isaac Newton. They work by breaking down light waves into their different colors -- or spectra -- to provide information about the makeup of the objects being measured.


						
UC Santa Cruz researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies. Their inexpensive production cost makes them more accessible and customizable for specific applications.

The team of researchers, led by an interdisciplinary collaboration between UC Santa Cruz Professor of Electrical and Computer Engineering Holger Schmidt and Professor of Astronomy and Astrophysics Kevin Bundy, published the details of their device in a paper in APL Photonics, a premier journal in the field.

The researchers demonstrate a novel, extremely high-performance spectrometer that can measure light with a 0.05 nanometers wavelength resolution. That's about 1.6 million times smaller than the width of a human hair, and the same resolution that can be achieved on a device 1,000 times bigger.

"That's essentially as good as a big, standard, expensive spectrometer," said Schmidt, the senior author on the paper and a long-time expert in developing chips for light detection. "That's really pretty impressive and very competitive."

Miniature devices

Miniaturizing spectrometers is an active area of research, as spectrometers are used in many fields but can be as big as a three-story building and extremely expensive. However, miniaturized spectrometers often do not perform as well as bigger instruments, or they are very difficult and expensive to manufacture because they require extremely precise nanofabrication.




UC Santa Cruz researchers have created a device that is able to achieve high performance without such costly manufacturing. Their device is a miniature, high-powered waveguide which is mounted on a chip and used to guide light into a specific pattern, depending on its color.

Information from the chip is fed into a machine learning algorithm that reads the patterns created by different wavelengths of light in order to reconstruct the image with extremely high accuracy and precision -- an approach is called "reconstructive" spectrometry.

This technique produces accurate results because the machine learning algorithms don't require highly precise input to be able to distinguish the light patterns, and can constantly improve upon their own performance and optimize themselves to the hardware.

Because of this, the researchers can make the chips with relatively easy and inexpensive fabrication techniques, in a process that takes hours rather than weeks. The lightweight, compact chips for this project were designed at UCSC, and fabricated and optimized at Brigham Young University in partnership with Schmidt's longtime collaborator Professor Aaron Hawkins and his undergraduate students.

"Compared to more sophisticated chip design, this only requires one photolithography mask which makes the fabrication much easier and much faster," Hawkins said. "Someone with some basic capabilities could reproduce this and create a similar device tuned to their own needs."

Reading the stars

The researchers envision that this technology can be used for a wide range of applications, though their preliminary focus is to create powerful instruments for astronomy research. Because their devices are relatively inexpensive, astronomers could specialize them to their specific research interests, which is practically impossible on much larger instruments that cost millions of dollars.




The research team is working to make the chips functional on the UC-operated Lick Observatory telescope, first to take in light from a star and later to study other astrological events. With such high accuracy on these devices, astronomers could start to understand phenomena such as the makeup of atmospheres on exoplanets, or probing the nature of dark matter in faint dwarf galaxies. The comparatively low cost of these devices would make it easier for scientists to optimize them for their specific research interests, something nearly impossible on traditional devices.

Leveraging long standing expertise at UC Santa Cruz in adaptive optics systems for astronomy, the researchers are collaborating to figure out how to best capture the faint glimmers of light from distant stars and galaxies and feed it through into the miniaturized spectrometer.

"In astronomy, when you try to put something on a telescope and get light through it, you always discover new challenges -- it's much harder than just doing it in the lab. The beauty of this collaboration is that we actually have a telescope, and we can try deploying these devices on the telescope with a good adaptive optics system," Bundy said.

Uses for health and beyond

Beyond astronomy, the research team shows in this paper that the tool is capable of fluorescence detection, which is a noninvasive imaging technique used for many medical applications, such as cancer screening and infectious disease detection.

In the future, they plan to develop the technology for Raman scattering analysis. This is a technique that uses light scattering for the detection of any unique molecule, often used as a specialized test to look for a specific chemical substance, such as the presence of drugs in the human body or toxic pollutants in the environment. Because the system is so straightforward and does not require the use of heavy instrumentation or fluidics like other techniques, it would be convenient and robust for use in the field.

The researchers also demonstrate that the compact waveguides can be placed alongside each other to enhance the performance of the system, as each chip can measure a different spectra and provide more information about whatever light it is observing. In the paper the researchers demonstrate the power of four waveguides working together, but Schmidt envisions that hundreds of chips could be used at once.

This is the first device shown to be able to use multiple chips at once in this way. The researchers will continue to work to improve the sensitivity of the device to get even higher spectral resolution.
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The decision to eat may come down to these three neurons | ScienceDaily
Speaking, singing, coughing, laughing, yelling, yawning, chewing -- we use our jaws for many purposes. Each action requires a complex coordination of muscles whose activity is managed by neurons in the brain.


						
But it turns out that the neural circuit behind the jaw movement most essential to survival -- eating -- is surprisingly simple, as researchers from Rockefeller University recently described in a new paper in Nature. Christin Kosse and other scientists from the Laboratory of Molecular Genetics, headed by Jeffrey M. Friedman, have identified a three-neuron circuit that connects a hunger-signaling hormone to the jaw movements of chewing. The intermediary between these two is a cluster of neurons in a specific area of the hypothalamus that, when damaged, has long been known to cause obesity.

Strikingly, inhibiting these so-called BDNF neurons not only leads animals to consume more food but also triggers the jaw to make chewing motions even in the absence of food or other sensory input that would indicate it was time to eat. And stimulating them reduces food intake and puts a halt to the chewing motions, acting as an effective curb against hunger.

The simple architecture of this circuit suggests that the impulse to eat may be more similar to a reflex than was previously considered -- and may provide a new clue about how the initiation of feeding is controlled.

"It's surprising that these neurons are so keyed to motor control," says study first author Christin Kosse, a research associate in the lab. "We didn't expect that limiting physical jaw motion could act as a kind of appetite suppressant."

More than a feeling?

The impulse to eat is driven not just by hunger but by many factors. We also eat for pleasure, community, ritual, and habit; and smell, taste, and emotions can impact whether we eat too. In humans, eating can also be regulated by the conscious desire to consume more or less. The causes of obesity are equally complex, the result of a dynamic interplay of diet, environment, and genes. For example, mutations in several genes, including leptin, the hunger-suppressing hormone, and brain-derived neurotrophic factor (BDNF), lead to gross overeating, metabolic changes, and extreme obesity, suggesting that both factors normally suppress appetite.




When Friedman's team began this study, they sought to pinpoint the location of the BDNF neurons that curtail overeating. That's eluded scientists for years, because BDNF neurons, which are also primary regulators of neuronal development, differentiation, and survival, are widespread in the brain.

In the current study, they homed in on the ventromedial hypothalamus (VMH), a deep-brain region linked to glucose regulation and appetite. It's well-documented that damage in the VMH can lead to overeating and eventually obesity in animals and people, just as mutated BDNF proteins do. Perhaps the VMH played a regulatory role in feeding behavior.

They hoped that by documenting BDNF's impact on eating behavior, they could find the neural circuit underpinning the process of transforming sensory signals into jaw motions. They subsequently found that BDNF neurons in the VMH -- but not elsewhere -- are activated when animals become obese, suggesting that they are activated when weight is gained in order to suppress food intake. Thus when these neurons are missing, or there is a mutation in BDNF, animals become obese.

Chewing without food

In a series of experiments, the researchers then used optogenetics to either express or inhibit the BDNF neurons in the ventromedial hypothalamus of mice. When the neurons were activated, the mice completely stopped feeding, even when they were known to be hungry. Silencing them had the opposite effect: the mice began to eat -- and eat and eat and eat, wolfing down nearly 1200% more food than they normally would in a short period of time.

"When we saw these results, we initially thought that perhaps BDNF neurons encode valence," Kosse says. "We wondered if when we regulated these neurons, the mice were experiencing the negative feeling of hunger or maybe the positive feeling of eating food that's delicious."

But subsequent experiments disproved that idea. Regardless of the food given to the mice -- either their standard chow or food packed with fat and sugar, like the mouse equivalent of a chocolate mousse cake -- they found that activating the BDNF neurons suppressed food intake.




And because hunger is not the only motivation to eat -- as anyone unable to skip dessert can attest -- they also offered high-palatable food to mice that were already well fed. The animals chowed down until the researchers inhibited the BDNF neurons, at which point they promptly stopped eating.

"This was initially a perplexing finding, because prior studies have suggested that this 'hedonic' drive to eat for pleasure is quite different from the hunger drive, which is an attempt to suppress the negative feeling, or negative valence, associated with hunger by eating," Kosse notes. "We demonstrated that activating BDNF neurons can suppress both drives."

Equally striking was that BDNF inhibition caused the mice to make chewing motions with their jaw, directed at any object in their vicinity even when food was not available. This compulsion to chew and bite was so strong that the mice gnawed on anything around them -- the metal spout of a water feeder, a block of wood, even the wires monitoring their neural activity.

The circuit

But how does this motor-control switch connect to the body's need or desire for food?

By mapping the inputs and outputs of the BDNF neurons, the researchers discovered that BDNF neurons are the linchpin of a three-part neural circuit linking hormonal signals that regulate appetite to the movements required to consume it.

At one end of the circuit are special neurons in the arcuate nucleus (Arc) region of the hypothalamus that pick up hunger signals such as the hormone leptin, which is produced by fat cells. (A high amount of leptin means the energy tank is full, while a low leptin level indicates it's time to eat. Animals with no leptin become obese.) The Arc neurons project to the ventromedial hypothalamus, where their signals are picked up by the BDNF neurons, which then project directly to a brainstem center called Me5 that controls the movement of jaw muscles.

"Other studies have shown that when you kill Me5 neurons in mice during development, the animals will starve because they're unable to chew solid foods," says Kosse. "So it makes sense that when we manipulate the BDNF neurons projecting there, we see jaw movements."

It also explains why damage in the VMH causes obesity, Friedman says. "The evidence presented in our paper shows that the obesity associated with these lesions is a result of a loss of these BDNF neurons, and the findings unify the known mutations that cause obesity into a relatively coherent circuit."

The findings suggest something deeper about the connection between sensation and behavior, he adds. "The architecture of the feeding circuit is not very different from the architecture of a reflex," says Friedman. "That's surprising, because eating is a complex behavior -- one in which many factors influence whether you'll initiate the behavior, but none of them guarantee it. On the other hand, a reflex is simple: a defined stimulus and an invariant response. In a sense, what this paper shows is that the line between behavior and reflex is probably more blurred than we thought. We hypothesize that the neurons in this circuit are the target of other neurons in the brain that convey other signals that regulate appetite."

This hypothesis is consistent with the work of early 20th century neurophysiologist Charles Sherrington, who pointed out that while cough is regulated by a typical reflex, it can be modulated by conscious factors, such as the desire to suppress it in a crowded theater.

Kosse adds, "Because feeding is so essential to basic survival, this circuit regulating food intake may be ancient. Perhaps it was a substrate for ever-more complex processing that occurred as the brain evolved."

To that end, in the future the researchers want to explore the brainstem area known as Me5 with the idea that the jaw's motor controls might be a useful model for understanding other behaviors, including compulsive, stress-related mouth actions such as gnawing on a pencil eraser or strands of one's hair.

"By examining these premotor neurons in the Me5, we might be able to understand whether there are other centers that project into the region and influence other innate behaviors, like BDNF neurons do for eating," she says. "Are there stress-activated or other neurons that project into there as well?"
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Symbiosis in ancient Corals | ScienceDaily
A research team led by researchers from the Max Planck Institute for Chemistry in Mainz has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.


						
Coral reefs rank among the most biodiverse habitats on Earth and are often referred to as the rainforests of the sea. Modern reef building corals evolved in the Triassic Period around 250 million years ago. They can live in symbiosis with tiny organisms, often algae, that can carry out photosynthesis. This photosymbiosis is particularly beneficial in nutrient-poor waters because it helps the corals to recycle scarce nutrients.

Geological evidence reveals that corals already existed in the Devonian period, over 385 million years ago, for example in the Eifel and Sauerland regions in Germany. Fossilized corals of the extinct orders Tabulata ("honeycomb corals") and Rugosa ("horn corals ") found in these regions indicate that the Rhenish Massif was once covered by a tropical sea during the Middle Devonian period, where huge reefs thrived. However, it is not clear whether the extinct groups of corals of the Devonian had photosymbionts or not.

A research team led by researchers from the Max Planck Institute for Chemistry, the Goethe University Frankfurt, and the Senckenberg Research Institute and Natural History Museum Frankfurt has now demonstrated, using nitrogen isotope analyses, that some extinct corals from the Middle Devonian period were already symbiotic. This represents geochemical evidence of the oldest confirmed photosymbiosis in corals.

Comparison of symbiotic and non-symbiotic corals

The researchers were able to demonstrate the symbiosis by comparing nitrogen isotope values in the organic material of today's symbiotic and of non-symbiotic corals. Nitrogen isotope values, specifically the ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N), are suitable for differentiating between different stages of the food pyramid. For example, researchers can analyze the nitrogen isotopes to determine whether a living organism had a vegetarian or meat-based diet. The higher an organism is in the food pyramid, the higher its nitrogen isotope value. This is because organisms metabolize lighter nitrogen more quickly than heavier nitrogen, leading to easier excretion of the lighter isotope.

Analyzing modern corals revealed a consistent difference: corals that obtain their energy primarily from the photosynthesis of symbiotic algae have lower nitrogen isotope values. In contrast, corals that feed themselves by actively catching plankton have nitrogen isotope values that are higher.




Jonathan Jung from the Max Planck Institute for Chemistry says: "The constant difference in nitrogen isotope values is in line with our expectations and shows the typical jump in the food chain. This is because symbiotic corals are one level below non-symbiotic corals in this hierarchy." The marine geochemist Jung is the first author of the study now published in the journal Nature.

Fossil samples from the Sauerland, Eifel, Western Sahara, and Morocco

Co-author and co-initiator Simon Felix Zoppe from the Goethe University Frankfurt states: "On the basis of this knowledge, we were able to investigate which niche the corals occupied in the Devonian."

To this end, the researchers analyzed freshly collected fossil corals from the Sauerland, and museum specimens from the Eifel, the Western Sahara, and Morocco from the collection of the Senckenberg Research Institute and Natural History Museum Frankfurt.

The difficulty lies in the fact that, in fossils, the proportion of organic material required for analysis is extremely low. However, a team led by Alfredo Martinez-Garcia from the Max Planck Institute laboratory used a novel analytical method that only requires a few milligrams of finely ground fossil coral material.

The fossils also revealed a consistent difference in nitrogen isotope values among individual coral species. Typically, the colony-forming corals of the order Tabulata and Rugosa showed significantly lower nitrogen isotope values than the mostly solitary corals of the order Rugosa. This led the scientists to conclude that certain coral species were already living in photosymbiosis during the Middle Devonian period. "Photosymbiosis could explain why ancient reefs were highly productive and enormous in size despite the nutrient-poor environment," says Alfredo Martinez-Garcia.




The study serves as the start for a more detailed investigation into the nutrient cycle of the Paleozoic era, which includes the Devonian. The method aids in understanding the extent to which the mass extinction of corals and other reef inhabitants towards the end of the Devonian period is connected to ocean nutrient levels. "Moreover, this new insight allows for a better understanding of the food chains of early reefs," adds Eberhard Schindler from the Senckenberg Research Institute and Natural History Museum Frankfurt. This could, in turn, offer valuable insights for understanding contemporary coral ecosystems. Additionally, the researchers aspire to extend their research further into the geological past.

Devonian

The Devonian is a geological period of the Paleozoic Era. It began around 419 million years ago and ended around 359 million years ago. During the Devonian, the tectonic plates on Earth were very active and the Laurussia and Gondwana supercontinents moved closer towards each other together. Huge coral reefs formed in the Middle Devonian, many of which are preserved as fossilized structures in present-day Europe, North America, North Africa, Australia, Siberia, and China.

Nitrogen isotope analysis

The higher the ratio of the nitrogen isotopes 15N to 14N in a sample, the higher the animal's position in the food chain. Animal metabolism generates nitrogenous waste products like ammonium or urea. The excretion of these metabolic products results in an increased ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N) in the organism compared to its food.
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Researchers develop method to 'hear' defects in promising nanomaterial | ScienceDaily
An international research team led by NYU Tandon School of Engineering and KAIST (Korea Advanced Institute of Science and Technology) has pioneered a new technique to identify and characterize atomic-scale defects in hexagonal boron nitride (hBN), a two-dimensional (2D) material often dubbed "white graphene" for its remarkable properties.


						
This advance could accelerate the development of next-generation electronics and quantum technologies.

The team reported that it was able to detect the presence of individual carbon atoms replacing boron atoms in hBN crystals. This discovery was made possible by listening to the electronic "noise" in specially designed transistors, akin to hearing a whisper in a quiet room.

ACS Nano selected the research paper as its cover story for the October 22, 2024 edition.

"In this project, we essentially created a stethoscope for 2D materials," said Davood Shahrjerdi, one of the paper's corresponding authors along with Yong-Hoon Kim. "By analyzing the tiny and rhythmic fluctuations in electrical current, we can 'perceive' the behavior of single atomic defects."

Shahrjerdi is an associate professor in NYU Tandon's Electrical and Computer Engineering Department, a faculty member of NYU WIRELESS, and the Director of the NYU Nanofabrication Cleanroom (NanoFab) that opened in 2023. Kim is Professor of Electrical Engineering at KAIST. Shahrjerdi and Kim are also affiliated faculty at NYU-KAIST Global Innovation and Research Institute where they lead collaborations in the NYU-KAIST Next-Gen Semiconductor Devices and Chips research group.

The NYU-KAIST partnership was officially launched at NYU in September 2022 by the President of South Korea. This historic partnership combines the distinctive strengths of both universities to drive advances in research and education and currently involves over 200 faculty from both institutions.




Single-crystal hBN has emerged as a wonder material in scientific circles, promising to transform fields from unconventional electronics to quantum technologies.

hBN's atomically thin structure and excellent insulating properties make it an ideal medium for hosting exotic physical phenomena that are not possible with conventional materials. The atomic defects in hBN can degrade its electronic properties, sometimes in ways that could be harnessed for quantum technologies.

The NYU team built a transistor using a few-layer thin molybdenum disulfide (another 2D semiconducting material) sandwiched between layers of hBN. By cooling this device to cryogenic temperatures and applying precise electrical voltages, they were able to observe discrete jumps in the current flowing through the transistor.

These jumps, known as random telegraph signals (RTS), occur when electrons are captured and released by defects in the hBN. By carefully analyzing these signals at different temperatures and voltages, the team was able to determine the energy levels and spatial locations of the defects.

"It's like we've developed a microscope that can 'see' individual atoms, but instead of light, we're using electricity," said Zhujun Huang, the paper's first author who was an NYU Tandon ECE Ph.D. student at the time of the study.

The KAIST team then used advanced computer simulations to clarify the atomistic origins of the experimental observations. Specifically, this combination of experiment and theory revealed that the defects are carbon atoms sitting in places where boron atoms should be in the hBN crystal structure.

"Understanding and controlling the defects in 2D materials could have significant implications for the future of electronics and quantum technologies," explained Sharhrjerdi and Kim. "For example, we might be able to create more perfect quantum material platforms for discovery of new physics or single-photon emitters for secure communications."
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Gardens prevent pollinators from starving when farmland nectar is scarce | ScienceDaily
Gardens offer a steady and reliable source of nectar all year round, helping to keep pollinators fed when farmland sources are limited, researchers have discovered.


						
This consistency means that even small patches of gardens in rural areas can sustain pollinators, particularly in early spring and late summer when nectar is scarce.

In the findings, published today in Proceedings of the Royal Society B, scientists at the University of Bristol discovered that gardens can provide between 50% and 95% of the total nectar during these critical times.

Lead author Dr Thomas Timberlake based in Bristol's School of Biological Sciences explained: "It's well known that gardens and urban areas can be great places for pollinators like bees, flies and butterflies. In fact, past research shows that cities often have more types and numbers of pollinators than farming areas.

"There's also evidence that pollinator populations are healthier in rural areas when they're close to small towns or villages so we know gardens are good for pollinators, but we don't fully understand why.

"Our study aimed to figure out exactly what it is about gardens that makes them so beneficial for pollinators."

The team looked at how much nectar, an essential food for pollinators, is available in gardens and farmland throughout the year. While gardens only provide a relatively small amount of nectar in rural areas (less than 15%), the stability and continuity of this nectar supply makes it much more valuable to pollinators. In contrast, farmland [TT1] nectar almost disappears during certain months potentially leaving pollinators struggling.




More than 90% of farmland in Great Britain is within one kilometre of a garden. This means that the flowers in people's gardens are accessible to many insects living in farmland areas nearby. If gardens are managed in a pollinator-friendly way, their positive impact can extend far beyond the garden fence, helping pollinators all across the country.

Dr Timberlake continued: "Many people feel powerless when it comes to fighting biodiversity loss, thinking it's too big of a problem to tackle on their own. But our study shows that individual citizens can make a big difference.

"People can support pollinators in their gardens and surrounding farmland by simply making sure their garden has pollinator-friendly flowers blooming throughout the year -- especially in early spring and late summer, when pollinators are hungriest."

Now the team plan to find out which specific plants are best at filling those seasonal hunger gaps and whether gardens should be included in future environmental stewardship schemes. If gardens are proven to benefit pollinators more than some farmland habitats, then the creation of more pollinator-friendly gardens in rural areas could help us tackle pollinator declines.

Dr Timberlake concluded: "In a country like the UK, where towns and villages are spread throughout the countryside, gardens might be helping pollinators more than we ever realised.

"For the 27 million gardeners in the UK, this study highlights just how important their gardens can be in helping to reverse the decline of pollinators."
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        What standing on one leg can tell you: Biological age
        How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new research.

      

      
        'Paleo-robots' to help scientists understand how fish started to walk on land
        The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.

      

      
        Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs
        The new mammal lived in Colorado 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the state, and animals like sharks, turtles and giant crocodiles abounded.

      

      
        Rocky planets orbiting small stars could have stable atmospheres needed to support life
        A sequence of events during the evolution of certain rocky planets orbiting M-dwarfs, the most common stars in the universe, creates an atmosphere that would be stable over time. This is true for more temperate planets, orbiting a bit farther from the central star.

      

      
        Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome
        Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.

      

      
        With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say
        Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. Bioengineers propose a radical new method of food production that they call 'electro-agriculture.' The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be geneti...

      

      
        Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae
        Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home. The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle has the potential to be a widely applicable met...

      

      
        Researchers flip genes on and off with AI-designed DNA switches
        Researchers have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.

      

      
        Immunotherapy blocks scarring, improves heart function in mice with heart failure
        Researchers have reduced scar formation and improved heart function in mouse models of heart failure using a monoclonal antibody treatment, similar to that approved by the FDA to treat other conditions. The findings point to the possibility of developing such immunotherapies for heart failure in patients who have experienced a heart attack or other injury.

      

      
        Physicists discover first 'black hole triple'
        A surprising discovery about the black hole V404 Cygnus is expanding our understanding of black holes, the objects they can host, and the way they form.

      

      
        Capturing carbon from the air just got easier
        In the face of rising CO2 levels, scientists are searching for sustainable ways of pulling carbon dioxide out of the air, so-called direct air capture. A new type of porous material, a covalent organic framework (COF) with attached amines, stands out because of its durability and efficient adsorption and desorption of CO2 at relatively low temperatures. The material would fit into carbon capture systems currently used for point source capture.

      

      
        The decision to eat may come down to these three neurons
        Manipulating a newly identified neural circuit can curb appetite -- or spur massive overeating.

      

      
        Bilingualism may maintain protection against Alzheimer's
        In a study, researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging. They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory, which suggests that there may be some form of brain maintenance related to bilingualism.

      

      
        Geometric mechanics shape the dog's nose
        The noses of many mammals, such as dogs, ferrets and cows, feature grooves forming a multitude of polygons. A team has analyzed in detail how these patterns form in the embryo using 3D imaging techniques and computer simulations. The researchers discovered that differential growth of the skin tissue layers leads to the formation of domes, which are mechanically supported by the underlying blood vessels. This work describes for the first time this morphogenetic process, which could help explain th...

      

      
        Paws of polar bears sustaining ice-related injuries in a warming Arctic
        Polar bears in some parts of the high Arctic are developing ice buildup and related injuries to their feet. The changes appear to be an unexpected consequence of climate change, related to changing conditions in a warming Arctic.

      

      
        Wearable cameras allow AI to detect medication errors
        A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery. In a test, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors. The system could become a critical safeguard, especially in operating rooms, intensive-care units an...

      

      
        What happened when a meteorite the size of four Mount Everests hit Earth?
        Scientists paint a compelling picture of what happened the day the S2 meteorite crashed into Earth 3.26 billion years ago.

      

      
        Weather-changing El Nino oscillation is at least 250 million years old
        A new modeling study shows that the El Nino event, a huge blob of warm ocean water in the tropical Pacific Ocean that can change rainfall patterns around the globe, was present at least 250 million years in the past, and was often of greater magnitude than the oscillations we see today.

      

      
        Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes
        New study reveals link between oxygen delivery and reproductive success among women living on the high Tibetan Plateau.

      

      
        Plant CO2 uptake rises by nearly one third in new global estimates
        Plants the world over are absorbing about 31% more carbon dioxide than previously thought, according to a new assessment. The research is expected to improve Earth system simulations that scientists use to predict the future climate, and spotlights the importance of natural carbon sequestration for greenhouse gas mitigation.

      

      
        Rare fossils of extinct elephant document the earliest known instance of butchery in India
        Scientists have discovered the earliest evidence of animal butchery by humans in India.

      

      
        Scientists unveil new insights into air pollution formation
        Researchers have made a groundbreaking discovery in understanding how air pollution forms at the molecular level. Their investigation sheds light on the complex chemical processes occurring at the boundary between liquid, in particular aqueous solutions, and vapor in our atmosphere.

      

      
        Creating a simplified form of life
        How can lifeless molecules come together to form a living cell?

      

      
        The 2022 European drought: What was the role of climate change?
        The drought that lasted through the summer of 2022 was especially intense and caused the soil in many regions of Europe to dry out substantially. Public discussions about the causes repeatedly broached the question of the extent to which climate change intensified this extreme weather event. A research team has now discovered that more than 30 percent of the extraordinary intensity and physical extent of the drought can be attributed to human-induced climate change. This extreme event was exacerb...

      

      
        Plant guard cells can count environmental stimuli
        Plants adapt their water consumption to environmental conditions by counting and calculating environmental stimuli with their guard cells.

      

      
        Neutron stars may be shrouded in axions
        Physicists have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.

      

      
        Butterfly brains reveal the tweaks required for cognitive innovation
        A species of tropical butterfly with unusually expanded brain structures display a fascinating mosaic pattern of neural expansion linked to a cognitive innovation.

      

      
        Global carbon dioxide emissions from forest fires increase by 60 percent
        A major new study reveals that carbon dioxide emissions from forest fires have surged by 60 percent globally since 2001, and almost tripled in some of the most climate-sensitive northern boreal forests.

      

      
        Why do we love carbs? The origins predate agriculture and maybe even our split from Neanderthals
        A new study reveals how the duplication of the salivary amylase gene may not only have helped shape human adaptation to starchy foods, but may have occurred as far back as more than 800,000 years ago, long before the advent of farming.

      

      
        Astronomers detect ancient lonely quasars with murky origins
        Astronomers observed ancient quasars that appear to be surprisingly alone in the early universe. The findings challenge physicists' understanding of how such luminous objects could have formed so early on in the universe, without a significant source of surrounding matter to fuel their growth.
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What standing on one leg can tell you: Biological age | ScienceDaily
How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new Mayo Clinic research. The study appears today in the journal PLOS ONE.


						
Good balance, muscle strength and an efficient gait contribute to people's independence and well-being as they age. How these factors change, and at what rate, can help clinicians develop programs to ensure healthy aging. Individually, people can train their balance without special equipment and work on maintaining it over time.

In this study, 40 healthy, independent people over 50 underwent walking, balance, grip strength and knee strength tests. Half of the participants were under 65; the other half were 65 and older.

In the balance tests, participants stood on force plates in different situations: on both feet with eyes open, on both feet with eyes closed, on the non-dominant leg with eyes open, and on the dominant leg with eyes open. In the one-legged tests, participants could hold the leg they weren't standing on where they wanted. The tests were 30 seconds each.

Standing on one leg -- specifically the nondominant leg -- showed the highest rate of decline with age.

"Balance is an important measure because, in addition to muscle strength, it requires input from vision, the vestibular system and the somatosensory systems," says Kenton Kaufman, Ph.D., senior author of the study and director of the Motion Analysis Laboratory at Mayo Clinic. "Changes in balance are noteworthy. If you have poor balance, you're at risk of falling, whether or not you're moving. Falls are a severe health risk with serious consequences."

Unintentional falls are the leading cause of injuries among adults who are 65 and older. Most falls among older adults result from a loss of balance.




In the other tests:
    	Researchers used a custom-made device to measure participants' grip. For the knee strength test, participants were in a seated position and instructed to extend their knee as forcefully as possible. Both the grip and knee strength tests were on the dominant side. Grip and knee strength showed significant declines by decade but not as much as balance. Grip strength decreased at a faster rate than knee strength, making it better at predicting aging than other strength measures.
    	For the gait test, participants walked back and forth on an 8-meter, level walkway at their own pace and speed. Gait parameters didn't change with age. This was not a surprising result since participants were walking at their normal pace, not their maximum pace, Dr. Kaufman says.
    	There were no age-related declines in the strength tests that were specific to sex. This indicates that participants' grip and knee strength declined at a similar rate. Researchers did not identify sex differences in the gait and balance tests, which suggests that male and female subjects were equally affected by age.

Dr. Kaufman says people can take steps to train their balance. For example, by standing on one leg, you can train yourself to coordinate your muscle and vestibular responses to maintain correct balance. If you can stand on one leg for 30 seconds, you are doing well, he says.

"If you don't use it, you lose it. If you use it, you maintain it," Dr. Kaufman says. "It's easy to do. It doesn't require special equipment, and you can do it every day."

Funding for this study includes the Robert and Arlene Kogod Professorship in Geriatric Medicine and W. Hall Wendel Jr. Musculoskeletal Professorship.
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'Paleo-robots' to help scientists understand how fish started to walk on land | ScienceDaily
The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.


						
Writing in the journal Science Robotics, the research team, led by the University of Cambridge, outline how 'palaeo-inspired robotics' could provide a valuable experimental approach to studying how the pectoral and pelvic fins of ancient fish evolved to support weight on land.

"Since fossil evidence is limited, we have an incomplete picture of how ancient life made the transition to land," said lead author Dr Michael Ishida from Cambridge's Department of Engineering. "Palaeontologists examine ancient fossils for clues about the structure of hip and pelvic joints, but there are limits to what we can learn from fossils alone. That's where robots can come in, helping us fill gaps in the research, particularly when studying major shifts in how vertebrates moved."

Ishida is a member of Cambridge's Bio-Inspired Robotics Laboratory, led by Professor Fumiya Iida, the paper's senior author. The team is developing energy-efficient robots for a variety of applications, which take their inspiration from the efficient ways that animals and humans move.

With funding from the Human Frontier Science Program, the team is developing palaeo-inspired robots, in part by taking their inspiration from modern-day 'walking fish' such as mudskippers, and from fossils of extinct fish. "In the lab, we can't make a living fish walk differently, and we certainly can't get a fossil to move, so we're using robots to simulate their anatomy and behaviour," said Ishida.

The team is creating robotic analogues of ancient fish skeletons, complete with mechanical joints that mimic muscles and ligaments. Once complete, the team will perform experiments on these robots to determine how these ancient creatures might have moved.

"We want to know things like how much energy different walking patterns would have required, or which movements were most efficient," said Ishida. "This data can help confirm or challenge existing theories about how these early animals evolved."

One of the biggest challenges in this field is the lack of comprehensive fossil records. Many of the ancient species from this period in Earth's history are known only from partial skeletons, making it difficult to reconstruct their full range of movement.




"In some cases, we're just guessing how certain bones connected or functioned," said Ishida. "That's why robots are so useful -- they help us confirm these guesses and provide new evidence to support or rebut them."

While robots are commonly used to study movement in living animals, very few research groups are using them to study extinct species. "There are only a few groups doing this kind of work," said Ishida. "But we think it's a natural fit -- robots can provide insights into ancient animals that we simply can't get from fossils or modern species alone."

The team hopes that their work will encourage other researchers to explore the potential of robotics to study the biomechanics of long-extinct animals. "We're trying to close the loop between fossil evidence and real-world mechanics," said Ishida. "Computer models are obviously incredibly important in this area of research, but since robots are interacting with the real world, they can help us test theories about how these creatures moved, and maybe even why they moved the way they did."

The team is currently in the early stages of building their palaeo-robots, but they hope to have some results within the next year. The researchers say they hope their robot models will not only deepen understanding of evolutionary biology, but could also open up new avenues of collaboration between engineers and researchers in other fields.

The research was supported by the Human Frontier Science Program. Fumiya Iida is a Fellow of Corpus Christi College, Cambridge. Michael Ishida a Postdoctoral Research Associate at Gonville and Caius College, Cambridge.
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Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs | ScienceDaily
A team of paleontologists working near Rangely, Colorado, has uncovered a new (or, more accurately, very old) state resident -- a fossil mammal about the size of a muskrat that may have scurried through swamps during the Age of Dinosaurs.


						
The researchers, led by the University of Colorado Boulder's Jaelyn Eberle, published their findings Oct. 23 in the journal PLOS ONE.

Eberle and her colleagues named their discovery, which they identified from a piece of jawbone and three molar teeth, Heleocola piceanus. The animal lived in Colorado roughly 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the American West. (Fittingly, "Heleocola" roughly translates to "swamp dweller" in Latin).

"Colorado is a great place to find fossils, but mammals from this time period tend to be pretty rare," said Eberle, curator of fossil vertebrates at the CU Museum of Natural History and professor in the Department of Geological Sciences. "So it's really neat to see this slice of time preserved in Colorado."

Compared to much larger dinosaurs living at the time like tyrannosaurs or the horned ancestors of Triceratops, the new fossil addition to Colorado might seem tiny and insignificant. But it was surprisingly large for mammals at the time, Eberle said.

She's also glad to see Rangely, which sits in the northwest corner of the state not far from Dinosaur National Monument, get its due.

"It's a small town, but, in my experience as a paleontologist, a lot of cool things come out of rural environments," Eberle said. "It's nice to see western Colorado have an exciting discovery."

Land meets water




That cool discovery helps to paint a more complete picture of a Colorado that would be all but unrecognizable to residents today.

Paleontologists John Foster and ReBecca Hunt-Foster, co-authors of the new study, have been coming to this part of the state to dig up fossils every summer for about 15 years. Seventy million years ago, it was a place where land met water. Here, creatures like turtles, duck-billed dinosaurs and giant crocodiles may have flourished in and around marshes and estuaries, gorging themselves on wetland vegetation, fish and more.

"The region might have looked kind of like Louisiana," said ReBecca Hunt-Foster, a paleontologist at Dinosaur National Monument in Utah and western Colorado. "We see a lot of animals that were living in the water quite happily like sharks, rays and guitarfish."

John Foster first remembers seeing the bit of mammal jaw emerge from a slab of sandstone that he collected from the site in 2016. The fossil measured about an inch long.

"I said, 'Holy cow, that's huge," said Foster, a scientist at the Utah Field House of Natural History State Park Museum in Vernal, Utah.

One big mammal

Eberle explained that before an asteroid killed off the non-avian dinosaurs 66 million years ago, mammals tended to be small -- most were about the size of today's mice or rats. She largely identifies them from the tiny teeth they left behind.




H. piceanus, in comparison, was positively huge. Eberle estimates that the animal, a cousin to modern-day marsupials, weighed 2 pounds or more, larger than most Late Cretaceous mammals. (It's not quite a record -- another fossil mammal from the same period, known as Didelphodon, may have weighed as much as 11 pounds). Based on H. piceanus' teeth, the mammal likely dined on plants with a few insects or other small animals mixed in.

While dinosaurs get all the glory, the new find is another reason why paleontologists shouldn't overlook ancient mammals. Small or not, they played an important role in Colorado's ecosystems in the Late Cretaceous.

"They're not all tiny," Eberle said. "There are a few animals emerging from the Late Cretaceous that are bigger than what we anticipated 20 years ago."

Hunt-Foster said that the Mountain West is a special place for anyone who loves fossils. She also urged people visiting public lands not to collect vertebrate fossils, such as dinosaurs, they may come across while hiking to avoid disturbing important scientific information. Instead, they should note the location, take a photo and alert a representative from a nearby museum or public land agency.

"We have scientists that come from all over the world specifically to study our fossils," she said. "We really are lucky."
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Rocky planets orbiting small stars could have stable atmospheres needed to support life | ScienceDaily
Since its launch in late 2021, NASA's James Webb Space Telescope has raised the possibility that we could detect signs of life on exoplanets, or planets outside our solar system.


						
Top candidates in this search are rocky, rather than gaseous, planets orbiting low-mass stars called M-dwarfs -- easily the most common stars in the universe. One nearby M-dwarf is TRAPPIST-1, a star about 40 light years away that hosts a system of orbiting planets under intense scrutiny in the search for life on planets orbiting stars other than the sun.

Previous research questioned the habitability of planets orbiting TRAPPIST-1, finding that intense UV rays would burn away their surface water. That would leave the planet's surface desiccated and, if only the hydrogen part of the water vapor molecules escapes, potentially with huge amounts of reactive oxygen that would inhibit origin-of-life chemistry.

Now, a University of Washington-led study recently published in Nature Communications finds that a sequence of events during the evolution of certain rocky planets orbiting M-dwarfs creates an atmosphere that would be stable over time.

"One of the most intriguing questions right now in exoplanet astronomy is: Can rocky planets orbiting M-dwarf stars maintain atmospheres that could support life?" said lead author Joshua Krissansen-Totton, a UW assistant professor of Earth and space sciences. "Our findings give reason to expect that some of these planets do have atmospheres, which significantly enhances the chances that these common planetary systems could support life."

The James Webb Space Telescope is sensitive enough that it can observe a select few of these planetary systems. Data coming back so far suggests that the hottest rocky planets, closest to the TRAPPIST-1 star, do lack significant atmospheres. But the telescope has not yet been able to clearly characterize planets in the "Goldilocks zone," slightly farther from their star, at a distance most favorable to supporting liquid water and life.

The new study modeled a rocky planet through the course of its molten formation and cooling over hundreds of millions of years into a solid terrestrial planet. Results showed that hydrogen or other light gases did initially escape into outer space. But for planets farther away from the star, where the temperature is more moderate, hydrogen also reacted with oxygen and iron in the planet's interior. This produced water and other, heavier, gases, forming an atmosphere that results show is stable over time.




Results also showed that for these "Goldilocks zone" planets, water rains out of the atmosphere fairly quickly, making the water less likely to escape.

"It's easier for the JWST to observe hotter planets closest to the star because they emit more thermal radiation, which isn't as affected by the interference from the star. For those planets we have a fairly unambiguous answer: They don't have a thick atmosphere," Krissansen-Totton said. "For me, this result is interesting because it suggests that the more temperate planets may have atmospheres and ought to be carefully scrutinized with telescopes, especially given their habitability potential."

The JWST has not yet been able to see whether the planets a little farther from the TRAPPIST-1 star have atmospheres. But if they do, that means they could have surface liquid water and a temperate climate conducive to life.

"With the telescopes that we have now, the James Webb and the extremely large ground-based telescopes coming soon, we're really only going to be able to look at a very small number of habitable zone rocky planets' atmospheres -- it's the TRAPPIST-1 planets and a couple of others," Krissansen-Totton said. "Given the huge interest in the search for life elsewhere, our result suggests that it's worthwhile investing telescope time to continue studying the habitability of these systems with the technology we have now, rather than waiting for the next generation of more powerful telescopes."

Co-authors are Nicholas Wogan, who did this work as a UW graduate student and is now at NASA; Maggie Thompson at Carnegie Institution for Science in Washington, D.C.; and Jonathan Fortney at the University of California, Santa Cruz. This research was supported by NASA.
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Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome | ScienceDaily
Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.


						
Researchers at McMaster University have gathered and analyzed samples from the community of microorganisms, or microbiome, on the wings of several bat species in Lillooet, British Columbia, which they hope will reveal new information about how WNS affects bats and, more important, how to stop it.

Lillooet is of special interest to scientists because its rich and diverse bat population, concentrated in a relatively small geographic area and diverse ecological niches, has shown no signs of infection, even though the disease-causing agent is present elsewhere in B.C. and WNS is widespread in Canada and the US.

"We see a very high number of bat species in the Rockies and west of the Rockies," explains Jianping Xu, a professor in the Department of Biology at McMaster University and lead author of the paper, newly published in Microbiology Spectrum, a journal of the American Society for Microbiology.

"If there is a new frontier for preserving bat species, it will likely be found in western North America, yet we know very little about the wing microbiome of these bats."

Healthy wings are critical for the survival and reproduction of bats and the wing microbiome is believed to play a major role in their susceptibility to WNS, say the researchers, who will use the new data to refine a probiotic cocktail they developed in collaboration with scientists at the Wildlife Conservation Society of Canada and Thompson Rivers University.

The cocktail is one of a handful of experimental treatments -- including vaccines and fumigation -- which are being tested as the scientific community races to treat and prevent WNS. The disease has spread rapidly since it was first detected in New York State in 2006 and has killed millions of bats throughout eastern North America.




White-nose syndrome is caused by Pseudogymnoascus destructans or pd, a fungus that thrives in cold temperatures. It tends to hit smaller species which include the little brown bat, northern long-eared bat and the tricolored bat, all of which have suffered dramatic population declines of as much as 90 per cent in affected areas.

The fuzzy white fungal growth typically appears on the muzzles or wings of infected bats during hibernation, when their metabolic rate and body temperature are low. WNS interrupts hibernation and wakes the bats, causing them to use precious fat reserves, which leads to starvation.

In Lillooet, Xu and his team captured and tested 76 bats and subsequently identified thousands of bacteria and fungi, many of them previously unknown.

They previously isolated over 1000 bacterial strains from bat wings and identified over a dozen strains which appear to fend off the fungus responsible for WNS. Further testing of four strains showed those individual strains of bacteria to be more effective against the fungus when combined.

"To develop a powerful probiotic cocktail that will work and will have an effect against the fungus in nature, we must understand the microbiome of the bats, or what exactly is on their wings," explains Xu.

Over the last three years the team has administered the cocktail to roosts in British Columbia and in Washington State with promising results.

"This kind of information will allow us to refine potentially region-specific probiotic cocktails and manipulate the microbiome to help the survival of bats," says Xu.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023131034.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say | ScienceDaily
Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. In a perspective paper publishing October 23 in the Cell Press journal Joule, bioengineers propose a radical new method of food production that they call "electro-agriculture." The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be genetically engineered to "eat." The researchers estimate that if all food in the US were produced using electro-agriculture, it would reduce the amount of land needed for agriculture by 94%. The method could also be used to grow food in space.


						
"If we don't need to grow plants with sunlight anymore, then we can decouple agriculture from the environment and grow food in indoor, controlled environments," says corresponding author and biological engineer Robert Jinkerson of University of California, Riverside. "I think that we need to move agriculture into the next phase of technology, and producing it in a controlled way that is decoupled from nature has to be the next step."

Electro-agriculture would mean replacing agricultural fields with multi-story buildings. Solar panels on or near the buildings would absorb the sun's radiation, and this energy would power a chemical reaction between CO2 and water to produce acetate -- a molecule similar to acetic acid, the main component in vinegar. The acetate would then be used to feed plants that are grown hydroponically. The method could also be used to grow other food-producing organisms, since acetate is naturally used by mushrooms, yeast, and algae.

"The whole point of this new process to try to boost the efficiency of photosynthesis," says senior author Feng Jiao, an electrochemist at Washington University in St. Louis. "Right now, we are at about 4% efficiency, which is already four times higher than for photosynthesis, and because everything is more efficient with this method, the CO2 footprint associated with the production of the food becomes much smaller."

To genetically engineer acetate-eating plants, the researchers are taking advantage of a metabolic pathway that germinating plants use to break down food stored in their seeds. This pathway is switched off once plants become capable of photosynthesis, but switching it back on would enable them to use acetate as a source of energy and carbon.

"We're trying to turn this pathway back on in adult plants and reawaken their native ability to utilize acetate," says Jinkerson. "It's analogous to lactose intolerance in humans -- as babies we can digest lactose in milk, but for many people that pathway is turned off when they grow up. It's kind of the same idea, only for plants."

The team is focusing their initial research on tomatoes and lettuce but plan to move on to high-calorie staple crops such as cassava, sweet potatoes, and grain crops in future. Currently, they've managed to engineer plants that can use acetate in addition to photosynthesis, but they ultimately aim to engineer plants that can obtain all of their necessary energy from acetate, meaning that they would not need any light themselves.

"For plants, we're still in the research-and-development phase of trying to get them to utilize acetate as their carbon source, because plants have not evolved to grow this way, but we're making progress," says Jinkerson. "Mushrooms and yeast and algae, however, can be grown like this today, so I think that those applications could be commercialized first, and plants will come later down the line."

The researchers also plan to continue refining their method of acetate production to make the carbon-fixation system even more efficient.

"This is just the first step for this research, and I think there's a hope that its efficiency and cost will be significantly improved in the near future," says Jiao.
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Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae | ScienceDaily
Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home.


						
The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle and has the potential to be a widely applicable method among coral species for reef restoration.

Golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours in the water. After that window, the sound had little effect.

Coral reefs support more than a quarter of all marine animals, protect coastlines from strong waves and storms, and provide food and tourism opportunities for millions of people around the world. Researchers estimate that 25% of all coral reefs have been lost in the last 30 years.

Coral reefs worldwide are in trouble. These ecosystems support a billion people and more than a quarter of marine species. Still, many have been damaged by unsustainable fishing and tourism, coastal construction, nutrient runoff, and climate change. Now, researchers have shown that broadcasting the sounds of healthy reefs is a way to encourage larval corals to repopulate degraded sites and help revitalize them.

A recent study done by researchers at the Woods Hole Oceanographic Institution (WHOI) showed that golfball coral larvae can be encouraged to settle when they hear the sounds of a vibrant, healthy reef. This is the second coral species to demonstrate a responsiveness to sound, indicating that this technique has the potential to be a widely applicable tool for reef restoration.

"Acoustic enrichment is continuing to show promise as a technique in the field and in the lab to enhance coral settlement rates," said Nadege Aoki, a doctoral candidate at WHOI and first author of the recently published paper in JASA Express Letters. "There is a very limited pool of species that have had any kind of acoustic work done with them so far, and this is the second one where the corals have responded to replayed sound and settled."

During the larval stage of their life, corals drift or swim through the water looking for the right place to settle. To decide where they should attach to the seabed and mature into their stationary adult forms, coral larvae may rely on cues from chemicals, light, and -- as Aoki and her colleagues demonstrated previously and in this study -- sounds. Healthy coral reefs echo with a chorus of purrs and grunts from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Damaged or degraded reefs are much quieter, and it appears that some coral larvae can tell the difference.




In July of 2022, Aoki and her colleagues collected larvae from Favia fragum -- commonly known as golfball coral -- in the U.S. Virgin Islands. They divided the larvae into cups and set them up in two quiet, sandy bays off the southeastern coast of St. John: Great Lameshur Bay and Grootpan Bay. At Great Lameshur, the researchers placed the cups of larvae one meter away from a solar-powered speaker playing sounds recorded at the nearby Tektite reef, which is considered relatively healthy and noisy. The researchers used the same setup in Grootpan Bay, but the speakers only played silence or sounds recorded in Grootpan.

At each site, half of the larvae cups were in the water for 24 hours and half for 48 hours. After 24 hours, none of the larvae at the control site had settled to the bottom of their cups, but about 30% of the larvae hearing the sounds of a healthy reef had settled. After 48 hours, the settlement rates at both sites were much higher and roughly equivalent -- around 73% at Great Lameshur and 85% at Grootpan.

The sample sizes at both time intervals were too small for the results to be statistically significant. However, the researchers also conducted a similar experiment in fiberglass aquarium tanks. In the tanks, they checked for larval settlement after 24 and 72 hours of sound exposure. Combining these results, they found that golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours. After that window, the larvae settled at basically the same rate, regardless of what they were hearing.

"Acoustic enrichment worked for 36 hours or so," said Aran Mooney, a marine biologist at WHOI and senior author of the paper. "After that, they seem desperate to settle, and healthy cues become less important."

Golfball coral have a relatively short window of viability in their larval stage. They don't have the resources to float around for weeks searching for the ideal spot; they want to settle in 8 to 36 hours after they are released into the water, Mooney said. The researchers found that sound cues are most effective while the larvae have the resources to be picky -- once they run out of time, they'll settle just about anywhere.

"We're getting at some of the nuances of coral biology," Aoki said. "There's a huge range of reproductive strategies that corals use and different species have different larval periods. We're opening up this broad realm of questions about how responsiveness to sound will vary between species."

The work also demonstrates that corals will respond to auditory cues even in tanks, where sound reflections, aerators, and water filters make the acoustics less than ideal. It can be tricky to get corals to reproduce and settle in tanks, sometimes taking months to get everything just right. Adding healthy reef sounds might facilitate that process in land-based nurseries. There isn't likely to be a single solution that works for every coral species in every part of the world, but the researchers hope that acoustic enrichment, applied with an understanding of the local ecology and coral biology, will prove to be an effective tool for coral restoration.




"Finding a second species settling in response to sound shows that this isn't just a one-off, and maybe we can really scale this up," Mooney said. "But we can't just throw a speaker over the side of a boat and think it's going to work. We have to know the system and it has to be integrated with other conservation and restoration efforts."

This research was supported by the Vere and Oceankind Foundations, the National Science Foundation, and WHOI's Reef Solutions Initiative.
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Researchers flip genes on and off with AI-designed DNA switches | ScienceDaily
Researchers at The Jackson Laboratory (JAX), the Broad Institute of MIT and Harvard, and Yale University, have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.


						
"What is special about these synthetically designed elements is that they show remarkable specificity to the target cell type they were designed for," said Ryan Tewhey, PhD, an associate professor at The Jackson Laboratory and co-senior author of the work. "This creates the opportunity for us to turn the expression of a gene up or down in just one tissue without affecting the rest of the body."

In recent years, genetic editing technologies and other gene therapy approaches have given scientists the ability to alter the genes inside living cells. However, affecting genes only in selected cell types or tissues, rather than across an entire organism, has been difficult. That is in part because of the ongoing challenge of understanding the DNA switches, called cis-regulatory elements (CREs), that control the expression and repression of genes.

In a paper published in Oct. 23 advanced online issue of Nature, Tewhey and his collaborators not only designed new, never-before-seen synthetic CREs, but used the CREs to successfully activate genes in brain, liver or blood cells without turning on those genes in other cell types.

Tissue- and time-specific instructions

Although every cell in an organism contains the same genes, not all the genes are needed in every cell, or at all times. CREs help ensure that genes needed in the brain are not used by skin cells, for instance, or that genes required during early development are not activated in adults. CREs themselves are not part of genes, but are separate, regulatory DNA sequences -- often located near the genes they control.

Scientists know that there are thousands of different CREs in the human genome, each with slightly different roles. But the grammar of CREs has been hard to figure out, "with no straightforward rules that control what each CRE does," explained Rodrigo Castro, PhD, a computational scientist in the Tewhey lab at JAX and co-first author of the new paper. "This limits our ability to design gene therapies that only effect certain cell types in the human body."

"This project essentially asks the question: 'Can we learn to read and write the code of these regulatory elements?'" said Steven Reilly, PhD, assistant professor of genetics at Yale and one of the senior authors of the study. "If we think about it in terms of language, the grammar and syntax of these elements is poorly understood. And so, we tried to build machine learning methods that could learn a more complex code than we could do on our own."




Using a form of artificial intelligence (AI) called deep learning, the group trained a model using hundreds of thousands of DNA sequences from the human genome that they measured in the laboratory for CRE activity in three types of cells: blood, liver and brain. The AI model allowed the researchers to predict the activity for any sequence from the almost infinite number of possible combinations. By analyzing these predictions, the researchers discovered new patterns in the DNA, learning how the grammar of CRE sequences in the DNA impact how much RNA would be made -- a proxy for how much a gene is activated.

The team, including Pardis Sabeti, MD, DPhil, co-senior author of the study and a core institute member at the Broad Institute and professor at Harvard, then developed a platform called CODA (Computational Optimization of DNA Activity), which used their AI model to efficiently design thousands of completely new CREs with requested characteristics, like activating a particular gene in human liver cells but not activating the same gene in human blood or brain cells. Through an iterative combination of 'wet' and 'dry' investigation, using experimental data to first build and then validate computational models, the researchers refined and improved the program's ability to predict the biological impact of each CRE and enabled the design of specific CREs never before seen in nature.

"Natural CREs, while plentiful, represent a tiny fraction of possible genetic elements and are constrained in their function by natural selection," said study co-first author Sager Gosai, PhD, a postdoctoral fellow in Sabeti's lab. "These AI tools have immense potential for designing genetic switches that precisely tune gene expression for novel applications, such as biomanufacturing and therapeutics, that lie outside the scope of evolutionary pressures."

Pick-and-choose your organ

Tewhey and his colleagues tested the new, AI-designed synthetic CREs by adding them into cells and measuring how well they activated genes in the desired cell type, as well as how good they were at avoiding gene expression in other cells. The new CREs, they discovered, were even more cell-type-specific than naturally occurring CREs known to be associated with the cell types.

"The synthetic CREs semantically diverged so far from natural elements that predictions for their effectiveness seemed implausible," said Gosai. "We initially expected many of the sequences would misbehave inside living cells."

"It was a thrilling surprise to us just how good CODA was at designing these elements," said Castro.




Tewhey and his collaborators studied why the synthetic CREs were able to outperform naturally occurring CREs and discovered that the cell-specific synthetic CREs contained combinations of sequences responsible for expressing genes in the target cell types, as well as sequences that repressed or turned off the gene in the other cell types.

Finally, the group tested several of the synthetic CRE sequences in zebrafish and mice, with good results. One CRE, for instance, was able to activate a fluorescent protein in developing zebrafish livers but not in any other areas of the fish.

"This technology paves the way toward the writing of new regulatory elements with pre-defined functions," said Tewhey. "Such tools will be valuable for basic research but also could have significant biomedical implications where you could use these elements to control gene expression in very specific cell types for therapeutic purposes."
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Immunotherapy blocks scarring, improves heart function in mice with heart failure | ScienceDaily
A new study from Washington University School of Medicine in St. Louis suggests that a type of immunotherapy -- similar to that approved by the Food and Drug Administration (FDA) to treat inflammatory conditions such as arthritis -- also may be an effective treatment strategy for heart failure.


						
The study is published Oct. 23 in the journal Nature.

After a heart attack, viral infection or other injury to the heart, scar tissue often forms in the heart muscle, where it interferes with the heart's normal contractions and plays a leading role in heart failure, the progressive loss of the heart's ability to pump sufficient blood to the body. This chronic condition creates a worsening feedback loop that can only be slowed with available medical therapies, but it has no cure.

Studying human tissue samples as part of the new study, the researchers identified a type of fibroblast cell in the heart as the main culprit responsible for the formation of scar tissue in heart failure. To see if they could prevent scar formation, the scientists turned to mouse models of heart failure that have the very same type of fibroblasts. They used a therapeutic protein -- called a monoclonal antibody -- that blocks the formation of this harmful type of fibroblast, and succeeded in reducing the formation of scar tissue and improving heart function in the mice.

"After scar tissue forms in the heart, its ability to recover is dramatically impaired or impossible," said cardiologist and senior author Kory Lavine, MD, PhD, a professor of medicine in the Cardiovascular Division at WashU Medicine. "Heart failure is a growing problem in the U.S. and globally, affecting millions of people. Current treatments can help relieve symptoms and slow the progression, but there is a tremendous need for better therapies that actually stop the disease process and prevent the formation of new scar tissue that causes a loss of heart function. We are hopeful our study will lead to clinical trials investigating this immunotherapy strategy in heart failure patients."

Fibroblasts have many roles in the heart, and parsing out the differences between various populations of these cells has been challenging. Some types of fibroblasts support the heart's structural integrity and maintain good blood flow through the heart's blood vessels, while others are responsible for driving inflammation and the development of scar tissue. Only recently, with the wide availability of the most advanced single cell sequencing technologies, could scientists peg which groups of cells are which.

"These various types of fibroblasts highlight newly recognized opportunities to craft treatment strategies that specifically block the type of fibroblasts that promote scarring and protect fibroblasts that maintain the structure of the heart, so the heart doesn't rupture," Lavine said. "Our research suggests that the fibroblasts that promote scarring in the injured heart are very similar to fibroblasts associated with cancer and other inflammatory processes. This opens the door to immunotherapies that potentially can stop the inflammation and resulting scar tissue."

The research team, co-led by Junedh Amrute, a graduate student in Lavine's lab, used genetic methods to demonstrate that a signaling molecule called IL-1 beta was important in a chain of events driving fibroblasts to create scar tissue in heart failure. With that in mind, they tested a mouse monoclonal antibody that blocks IL-1 beta and found beneficial effects in the mouse hearts. The mouse monoclonal antibody was provided by Amgen, whose scientists were also co-authors of the study. Monoclonal antibodies are proteins manufactured in the lab that modulate the immune system. The treatment reduced the formation of scar tissue and improved the pumping capacity of the mouse hearts, as measured on an echocardiogram.




At least two FDA-approved monoclonal antibodies -- canakinumab and rilonacept -- can block IL-1 signaling. These immunotherapies are approved to treat inflammatory disorders such as juvenile idiopathic arthritis and recurrent pericarditis, which is inflammation of the sac surrounding the heart.

One of these antibodies also has been evaluated in a clinical trial for atherosclerosis, a buildup of plaque that hardens the arteries. The trial, called CANTOS (Canakinumab Anti-inflammatory Thrombosis Outcome Study), showed a benefit for study participants with atherosclerosis.

"Even though this trial was not designed to test this treatment in heart failure, there are hints in the data that the monoclonal antibody might be beneficial for patients with heart failure," Lavine said. "Secondary analyses of the data from this trial showed that the treatment was associated with a sizable reduction in heart failure admissions compared with standard care. Our new study may help explain why."

Even so, the IL-1 antibody used in the CANTOS study had some side effects, such as increased risk of infection, that could perhaps be reduced with a more targeted antibody that specifically blocks IL-1 signaling in cardiac fibroblasts, according to the researchers.

"We are hopeful that the combination of all of this evidence, including our work on the IL-1 beta pathway, will lead to the design of a clinical trial to specifically test the role of targeted immunotherapy in heart failure patients," Lavine said.
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Physicists discover first 'black hole triple' | ScienceDaily
Many black holes detected to date appear to be part of a pair. These binary systems comprise a black hole and a secondary object -- such as a star, a much denser neutron star, or another black hole -- that spiral around each other, drawn together by the black hole's gravity to form a tight orbital pair.


						
Now a surprising discovery is expanding the picture of black holes, the objects they can host, and the way they form.

In a study appearing in Nature, physicists at MIT and Caltech report that they have observed a "black hole triple" for the first time. The new system holds a central black hole in the act of consuming a small star that's spiraling in very close to the black hole, every 6.5 days -- a configuration similar to most binary systems. But surprisingly, a second star appears to also be circling the black hole, though at a much greater distance. The physicists estimate this far-off companion is orbiting the black hole every 70,000 years.

That the black hole seems to have a gravitational hold on an object so far away is raising questions about the origins of the black hole itself. Black holes are thought to form from the violent explosion of a dying star -- a process known as a supernova, by which a star releases a huge amount of energy and light in a final burst before collapsing into an invisible black hole.

The team's discovery, however, suggests that if the newly-observed black hole resulted from a typical supernova, the energy it would have released before it collapsed would have kicked away any loosely bound objects in its outskirts. The second, outer star, then, shouldn't still be hanging around.

Instead, the team suspects the black hole formed through a more gentle process of "direct collapse," in which a star simply caves in on itself, forming a black hole without a last dramatic flash. Such a gentle origin would hardly disturb any loosely bound, faraway objects.

Because the new triple system includes a very far-off star, this suggests the system's black hole was born through a gentler, direct collapse. And while astronomers have observed more violent supernovae for centuries, the team says the new triple system could be the first evidence of a black hole that formed from this more gentle process.




"We think most black holes form from violent explosions of stars, but this discovery helps call that into question," says study author Kevin Burdge, a Pappalardo Fellow in the MIT Department of Physics. "This system is super exciting for black hole evolution, and it also raises questions of whether there are more triples out there."

The study's co-authors at MIT are Erin Kara, Claude Canizares, Deepto Chakrabarty, Anna Frebel, Sarah Millholland, Saul Rappaport, Rob Simcoe, and Andrew Vanderburg, along with Kareem El-Badry at Caltech.

Tandem motion

The discovery of the black hole triple came about almost by chance. The physicists found it while looking through Aladin Lite, a repository of astronomical observations, aggregated from telescopes in space and all around the world. Astronomers can use the online tool to search for images of the same part of the sky, taken by different telescopes that are tuned to various wavelengths of energy and light.

The team had been looking within the Milky Way galaxy for signs of new black holes. Out of curiosity, Burdge reviewed an image of V404 Cygni -- a black hole about 8,000 light years from Earth that was one of the very first objects ever to be confirmed as a black hole, in 1992. Since then, V404 Cygni has become one of the most well-studied black holes, and has been documented in over 1,300 scientific papers. However, none of those studies reported what Burdge and his colleagues observed.

As he looked at optical images of V404 Cygni, Burdge saw what appeared to be two blobs of light, surprisingly close to each other. The first blob was what others determined to be the black hole and an inner, closely orbiting star. The star is so close that it is shedding some of its material onto the black hole, and giving off the light that Burdge could see. The second blob of light, however, was something that scientists did not investigate closely, until now. That second light, Burdge determined, was most likely coming from a very far-off star.




"The fact that we can see two separate stars over this much distance actually means that the stars have to be really very far apart," says Burdge, who calculated that the outer star is 3,500 astronomical units (AU) away from the black hole (1 AU is the distance between the Earth and sun). In other words, the outer star is 3,500 times father away from the black hole as the Earth is from the sun. This is also equal to 100 times the distance between Pluto and the sun.

The question that then came to mind was whether the outer star was linked to the black hole and its inner star. To answer this, the researchers looked to Gaia, a satellite that has precisely tracked the motions of all the stars in the galaxy since 2014. The team analyzed the motions of the inner and outer stars over the last 10 years of Gaia data and found that the stars moved exactly in tandem, compared to other neighboring stars. They calculated that the odds of this kind of tandem motion are about one in 10 million.

"It's almost certainly not a coincidence or accident," Burdge says. "We're seeing two stars that are following each other because they're attached by this weak string of gravity. So this has to be a triple system."

Pulling strings

How, then, could the system have formed? If the black hole arose from a typical supernova, the violent explosion would have kicked away the outer star long ago.

"Imagine you're pulling a kite, and instead of a strong string, you're pulling with a spider web," Burdge says. "If you tugged too hard, the web would break and you'd lose the kite. Gravity is like this barely bound string that's really weak, and if you do anything dramatic to the inner binary, you're going to lose the outer star."

To really test this idea, however, Burdge carried out simulations to see how such a triple system could have evolved and retained the outer star.

At the start of each simulation, he introduced three stars (the third being the black hole, before it became a black hole). He then ran tens of thousands of simulations, each one with a slightly different scenario for how the third star could have become a black hole, and subsequently affected the motions of the other two stars. For instance, he simulated a supernova, varying the amount and direction of energy that it gave off. He also simulated scenarios of direct collapse, in which the third star simply caved in on itself to form a black hole, without giving off any energy.

"The vast majority of simulations show that the easiest way to make this triple work is through direct collapse," Burdge says.

In addition to giving clues to the black hole's origins, the outer star has also revealed the system's age. The physicists observed that the outer star happens to be in the process of becoming a red giant -- a phase that occurs at the end of a star's life. Based on this stellar transition, the team determined that the outer star is about 4 billion years old. Given that neighboring stars are born around the same time, the team concludes that the black hole triple is also 4 billion years old.

"We've never been able to do this before for an old black hole," Burdge says. "Now we know V404 Cygni is part of a triple, it could have formed from direct collapse, and it formed about 4 billion years ago, thanks to this discovery."

This work was supported, in part, by the National Science Foundation.
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Capturing carbon from the air just got easier | ScienceDaily
Capturing and storing the carbon dioxide humans produce is key to lowering atmospheric greenhouse gases and slowing global warming, but today's carbon capture technologies work well only for concentrated sources of carbon, such as power plant exhaust. The same methods cannot efficiently capture carbon dioxide from ambient air, where concentrations are hundreds of times lower than in flue gases.


						
Yet direct air capture, or DAC, is being counted on to reverse the rise of CO2 levels, which have reached 426 parts per million (ppm), 50% higher than levels before the Industrial Revolution. Without it, according to the Intergovernmental Panel on Climate Change, we won't reach humanity's goal of limiting warming to 1.5 degC (2.7 degF) above preexisting global averages.

A new type of absorbing material developed by chemists at the University of California, Berkeley, could help get the world to negative emissions. The porous material -- a covalent organic framework (COF) -- captures CO2 from ambient air without degradation by water or other contaminants, one of the limitations of existing DAC technologies.

"We took a powder of this material, put it in a tube, and we passed Berkeley air -- just outdoor air -- into the material to see how it would perform, and it was beautiful. It cleaned the air entirely of CO2. Everything," said Omar Yaghi, the James and Neeltje Tretter Professor of Chemistry at UC Berkeley and senior author of a paper that will appear online Oct. 23 in the journal Nature.

"I am excited about it because there's nothing like it out there in terms of performance. It breaks new ground in our efforts to address the climate problem," he added.

According to Yaghi, the new material could be substituted easily into carbon capture systems already deployed or being piloted to remove CO2 from refinery emissions and capture atmospheric CO2 for storage underground.

UC Berkeley graduate student Zihui Zhou, the paper's first author, said that a mere 200 grams of the material, a bit less than half a pound, can take up as much CO2 in a year -- 20 kilograms (44 pounds) -- as a tree.




"Flue gas capture is a way to slow down climate change because you are trying not to release CO2 to the air. Direct air capture is a method to take us back to like it was 100 or more years ago," Zhou said. "Currently, the CO2 concentration in the atmosphere is more than 420 ppm, but that will increase to maybe 500 or 550 before we fully develop and employ flue gas capture. So if we want to decrease the concentration and go back to maybe 400 or 300 ppm, we have to use direct air capture."

COF vs MOF

Yaghi is the inventor of COFs and MOFs (metal-organic frameworks), both of which are rigid crystalline structures with regularly spaced internal pores that provide a large surface area for gases to stick or adsorb. Some MOFs that he and his lab have developed can adsorb water from the air, even in arid conditions, and when heated, release the water for drinking. He has been working on MOFs to capture carbon since the 1990s, long before DAC was on most people's radar screens, he said.

Two years ago, his lab created a very promising material, MOF-808, that adsorbs CO2, but the researchers found that after hundreds of cycles of adsorption and desorption, the MOFs broke down. These MOFs were decorated inside with amines (NH2 groups), which efficiently bind CO2 and are a common component of carbon capture materials. In fact, the dominant carbon capture method involves bubbling exhaust gases through liquid amines that capture the carbon dioxide. Yaghi noted, however, that the energy intensive regeneration and volatility of liquid amines hinders their further industrialization.

Working with colleagues, Yaghi discovered why some MOFs degrade for DAC applications -- they are unstable under basic, as opposed to acidic, conditions, and amines are bases. He and Zhou worked with colleagues in Germany and Chicago to design a stronger material, which they call COF-999. Whereas MOFs are held together by metal atoms, COFs are held together by covalent carbon-carbon and carbon-nitrogen double bonds, among the strongest chemical bonds in nature.

As with MOF-808, the pores of COF-999 are decorated inside with amines, allowing uptake of more CO2 molecules.




"Trapping CO2 from air is a very challenging problem," Yaghi said. "It's energetically demanding, you need a material that has high carbon dioxide capacity, that's highly selective, that's water stable, oxidatively stable, recyclable. It needs to have a low regeneration temperature and needs to be scalable. It's a tall order for a material. And in general, what has been deployed as of today are amine solutions, which are energy intensive because they're based on having amines in water, and water requires a lot of energy to heat up, or solid materials that ultimately degrade with time."

Yaghi and his team have spent the last 20 years developing COFs that have a strong enough backbone to withstand contaminants, ranging from acids and bases to water, sulfur and nitrogen, that degrade other porous solid materials. The COF-999 is assembled from a backbone of olefin polymers with an amine group attached. Once the porous material has formed, it is flushed with more amines that attach to NH2 and form short amine polymers inside the pores. Each amine can capture about one CO2 molecule.

When 400 ppm CO2 air is pumped through the COF at room temperature (25 degC) and 50% humidity, it reaches half capacity in about 18 minutes and is filled in about two hours. However, this depends on the sample form and could be speeded up to a fraction a minute when optimized. Heating to a relatively low temperature -- 60 degC, or 140 degF -- releases the CO2, and the COF is ready to adsorb CO2 again. It can hold up to 2 millimoles of CO2 per gram, standing out from other solid sorbents.

Yaghi noted that not all the amines in the internal polyamine chains currently capture CO2, so it may be possible to enlarge the pores to bind more than twice as much.

"This COF has a strong chemically and thermally stable backbone, it requires less energy, and we have shown it can withstand 100 cycles with no loss of capacity. No other material has been shown to perform like that," Yaghi said. "It's basically the best material out there for direct air capture."

Yaghi is optimistic that artificial intelligence can help speed up the design of even better COFs and MOFs for carbon capture or other purposes, specifically by identifying the chemical conditions required to synthesize their crystalline structures. He is scientific director of a research center at UC Berkeley, the Bakar Institute of Digital Materials for the Planet (BIDMaP), which employs AI to develop cost-efficient, easily deployable versions of MOFs and COFs to help limit and address the impacts of climate change.

"We're very, very excited about blending AI with the chemistry that we've been doing," he said.

The work was funded by King Abdulaziz City for Science and Technology in Saudi Arabia, Yaghi's carbon capture startup, Atoco Inc., Fifth Generation's Love, Tito's, and BIDMaP. Yaghi's collaborators include Joachim Sauer, a visiting scholar from Humboldt University in Berlin, Germany, and computational scientist Laura Gagliardi from the University of Chicago.
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The decision to eat may come down to these three neurons | ScienceDaily
Speaking, singing, coughing, laughing, yelling, yawning, chewing -- we use our jaws for many purposes. Each action requires a complex coordination of muscles whose activity is managed by neurons in the brain.


						
But it turns out that the neural circuit behind the jaw movement most essential to survival -- eating -- is surprisingly simple, as researchers from Rockefeller University recently described in a new paper in Nature. Christin Kosse and other scientists from the Laboratory of Molecular Genetics, headed by Jeffrey M. Friedman, have identified a three-neuron circuit that connects a hunger-signaling hormone to the jaw movements of chewing. The intermediary between these two is a cluster of neurons in a specific area of the hypothalamus that, when damaged, has long been known to cause obesity.

Strikingly, inhibiting these so-called BDNF neurons not only leads animals to consume more food but also triggers the jaw to make chewing motions even in the absence of food or other sensory input that would indicate it was time to eat. And stimulating them reduces food intake and puts a halt to the chewing motions, acting as an effective curb against hunger.

The simple architecture of this circuit suggests that the impulse to eat may be more similar to a reflex than was previously considered -- and may provide a new clue about how the initiation of feeding is controlled.

"It's surprising that these neurons are so keyed to motor control," says study first author Christin Kosse, a research associate in the lab. "We didn't expect that limiting physical jaw motion could act as a kind of appetite suppressant."

More than a feeling?

The impulse to eat is driven not just by hunger but by many factors. We also eat for pleasure, community, ritual, and habit; and smell, taste, and emotions can impact whether we eat too. In humans, eating can also be regulated by the conscious desire to consume more or less. The causes of obesity are equally complex, the result of a dynamic interplay of diet, environment, and genes. For example, mutations in several genes, including leptin, the hunger-suppressing hormone, and brain-derived neurotrophic factor (BDNF), lead to gross overeating, metabolic changes, and extreme obesity, suggesting that both factors normally suppress appetite.




When Friedman's team began this study, they sought to pinpoint the location of the BDNF neurons that curtail overeating. That's eluded scientists for years, because BDNF neurons, which are also primary regulators of neuronal development, differentiation, and survival, are widespread in the brain.

In the current study, they homed in on the ventromedial hypothalamus (VMH), a deep-brain region linked to glucose regulation and appetite. It's well-documented that damage in the VMH can lead to overeating and eventually obesity in animals and people, just as mutated BDNF proteins do. Perhaps the VMH played a regulatory role in feeding behavior.

They hoped that by documenting BDNF's impact on eating behavior, they could find the neural circuit underpinning the process of transforming sensory signals into jaw motions. They subsequently found that BDNF neurons in the VMH -- but not elsewhere -- are activated when animals become obese, suggesting that they are activated when weight is gained in order to suppress food intake. Thus when these neurons are missing, or there is a mutation in BDNF, animals become obese.

Chewing without food

In a series of experiments, the researchers then used optogenetics to either express or inhibit the BDNF neurons in the ventromedial hypothalamus of mice. When the neurons were activated, the mice completely stopped feeding, even when they were known to be hungry. Silencing them had the opposite effect: the mice began to eat -- and eat and eat and eat, wolfing down nearly 1200% more food than they normally would in a short period of time.

"When we saw these results, we initially thought that perhaps BDNF neurons encode valence," Kosse says. "We wondered if when we regulated these neurons, the mice were experiencing the negative feeling of hunger or maybe the positive feeling of eating food that's delicious."

But subsequent experiments disproved that idea. Regardless of the food given to the mice -- either their standard chow or food packed with fat and sugar, like the mouse equivalent of a chocolate mousse cake -- they found that activating the BDNF neurons suppressed food intake.




And because hunger is not the only motivation to eat -- as anyone unable to skip dessert can attest -- they also offered high-palatable food to mice that were already well fed. The animals chowed down until the researchers inhibited the BDNF neurons, at which point they promptly stopped eating.

"This was initially a perplexing finding, because prior studies have suggested that this 'hedonic' drive to eat for pleasure is quite different from the hunger drive, which is an attempt to suppress the negative feeling, or negative valence, associated with hunger by eating," Kosse notes. "We demonstrated that activating BDNF neurons can suppress both drives."

Equally striking was that BDNF inhibition caused the mice to make chewing motions with their jaw, directed at any object in their vicinity even when food was not available. This compulsion to chew and bite was so strong that the mice gnawed on anything around them -- the metal spout of a water feeder, a block of wood, even the wires monitoring their neural activity.

The circuit

But how does this motor-control switch connect to the body's need or desire for food?

By mapping the inputs and outputs of the BDNF neurons, the researchers discovered that BDNF neurons are the linchpin of a three-part neural circuit linking hormonal signals that regulate appetite to the movements required to consume it.

At one end of the circuit are special neurons in the arcuate nucleus (Arc) region of the hypothalamus that pick up hunger signals such as the hormone leptin, which is produced by fat cells. (A high amount of leptin means the energy tank is full, while a low leptin level indicates it's time to eat. Animals with no leptin become obese.) The Arc neurons project to the ventromedial hypothalamus, where their signals are picked up by the BDNF neurons, which then project directly to a brainstem center called Me5 that controls the movement of jaw muscles.

"Other studies have shown that when you kill Me5 neurons in mice during development, the animals will starve because they're unable to chew solid foods," says Kosse. "So it makes sense that when we manipulate the BDNF neurons projecting there, we see jaw movements."

It also explains why damage in the VMH causes obesity, Friedman says. "The evidence presented in our paper shows that the obesity associated with these lesions is a result of a loss of these BDNF neurons, and the findings unify the known mutations that cause obesity into a relatively coherent circuit."

The findings suggest something deeper about the connection between sensation and behavior, he adds. "The architecture of the feeding circuit is not very different from the architecture of a reflex," says Friedman. "That's surprising, because eating is a complex behavior -- one in which many factors influence whether you'll initiate the behavior, but none of them guarantee it. On the other hand, a reflex is simple: a defined stimulus and an invariant response. In a sense, what this paper shows is that the line between behavior and reflex is probably more blurred than we thought. We hypothesize that the neurons in this circuit are the target of other neurons in the brain that convey other signals that regulate appetite."

This hypothesis is consistent with the work of early 20th century neurophysiologist Charles Sherrington, who pointed out that while cough is regulated by a typical reflex, it can be modulated by conscious factors, such as the desire to suppress it in a crowded theater.

Kosse adds, "Because feeding is so essential to basic survival, this circuit regulating food intake may be ancient. Perhaps it was a substrate for ever-more complex processing that occurred as the brain evolved."

To that end, in the future the researchers want to explore the brainstem area known as Me5 with the idea that the jaw's motor controls might be a useful model for understanding other behaviors, including compulsive, stress-related mouth actions such as gnawing on a pencil eraser or strands of one's hair.

"By examining these premotor neurons in the Me5, we might be able to understand whether there are other centers that project into the region and influence other innate behaviors, like BDNF neurons do for eating," she says. "Are there stress-activated or other neurons that project into there as well?"
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Bilingualism may maintain protection against Alzheimer's | ScienceDaily
Bilingualism has long been known to have cognitive benefits for older adults. Research shows it helping delay the onset of Alzheimer's disease by up to five years compared to monolingual adults. This is one of several lifestyle factors that may contribute to brain resilience as we age.


						
In a new study published in the journal Bilingualism: Language and Cognition, Concordia researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging.

They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory.

"There was greater brain matter in the hippocampus, which is the main region in the brain for learning and memory and is highly affected by Alzheimer's," says the study's lead author, PhD candidate Kristina Coulter. She co-wrote the study with Natalie Phillips, a professor in the Department of Psychology and the Concordia University Research Chair (Tier 1) in Sensory-Cognitive Health in Aging and Dementia.

The researchers compared brain characteristics of monolingual and bilingual older adults who were either cognitively normal, who were in the risk states of subjective cognitive decline or mild cognitive impairment, or who were diagnosed with Alzheimer's.

They found that while there was evidence of hippocampal atrophy between individuals with mild cognitive impairment and Alzheimer's who were monolingual, there was no change in hippocampal volume in bilinguals across the continuum of Alzheimer's development.

"The brain volume in the Alzheimer's-related area was the same across the healthy older adults, the two risk states and the Alzheimer's disease group in the bilingual participants," says Coulter. "This suggests that there may be some form of brain maintenance related to bilingualism."

Localized resilience




Brain maintenance, brain reserve and cognitive reserve are the three components of brain resilience, a concept that refers to the brain's ability to cope with changes associated with aging.

Brain maintenance is the continued ability to maintain its form and function as it ages. Mental stimulation, such as bilingualism, along with a healthy diet, regular exercise, good sleep and good sensory health are believed to help protect the brain from deteriorating.

Brain reserve applies to the size and structure of the brain. Brains with greater reserve can maintain normal functions because of the extra volume or capacity of brain matter even when experiencing damage or atrophy because of aging, including by pathological diseases like Alzheimer's disease.

Cognitive reserve refers to the way a brain can use alternative pathways to maintain functionality even when it has been damaged or experienced shrinkage linked to aging. Brains with greater cognitive reserve can use other parts of the brain than those usually associated with a particular function, such as language or memory, thanks to a lifetime accruing cognitive flexibility.

Coulter notes that they did not find any bilingualism-associated brain reserve in the language-related areas of the brain or cognitive reserve in the Alzheimer's-related areas of the brain.

"Speaking more than one language is one of several ways to be cognitively and socially engaged, which promotes brain health," Phillips says. "This research study was unique in that it was able to look at the potential influence of being bilingual on brain structure across the continuum of dementia risk, ranging from individuals who were cognitively normal, to those who are at higher risk of developing Alzheimer's, to those who actually have the disease."

Future work from these Concordia researchers will delve into whether being multilingual has a similar positive influence on brain networks.
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Geometric mechanics shape the dog's nose | ScienceDaily
The noses of many mammals, such as dogs, ferrets and cows, feature grooves forming a multitude of polygons. A team from the University of Geneva (UNIGE) has analyzed in detail how these patterns form in the embryo using 3D imaging techniques and computer simulations. The researchers discovered that differential growth of the skin tissue layers leads to the formation of domes, which are mechanically supported by the underlying blood vessels. This work describes for the first time this morphogenetic process, which could help explain the formation of other biological structures associated with blood vessels. These findings are published in the journal Current Biology.


						
The living world is full of remarkable shapes, some of which can be identified by their patterns of coloration or 3D motifs. Zebras and cheetahs, for example, can be recognized by their skin stripes or spots, while pine cones are characterized by their spiral organisation. These fascinating patterns are generated by various morphogenetic processes, i.e. the generation of shapes during embryonic development.

On the one hand, self-organisational morphogenesis can be mediated by chemical reactions, as described by Alan Turing's reaction-diffusion model, where chemical substances diffuse and interact to create relatively regular patterns, such as the stripes or spots on the skin of mammals and reptiles. On the other hand, some shapes are the result of mechanical constraints. The human brain's convolutions, for example, are produced by a process of differential growth: the cortex forms folds because it grows faster than the deeper layer to which it is attached.

The diversity of life

Michel Milinkovitch's group, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the evolution of the developmental mechanisms producing the complexity and diversity of life. ''Finding specific examples of beautiful patterns in living organisms is easy. All we have to do is look around us! Our latest study focuses on the noses of dogs, ferrets and cows, which exhibit a singular network of polygonal structures,'' explains Michel Milinkovitch.

Indeed, the naked skin of the rhinarium (nose) of many mammalian species features a network of polygons formed by grooves in the skin. By retaining moisture, these grooves keep the nose wet and, among other functions, facilitate the collection of pheromones and odorant molecules. The Geneva-based team collaborated with the Universite Paris-Saclay, the Ecole Nationale Veterinaire d'Alfort (EnvA) and the Institute of Neurosciences de San Juan de Alicante for the collection of rhinarium samples from dog, cow and ferret embryos.

Nose 3D visualization

These samples were observed using ''light sheet fluorescence microscopy," a technique that enables the visualization of biological structures in three dimensions. In all three mammalian species, the researchers found that polygonal networks of folds in the epidermis -- the outer layer of the skin -- appear during embryogenesis, and are systematically and exactly superimposed over an underlying network of rigid blood vessels located in the dermis -- the deeper layer of the skin. They also observed that epidermal cells proliferate faster than dermal cells.




Blood vessels form ''architectural pillars''

Using these data, the scientists developed a mathematical model and performed computer simulations of tissue growth. This model takes into account the difference in growth rates between the dermis and the epidermis, their respective stiffnesses and, most importantly, the presence of blood vessels in the dermis. ''Our numerical simulations show that the mechanical stress generated by excessive epidermal growth is concentrated at the positions of the underlying vessels, which form rigid support points. The epidermal layers are then pushed outwards, forming domes -- akin to arches rising against stiff pillars,'' explains Paule Dagenais, post-doctoral fellow in the Department of Genetics and Evolution at UNIGE's Faculty of Science, and first author of the study.

These results show that, in the case of rhinaria, the position of the polygonal structures of the epidermis is imposed by the position of the rigid blood vessels of the dermis, which exert local constraints during epidermal growth, leading to the formation of grooves and domes at precise locations. ''This is the first time that this mechanism, which we call 'mechanical positional information', has been described to explain the formation of structures during embryonic development. But we are confident that it will help explain the formation of other biological structures associated to the presence of blood vessels,'' concludes Michel Milinkovitch.
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Paws of polar bears sustaining ice-related injuries in a warming Arctic | ScienceDaily
Polar bears in some parts of the high Arctic are developing ice buildup and related injuries to their feet, apparently due to changing sea ice conditions in a warming Arctic. While surveying the health of two polar bear populations, researchers found lacerations, hair loss, ice buildup and skin ulcerations primarily affecting the feet of adult bears as well as other parts of the body. Two bears had ice blocks up to 1 foot (30 centimeters) in diameter stuck to their foot pads, which caused deep, bleeding cuts and made it difficult for them to walk.


						
The study led by the University of Washington was published Oct. 22 in the journal Ecology. It's the first time that such injuries have been documented in polar bears.

The researchers suggest several mechanisms for how the shift from a climate that used to remain well below freezing to one with freeze-thaw cycles could be causing ice buildup and injuries.

"In addition to the anticipated responses to climate change for polar bears, there are going to be other, unexpected responses," said lead author Kristin Laidre, a senior principal scientist at the UW Applied Physics Laboratory and a professor in the UW School of Aquatic and Fishery sciences. "As strange as it sounds, with climate warming there are more frequent freeze-thaw cycles with more wet snow, and this leads to ice buildup on polar bears' paws."

Between 2012 and 2022, Laidre and co-author Stephen Atkinson, a wildlife veterinarian, studied two populations of polar bears living above 70 degrees north latitude and saw the injuries.

In the Kane Basin population, located between Canada and Greenland, 31 of 61 polar bears showed evidence of icing-related injuries, such as hairless patches, cuts or scarring.

In the second population in East Greenland, 15 of 124 polar bears had similar injuries. Two Greenland bears at separate locations in 2022 had massive ice balls stuck to their feet.




"I'd never seen that before," Laidre said. "The two most affected bears couldn't run -- they couldn't even walk very easily. When immobilizing them for research, we very carefully removed the ice balls. The chunks of ice weren't just caught up in the hair. They were sealed to the skin, and when you palpated the feet it was apparent that the bears were in pain."

Researchers have studied these two polar bear populations since the 1990s but haven't reported these types of injuries before. Consultations with lifetime Indigenous subsistence hunters and a survey of the scientific literature suggests this is a recent phenomenon.

Polar bears have small bumps on their foot pads that help provide traction on slippery surfaces. These bumps, which are larger than those on the pads of other bear species like brown and black bears, make it easier for wet snow to freeze to the paws and accumulate. This problem also affects sled dogs in the North.

The authors hypothesize three possible reasons for increasing ice buildup on polar bears' paws -- all related to climate warming. One is more rain-on-snow events, which creates moist, slushy snow that clumps onto paws and then freezes to form a solid once temperatures drop.

A second possibility is that more warm spells are causing the surface snow to melt and then refreeze into a hard crust. The heavy polar bears break through this ice crust, cutting their paws on its sharp edges.

The final possible reason is that both these populations live on "fast ice" connected to the land, near where freshwater glaciers meet the ocean. Warming in these environments leads to thinner sea ice, allowing seawater to seep up into the snow. This wet snow can clump onto bears' feet and then refreeze to form ice. Also, unlike other areas, polar bears living at glaciers' edges rarely swim long distances in spring, which would help thaw and dislodge accumulated ice chunks because the water is warmer than the air.




While the bears are clearly affected by the ice buildup, the researchers are cautious regarding broader conclusions about the health of the two populations.

"We've seen these icing-related injuries on individual polar bears," Laidre said. "But I would hesitate to jump to conclusions about how this might affect them at a population level. We really don't know."

Melinda Webster, a research scientist at UW's Applied Physics Laboratory, recently published a separate study analyzing snow cover on Arctic sea ice over recent decades.

"The surface of Arctic sea ice is transforming with climate change," Webster said. "The sea ice has less snow in late spring and summer, and the snow that does exist is experiencing earlier, episodic melt and more frequent rain. All these things can create challenging surface conditions for polar bears to travel on."

Asked what can be done to help the polar bears, Laidre had a simple response: "We can reduce greenhouse gas emissions and try to limit climate warming."

The field observations of polar bears were funded by the governments of Canada, Denmark, Nunavut and Greenland. Laidre is also affiliated with the Greenland Institute of Natural Resources.
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Wearable cameras allow AI to detect medication errors | ScienceDaily
A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery.


						
In a test whose results were published today, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors.

The findings are reported Oct. 22 in npj Digital Medicine.

The system could become a critical safeguard, especially in operating rooms, intensive-care units and emergency-medicine settings, said co-lead author Dr. Kelly Michaelsen, an assistant professor of anesthesiology and pain medicine at the University of Washington School of Medicine.

"The thought of being able to help patients in real time or to prevent a medication error before it happens is very powerful," she said. "One can hope for a 100% performance but even humans cannot achieve that. In a survey of more than 100 anesthesia providers, the majority desired the system to be more than 95% accurate, which is a goal we achieved."

Drug administration errors are the most frequently reported critical incidents in anesthesia, and the most common cause of serious medical errors in intensive care. In the bigger picture, an estimated 5% to 10% of all drugs given are associated with errors. Adverse events associated with injectable medications are estimated to affect 1.2 million patients annually at a cost of $5.1 billion.

Syringe and vial-swap errors most often occur during intravenous injections in which a clinician must transfer the medication from vial to syringe to the patient. About 20% of mistakes are substitution errors in which the wrong vial is selected or a syringe is mislabeled. Another 20% of errors occur when the drug is labeled correctly but administered in error.




Safety measures, such as a barcode system that quickly reads and confirms a vial's contents, are in place to guard against such accidents. But practitioners might sometimes forget this check during high-stress situations because it is an extra step in their workflow.

The researchers' aim was to build a deep-learning model that, paired with a GoPro camera, is sophisticated enough to recognize the contents of cylindrical vials and syringes, and to appropriately render a warning before the medication enters the patient.

Training the model took months. The investigators collected 4K video of 418 drug draws by 13 anesthesiology providers in operating rooms where setups and lighting varied. The video captured clinicians managing vials and syringes of select medications. These video snippets were later logged and the contents of the syringes and vials denoted to train the model to recognize the contents and containers.

The video system does not directly read the wording on each vial, but scans for other visual cues: vial and syringe size and shape, vial cap color, label print size.

"It was particularly challenging, because the person in the OR is holding a syringe and a vial, and you don't see either of those objects completely. Some letters (on the syringe and vial) are covered by the hands. And the hands are moving fast. They are doing the job. They aren't posing for the camera," said Shyam Gollakota, a coauthor of the paper and professor at the UW's Paul G. Allen School of Computer Science & Engineering.

Further, the computational model had to be trained to focus on medications in the foreground of the frame and to ignore vials and syringes in the background.




"AI is doing all that: detecting the specific syringe that the healthcare provider is picking up, and not detecting a syringe that is lying on the table," Gollakota said.

This work shows that AI and deep learning have potential to improve safety and efficiency across a number of healthcare practices. Researchers are just beginning to probe the potential, Michaelsen said.

The study also included researchers from Carnegie Mellon University and Makerere University in Uganda. The Toyota Research Institute built and tested the system.

The Washington Research Foundation, Foundation for Anesthesia Education and Research, and a National Institutes of Health grant (K08GM153069) funded the work.
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What happened when a meteorite the size of four Mount Everests hit Earth? | ScienceDaily
Billions of years ago, long before anything resembling life as we know it existed, meteorites frequently pummeled the planet. One such space rock crashed down about 3.26 billion years ago, and even today, it's revealing secrets about Earth's past.


						
Nadja Drabon, an early-Earth geologist and assistant professor in the Department of Earth and Planetary Sciences, is insatiably curious about what our planet was like during ancient eons rife with meteoritic bombardment, when only single-celled bacteria and archaea reigned -- and when it all started to change. When did the first oceans appear? What about continents? Plate tectonics? How did all those violent impacts affect the evolution of life?

A new study in Proceedings of the National Academy of Sciences sheds light on some of these questions, in relation to the inauspiciously named "S2" meteoritic impact of over 3 billion years ago, and for which geological evidence is found in the Barberton Greenstone belt of South Africa today. Through the painstaking work of collecting and examining rock samples centimeters apart and analyzing the sedimentology, geochemistry, and carbon isotope compositions they leave behind, Drabon's team paints the most compelling picture to date of what happened the day a meteorite the size of four Mount Everests paid Earth a visit.

"Picture yourself standing off the coast of Cape Cod, in a shelf of shallow water. It's a low-energy environment, without strong currents. Then all of a sudden, you have a giant tsunami, sweeping by and ripping up the sea floor," said Drabon.

The S2 meteorite, estimated to have been up to 200 times larger than the one that killed the dinosaurs, triggered a tsunami that mixed up the ocean and flushed debris from the land into coastal areas. Heat from the impact caused the topmost layer of the ocean to boil off, while also heating the atmosphere. A thick cloud of dust blanketed everything, shutting down any photosynthetic activity taking place.

But bacteria are hardy, and following impact, according to the team's analysis, bacterial life bounced back quickly. With this came sharp spikes in populations of unicellular organisms that feed off the elements phosphorus and iron. Iron was likely stirred up from the deep ocean into shallow waters by the aforementioned tsunami, and phosphorus was delivered to Earth by the meteorite itself and from an increase of weathering and erosion on land.

Drabon's analysis shows that iron-metabolizing bacteria would thus have flourished in the immediate aftermath of the impact. This shift toward iron-favoring bacteria, however short-lived, is a key puzzle piece depicting early life on Earth. According to Drabon's study, meteorite impact events -- while reputed to kill everything in their wake (including, 66 million years ago, the dinosaurs) -- carried a silver lining for life.

"We think of impact events as being disastrous for life," Drabon said. "But what this study is highlighting is that these impacts would have had benefits to life, especially early on ... these impacts might have actually allowed life to flourish."

These results are drawn from the backbreaking work of geologists like Drabon and her students, hiking into mountain passes that contain the sedimentary evidence of early sprays of rock that embedded themselves into the ground and became preserved over time in the Earth's crust. Chemical signatures hidden in thin layers rock help Drabon and her students piece together evidence of tsunamis and other cataclysmic events.

The Barberton Greenstone Belt in South Africa, where Drabon concentrates most of her current work, contains evidence of at least eight impact events including the S2. She and her team plan to study the area further to probe even deeper into Earth and its meteorite-enabled history.
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Weather-changing El Nino oscillation is at least 250 million years old | ScienceDaily
The El Nino event, a huge blob of warm ocean water in the tropical Pacific Ocean that can change rainfall patterns around the globe, isn't just a modern phenomenon.


						
A new modeling study from a pair of Duke University researchers and their colleagues shows that the oscillation between El Nino and its cold counterpart, La Nina, was present at least 250 million years in the past, and was often of greater magnitude than the oscillations we see today.

These temperature swings were more intense in the past, and the oscillation occurred even when the continents were in different places than they are now, according to the study, which appears the week of Oct. 21 in the Proceedings of the National Academy of Sciences.

"In each experiment, we see active El Nino Southern Oscillation, and it's almost all stronger than what we have now, some way stronger, some slightly stronger," said Shineng Hu, an assistant professor of climate dynamics in Duke University's Nicholas School of the Environment.

Climate scientists study El Nino, a giant patch of unusually warm water on either side of the equator in the eastern Pacific Ocean, because it can alter the jet stream, drying out the U.S. northwest while soaking the southwest with unusual rains. Its counterpart, the cool blob La Nina, can push the jet stream north, drying out the southwestern U.S., while also causing drought in East Africa and making the monsoon season of South Asia more intense.

The researchers used the same climate modeling tool used by the Intergovernmental Panel on Climate Change (IPCC) to try to project climate change into the future, except they ran it backwards to see the deep past.

The simulation is so computationally intense that the researchers couldn't model each year continuously from 250 million years ago. Instead they did 10-million-year 'slices' -- 26 of them.




"The model experiments were influenced by different boundary conditions, like different land-sea distribution (with the continents in different places), different solar radiation, different CO2," Hu said. Each simulation ran for thousands of model years for robust results and took months to complete.

"At times in the past, the solar radiation reaching Earth was about 2% lower than it is today, but the planet-warming CO2 was much more abundant, making the atmosphere and oceans way warmer than present, Hu said." In the Mezozoic period, 250 million years ago, South America was the middle part of the supercontinent Pangea, and the oscillation occurred in the Panthalassic Ocean to its west.

The study shows that the two most important variables in the magnitude of the oscillation historically appear to be the thermal structure of the ocean and "atmospheric noise" of ocean surface winds.

Previous studies have focused on ocean temperatures mostly, but paid less attention to the surface winds that seem so important in this study, Hu said. "So part of the point of our study is that, besides ocean thermal structure, we need to pay attention to atmospheric noise as well and to understand how those winds are going to change."

Hu likens the oscillation to a pendulum. "Atmospheric noise -- the winds -- can act just like a random kick to this pendulum," Hu said. "We found both factors to be important when we want to understand why the El Nino was way stronger than what we have now."

"If we want to have a more reliable future projection, we need to understand past climates first," Hu said.

This work was supported by the National Natural Science Foundation of China (42488201) and the Swedish Research Council Vetenskapsradet (2022-03617). Simulations were conducted at the High-performance Computing Platform of Peking University.
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Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes | ScienceDaily
Breathing thin air at extreme altitudes presents a significant challenge -- there's simply less oxygen with every lungful. Yet, for more than 10,000 years, Tibetan women living on the high Tibetan Plateau have not only survived but thrived in that environment.


						
A new study led by Cynthia Beall, Distinguished University Professor Emerita at Case Western Reserve University, answers some of those questions. The new research, recently published in the journal Proceedings of the National Academy of Sciences of the United States of America(PNAS), reveals how the Tibetan women's physiological traits enhance their ability to reproduce in such an oxygen-scarce environment.

The findings, Beall said, not only underscore the remarkable resilience of Tibetan women but also provide valuable insights into the ways humans can adapt in extreme environments. Such research also offers clues about human development, how we might respond to future environmental challenges, and the pathobiology of people with illnesses associated with hypoxia at all altitudes.

"Understanding how populations like these adapt," Beall said, "gives us a better grasp of the processes of human evolution."

The study

Beall and her team research studied 417 Tibetan women age 46 to 86 who live between 12,000 and 14,000 feet above sea level in location in Upper Mustang, Nepal on the southern edge of the Tibetan Plateau.

They collected data on the women's reproductive histories, physiological measurements, DNA samples and social factors. They wanted to understand how oxygen delivery traits in the face of high-altitude hypoxia (low levels of oxygen in the air and the blood) influence the number of live births -- a key measure of evolutionary fitness.




Adaptation into thin air

They discovered that the women who had the most children had a unique set of blood and heart traits that helped their bodies deliver oxygen. Women reporting the most live births, had levels of hemoglobin, the molecule that carries oxygen, near the sample's average, but their oxygen saturation was higher, allowing more efficient oxygen delivery to cells without increasing blood viscosity; the thicker the blood, the more strain on the heart.

"This is a case of ongoing natural selection," said Beall, also the university's Sarah Idell Pyle Professor of Anthropology. "Tibetan women have evolved in a way that balances the body's oxygen needs without overworking the heart."

A window into human evolution

Beall's interdisciplinary research team, which included longtime collaborators Brian Hoit and Kingman Strohl, from the Case Western Reserve School of Medicine, and other U.S. and international researchers, conducted fieldwork in 2019. The team worked closely with local communities in the Nepal Himalayas, hiring local women as research assistants and collaborating with community leaders.

One genetic trait they studied likely originated from the Denisovans who lived In Siberia about 50,000 years ago; their descendants later migrated onto the Tibetan Plateau. The trait is a variant of the EPAS1 gene that is unique to populations indigenous to the Tibetan Plateau and regulates hemoglobin concentration. Other traits, such as increased blood-flow to the lungs and wider heart ventricles, further enhanced oxygen delivery. These traits contributed to greater reproductive success, offering insight into how humans adapt to lifelong levels of low oxygen in the air and their bodies.
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Plant CO2 uptake rises by nearly one third in new global estimates | ScienceDaily
Plants the world over are absorbing about 31% more carbon dioxide than previously thought, according to a new assessment developed by scientists. The research, detailed in the journal Nature, is expected to improve Earth system simulations that scientists use to predict the future climate, and spotlights the importance of natural carbon sequestration for greenhouse gas mitigation.


						
The amount of CO2 removed from the atmosphere via photosynthesis from land plants is known as Terrestrial Gross Primary Production, or GPP. It represents the largest carbon exchange between land and atmosphere on the planet. GPP is typically cited in petagrams of carbon per year. One petagram equals 1 billion metric tons, which is roughly the amount of CO2 emitted each year from 238 million gas-powered passenger vehicles.

A team of scientists led by Cornell University, with support from the Department of Energy's Oak Ridge National Laboratory, used new models and measurements to assess GPP from the land at 157 petagrams of carbon per year, up from an estimate of 120 petagrams established 40 years ago and currently used in most estimates of Earth's carbon cycle. The results are described in the paper, "Terrestrial Photosynthesis Inferred from Plant Carbonyl Sulfide Uptake."

Researchers developed an integrated model that traces the movement of the chemical compound carbonyl sulfide, or OCS, from the air into leaf chloroplasts, the factories inside plant cells that carry out photosynthesis. The research team quantified photosynthetic activity by tracking OCS. The compound largely follows the same path through a leaf as CO2, is closely related to photosynthesis and is easier to track and measure than CO2 diffusion. For these reasons, OCS has been used as a photosynthesis proxy at the plant and leaf levels. This study showed that OCS is well suited to estimate photosynthesis at large scales and over long periods of time, making it a reliable indicator of worldwide GPP.

The team used plant data from a variety of sources to inform model development. One of the sources was the LeafWeb database, established at ORNL in support of the DOE Terrestrial Ecosystem Science Scientific Focus Area, or TES-SFA. LeafWeb collects data about photosynthetic traits from scientists around the world to support carbon cycle modeling. The scientists verified the model results by comparing them with high-resolution data from environmental monitoring towers instead of satellite observations, which can be hindered by clouds, particularly in the tropics.

Key to the new estimate is better representation of a process called mesophyll diffusion -- how OCS and CO2 move from leaves into chloroplasts where carbon fixation occurs. Understanding mesophyll diffusion is essential to figuring out how efficiently plants are conducting photosynthesis, and even how they might adapt to changing environments.

Lianhong Gu, co-author, photosynthesis expert and distinguished staff scientist in ORNL's Environmental Sciences Division, helped develop the project's mesophyll conductance model, which represents numerically the diffusion of OCS in leaves, as well as the linkage between OCS diffusion and photosynthesis.




"Figuring out how much CO2 plants fix each year is a conundrum that scientists have been working on for a while," Gu said. "The original estimate of 120 petagrams per year was established in the 1980s, and it stuck as we tried to figure out a new approach. It's important that we get a good handle on global GPP since that initial land carbon uptake affects the rest of our representations of Earth's carbon cycle."

"We have to make sure the fundamental processes in the carbon cycle are properly represented in our larger-scale models," Gu added. "For those Earth-scale simulations to work well, they need to represent the best understanding of the processes at work. This work represents a major step forward in terms of providing a definitive number."

Pan-tropical rainforests accounted for the biggest difference between previous estimates and the new figures, a finding that was corroborated by ground measurements, Gu said. The discovery suggests that rainforests are a more important natural carbon sink than previously estimated using satellite data.

Understanding how much carbon can be stored in land ecosystems, especially in forests with their large accumulations of biomass in wood, is essential to making predictions of future climate change.

"Nailing down our estimates of GPP with reliable global-scale observations is a critical step in improving our predictions of future CO2 in the atmosphere, and the consequences for global climate" said Peter Thornton, Corporate Fellow and lead for the Earth Systems Science Section at ORNL.

The results of this study point to the importance of including key processes, such as mesophyll conductance, in model representations of photosynthesis. DOE's Next Generation Ecosystem Experiments in the Tropics has the goal of advancing model predictions of tropical forest carbon cycle response to climate change. These results can inform new model development that will reduce uncertainty in predictions of tropical forest GPP.

In addition to Cornell's School of Integrative Plant Sciences, other collaborators on the project were Wageningen University and Research of The Netherlands, Carnegie Institution for Sciences, Colorado State University, University of California Santa Cruz and the NASA Jet Propulsion Laboratory.

Support came from Cornell, the National Science Foundation and the ORNL TES-SFA, sponsored by DOE's Office of Science Biological and Environmental Research program.
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Rare fossils of extinct elephant document the earliest known instance of butchery in India | ScienceDaily
During the late middle Pleistocene, between 300 and 400 thousand years ago, at least three ancient elephant relatives died near a river in the Kashmir Valley of South Asia. Not long after, they were covered in sediment and preserved along with 87 stone tools made by the ancestors of modern humans.


						
The remains of these elephants were first discovered in 2000 near the town of Pampore, but the identity of the fossils, cause of death and evidence of human intervention remained unknown until now.

A team of researchers including Advait Jukar, a curator of vertebrate paleontology at the Florida Museum of Natural History, published two new papers on fossils from the Pampore site. In one, researchers describe their discovery of elephant bone flakes which suggests that early humans struck the bones to extract marrow, an energy-dense fatty tissue. The findings are the earliest evidence of animal butchery in India.

The fossils themselves are also rare. In a second study the researchers described the bones, which belong to an extinct genus of elephants called Palaeoloxodon, whose members were more than twice the weight of today's African elephants. Only one set of Palaeoloxodon bones for this species had been discovered previously, and the fossils from this study are by far the most complete.

To date, only one fossil hominin -- the Narmada human -- has ever been found on the Indian subcontinent. Its mix of features from older and more recent hominin species indicate the Indian subcontinent must have played an important role in early human dispersal. Prior to the fossil's discovery in 1982, paleontologists only had stone tool artifacts to give a rough sketch of our ancestors' presence on the subcontinent.

"So, the question is, who are these hominins? What are they doing on the landscape and are they going after big game or not?" Jukar asked. "Now we know for sure, at least in the Kashmir Valley, these hominins are eating elephants."

The stone tools likely used for marrow extraction at the Pampore site were made with basalt, a type of rock not found in the local area. Paleontologists believe the raw materials were brought from elsewhere before being fully knapped, or shaped, at the site. Based on the method of construction, they concluded that the site and the tools were 300,000 to 400,000 years old.




Previously, the earliest evidence of butchery in India dated back less than ten thousand years.

"It might just be that people haven't looked closely enough or are sampling in the wrong place," Jukar said. "But up until now, there hasn't been any direct evidence of humans feeding on large animals in India."

Most of the Pampore site's elephant remains came from one mature male Palaeoloxodon. The inside of its skull showed abnormal bone growth that likely resulted from a chronic sinus infection.

While it was clear that early humans exploited the carcass, there was no direct evidence of hunting, such as spear points lodged in the bones. The hominins could have killed the elephant or simply found the carcass after it died of natural causes -- weakened by its chronic sinus infection, the elephant could possibly have gotten stuck in the soft sediments near the Jhelum River, where paleontologists eventually found it.

The Palaeoloxodon skull is the most complete specimen of its genus found on the Indian subcontinent. Researchers identified it as belonging to the extinct elephant Palaeoloxodon turkmenicus, fossils of which have only been found on one other occasion, in 1955. This earliest fossil was of a partial skull fragment from Turkmenistan. While it looked different from other members of the genus Palaeoloxodon, there wasn't enough material to determine with certainty whether it was, in fact, a separate species.

"The problem with Palaeoloxodon is that their teeth are largely indistinguishable between species. So, if you find an isolated tooth, you really can't tell what species of Palaeoloxodon it belongs to," Jukar said. "You have to look at their skulls."

Fortunately, the Pampore specimen's hyoids -- bones at the back of the throat that attach to the tongue -- were still intact. Hyoids are fragile but distinctive between species, providing a special tool for taxonomizing.




Palaeoloxodon originated in Africa about a million years ago before dispersing into Eurasia. Many species in the genus are known for having an unusually large forehead unlike that of any living elephant species, with a crest that that bulges out over their nostrils. Earlier species of Palaeoloxodon from Africa, however, do not have the bulge. Meanwhile, P. turkmenicus is somewhere in between, with an expanded forehead with no crest.

"It shows this kind of intermediate stage in Palaeoloxodon evolution," Jukar said. "The specimen could help paleontologists fill in the story of how the genus migrated and evolved."

Given that hominins have been eating meat for millions of years, Jukar suspects that a lot more evidence of butchery is simply waiting to be found.

"The thing I've come to realize after many years is that you just need a lot more effort to go and find the sites, and you need to essentially survey and collect everything," he said. "Back in the day when people collected fossils, they only collected the good skulls or limb bones. They didn't collect all the shattered bone, which might be more indicative of flakes or breakage made by people."

The stone tool and elephant butchery study was published in Quaternary Science Reviews.

The taxonomy study was published in the Journal of Vertebrate Paleontology.
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Scientists unveil new insights into air pollution formation | ScienceDaily
A team of researchers at the Fritz Haber Institute of the Max Planck Society in Berlin, the Qatar Environment and Energy Research Institute/Hamad Bin Khalifa University, the synchrotrons PETRA III in Hamburg and SOLEIL in Gif-sur-Yvette (France), the Sorbonne University in Paris, the ETH Zurich, and the PSI Center for Energy and Environmental Science (Switzerland) have made a groundbreaking discovery in understanding how air pollution forms at the molecular level. Their investigation, published in the journal Nature Communications, sheds light on the complex chemical processes occurring at the boundary between liquid, in particular aqueous solutions, and vapor in our atmosphere.


						
The international study focuses on the differences of complex acid-base equilibria (i.e., the ratio between basic and acidic components) inside the bulk of a solution on one hand, and at the very interface between the solution and the surrounding vapor on the other. While it is straightforward to measure acid-base equilibria in the bulk of a solution using state-of-the art methods, determining these equilibria at the boundary between a solution and the surrounding gas phase is challenging. 

Even though this boundary layer is about one hundred thousand times narrower than a human hair, it plays a very important role in processes that influence air pollution and climate change. Examining the chemistry of the solution-vapor boundary on a molecular scale thus helps to develop improved models for our understanding of the fate of aerosols in the atmosphere and their influence on the global climate.

Key Findings

1. Complex acid-base equilibria determined: The researchers used complementary spectroscopic methods to unravel the complex acid-base equilibria that result when the pollutant sulfur dioxide (SO2) is dissolved in water.

2. Unique behavior at the liquid-vapor interface: Under acidic conditions, the tautomeric equilibrium between bisulfite and sulfonate is strongly shifted towards the sulfonate species.

3. Stabilization at the interface: Molecular dynamic simulations revealed that the sulfonate ion and its acid (sulfonic acid) are stabilized at the interface due to ion pairing and higher dehydration barriers, respectively. This explains why the tautomeric equilibria are shifted at the interface.

Implications for Air Pollution

The findings highlight the contrasting behaviors of chemicals at the interface versus the bulk environment. This difference significantly impacts how sulfur dioxide is absorbed and reacts with other pollutants like nitrogen oxides (NOx) and hydrogen peroxide (H2O2) in the atmosphere. Understanding these processes is crucial for developing strategies to reduce air pollution and its harmful effects on health and the environment.
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Creating a simplified form of life | ScienceDaily
It is one of the most fundamental questions in science: how can lifeless molecules come together to form a living cell? Bert Poolman, Professor of Biochemistry at the University of Groningen, has been working on this problem for over twenty years. He aims to understand life by trying to reconstruct it; he is building simplified artificial versions of biological systems that can be used as components for a synthetic cell. Poolman recently published two papers in Nature Nanotechnology and Nature Communications. In the first paper, he describes a system for energy conversion and cross-feeding of products of this reaction between synthetic cells, while he describes a system for concentrating and converting nutrients in cells in the second paper.


						
Six Dutch research institutes are collaborating in the consortium BaSyc (Building a Synthetic Cell) to build the elements needed for a synthetic cell. Poolman's group has been working on energy conversion. The real-life equivalents he aims to replicate are mitochondria, the 'energy factories' of the cell. These use the molecule ADP to produce ATP, which is the standard 'fuel' that cells require to function. When ATP is converted back into ADP, the energy is released and used to drive other processes.

Artificial energy factories

'Instead of the hundreds of components of mitochondria, our system for energy conversion uses just five,' says Poolman. 'We set out to simplify it as much as possible.' This may sound odd, as evolution has done a great job of producing functional systems. 'However, evolution is a one-way street, it builds on existing components and this often makes the outcome very complex,' explains Poolman. An artificial replica, on the other hand, can be designed with a specific outcome in mind.

The five components were placed inside vesicles, tiny cell-like sacs, that can absorb ADP as well as the amino acid arginine from the surrounding fluid. The arginine is 'burned' (deaminated) and thus provides the energy to produce ATP, which is secreted from the vesicle. 'Of course, the simplification comes at a price: we can only use arginine as the energy source, while cells use all kinds of different molecules, such as amino acids, fats, and sugars.'

Next, the Poolman group designed a second vesicle that is able to absorb the secreted ATP and use it to drive an energy-consuming reaction. The energy is provided by turning ATP back into ADP, which is then secreted and can be absorbed by the first vesicle, closing the loop. Such a cycle of ATP production and use is the foundation of metabolism in every living cell and drives the 'machinery' for energy-consuming reactions such as growth, cell division, protein synthesis, DNA replication, and more.

An artificial pumping system

The second module that Poolman created was a bit different: a vesicle in which a chemical process causes the interior to build up a negative charge and, in doing so, form an electrical potential, similar to that of an electronic circuit. The electrical potential is used to couple charge movement to the accumulation of nutrients inside the vesicle, which is carried out by transporters. These proteins in the membrane of the vesicle work a bit like a water wheel: positively charged protons 'flow' through it from outside the vesicle to the negatively charged interior. This flow drives the transporter, which in this case imports a sugar molecule, lactose. Again, this is a very common process in living cells, requiring many components that Poolman and his team mimicked with just two components.




When he submitted a paper describing this system, a reviewer asked if he couldn't do something with the lactose that is being transported, as cells use nutrients like this to produce useful building blocks. Poolman took up the challenge and added three more enzymes to the system, which oxidized the sugar and enabled production of the coenzyme NADH. 'This helper molecule plays an essential role in the proper functioning of all cells,' explains Poolman. 'And by adding NADH production, we have shown that it is feasible to expand the system.'

But what about the synthetic cell?

Having a simplified synthetic equivalent of two key features of life is fascinating, but many more steps need to be integrated to form an autonomously growing and dividing synthetic cell. 'The next step we want to take is adding our metabolic energy producing systems to a synthetic cell division system created by colleagues,' says Poolman.

The BaSyc programme is entering its final years; funding for a new programme has recently been secured. A large consortium of Dutch groups, in which Poolman is one of the leading scientists, received 40 million euros to create life from non-living modules. This EVOLF project is set to run for another ten years and aims to find out how many more lifeless modules can come together and create living cells. 'Ultimately, this would give us a blueprint for life, something that is currently lacking in biology,' concludes Poolman. 'This may eventually have all kinds of applications, but will also help us to better understand what life is.'
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The 2022 European drought: What was the role of climate change? | ScienceDaily
The drought that lasted through the summer of 2022 was especially intense and caused the soil in many regions of Europe to dry out substantially. Public discussions about the causes repeatedly broached the question of the extent to which climate change intensified this extreme weather event. A research team coordinated by the Helmholtz Centre for Environmental Research (UFZ) has now discovered that more than 30 percent of the extraordinary intensity and physical extent of the drought can be attributed to human-induced climate change. As they write in an article for Nature Geoscience, this extreme event was exacerbated by the fact that climate change had already caused soil moisture levels to drop continuously over the previous years.


						
The extreme drought severely affected public life in many countries in Central and Southern Europe between June and August in the summer of 2022. For example, half the population in Italy faced water restrictions, while in France more than 100 municipalities were supplied with drinking water via trucks. In agriculture, grain maize, sunflower and soybean yields across Europe dropped by 15 percent compared to the average over 2017 to 2021. Severe forest fires raged in Italy, France, Slovenia and Romania, navigation was restricted on rivers such as the Po and Rhine and hydroelectric power plants produced less electric power due to the lower discharge. "The summer drought in 2022 had serious socio-economic consequences for Europe," says Dr Emanuele Bevacqua, lead author of the study and head of the UFZ working group Compound Climate Extremes.




The Intergovernmental Panel on Climate Change (IPCC) had already established that droughts are affected by human-induced climate change. However, our understanding of the contribution of climate change to individual drought events has been limited. To investigate water storage volumes in the soil and their geographical distribution as well as the discharge volumes of rivers in Europe, the researchers used observational data and the mHM hydrological model developed at the UFZ, which accounts for precipitation and temperature measurement data.

The researchers found that the deficit in simulated soil moisture in the top two meters of soil across central and southern Europe from June to August was roughly 280 cubic kilometres. This means that an estimated volume of water corresponding to 120 million swimming pools was missing from the ground. Furthermore, 1.64 million square kilometres were affected by drought between June and August. This is roughly 29 percent of the land area of Central and Southern Europe, a larger area than at any time since 1960. "Our simulations show that the 2022 drought was the most extreme since 1960," says Emanuele Bevacqua. The water available in the ground was at its lowest level since the start of satellite observations in 2002. The exceptional severity of the drought was primarily due to anomalous weather: Large parts of Europe experienced hardly any precipitation between March and August. Heat waves also contributed to an exceptionally warm summer. The average summer temperature in Central and Southern Europe was 1.9 degrees Celsius above the average between 1981 and 2010. "While the precipitation deficits were crucial contributing factors for the drought, the high temperatures intensified the decline in soil moisture and runoff volumes," says the UFZ researcher.

The research team also determined the contribution of human-induced climate change to the extreme drought in the summer of 2022. They did this by comparing soil moisture levels under the observed weather conditions and with those obtained by excluding the changes in precipitation and temperature due to climate change. The bottom line: Of the calculated soil moisture deficit of roughly 280 cubic kilometres in Central and Southern Europe, approximately 87 cubic kilometres, or about 31 percent, can be attributed to climate change. Climate change also had a significant influence on the spatial extent of the drought: Approximately 38 percent or 0.61 million square kilometres of area affected by the drought in Europe can be attributed to climate change. "Climate change has substantially intensified the drought. This can primarily be attributed to the higher temperatures, as these increase the evaporation rates," says Prof. Dr Jakob Zscheischler, co-author and head of the UFZ's Department of Compound Environmental Risks. Climate change also impacts the amount of water reaching the watercourses, thereby affecting navigability on the major rivers and the use of hydropower as an energy carrier. For example, climate change contributed to 19 percent of the area covered by dry rivers in Central and Southern Europe.

The researchers also more precisely classified the calculated contribution of climate change to the extreme drought in the summer of 2022. "Rising temperatures due to human-induced climate change are not a sudden event. They have been anchored in the system for a long time," explains UFZ climate scientist Jakob Zscheischler. For example, the 2021/2022 water management year began in November of 2021 with lower soil moisture/discharge levels that would not have occurred in the absence of anthropogenic climate change. The researchers have now been able to more precisely quantify this factor, the effect of which on the intensity of drought is manifested with a time lag. They calculated the contribution of climate change to the 2022 drought that was already "stored" in the system prior to 1st November 2021. Based on this calculation, this delayed effect contributed between 14 and 41 percent of the total climate change effect, depending on the specific hydrological model applied. "Climate change has already continuously contributed to higher temperatures and increased evaporation and soil dryout in recent years, and thus contributed significantly to the drought in the summer of 2022," says Jakob Zscheischler. And Emanuele Bevacqua adds: "Little attention has been given to date to the role of the delayed effects of climate change on droughts." This role is important, however, as the water needs of two thirds of the population of Europe, for example, are met by groundwater and groundwater is already overused in many cities.

The extreme drought severely affected public life in many countries in Central and Southern Europe between June and August in the summer of 2022. For example, half the population in Italy faced water restrictions, while in France more than 100 municipalities were supplied with drinking water via trucks. In agriculture, grain maize, sunflower and soybean yields across Europe dropped by 15 percent compared to the average over 2017 to 2021. Severe forest fires raged in Italy, France, Slovenia and Romania, navigation was restricted on rivers such as the Po and Rhine and hydroelectric power plants produced less electric power due to the lower discharge. "The summer drought in 2022 had serious socio-economic consequences for Europe," says Dr Emanuele Bevacqua, lead author of the study and head of the UFZ working group Compound Climate Extremes.

The Intergovernmental Panel on Climate Change (IPCC) had already established that droughts are affected by human-induced climate change. However, our understanding of the contribution of climate change to individual drought events has been limited. To investigate water storage volumes in the soil and their geographical distribution as well as the discharge volumes of rivers in Europe, the researchers used observational data and the mHM hydrological model developed at the UFZ, which accounts for precipitation and temperature measurement data.

The researchers found that the deficit in simulated soil moisture in the top two meters of soil across central and southern Europe from June to August was roughly 280 cubic kilometres. This means that an estimated volume of water corresponding to 120 million swimming pools was missing from the ground. Furthermore, 1.64 million square kilometres were affected by drought between June and August. This is roughly 29 percent of the land area of Central and Southern Europe, a larger area than at any time since 1960. "Our simulations show that the 2022 drought was the most extreme since 1960," says Emanuele Bevacqua. The water available in the ground was at its lowest level since the start of satellite observations in 2002. The exceptional severity of the drought was primarily due to anomalous weather: Large parts of Europe experienced hardly any precipitation between March and August. Heat waves also contributed to an exceptionally warm summer. The average summer temperature in Central and Southern Europe was 1.9 degrees Celsius above the average between 1981 and 2010. "While the precipitation deficits were crucial contributing factors for the drought, the high temperatures intensified the decline in soil moisture and runoff volumes," says the UFZ researcher.

The research team also determined the contribution of human-induced climate change to the extreme drought in the summer of 2022. They did this by comparing soil moisture levels under the observed weather conditions and with those obtained by excluding the changes in precipitation and temperature due to climate change. The bottom line: Of the calculated soil moisture deficit of roughly 280 cubic kilometres in Central and Southern Europe, approximately 87 cubic kilometres, or about 31 percent, can be attributed to climate change. Climate change also had a significant influence on the spatial extent of the drought: Approximately 38 percent or 0.61 million square kilometres of area affected by the drought in Europe can be attributed to climate change. "Climate change has substantially intensified the drought. This can primarily be attributed to the higher temperatures, as these increase the evaporation rates," says Prof. Dr Jakob Zscheischler, co-author and head of the UFZ's Department of Compound Environmental Risks. Climate change also impacts the amount of water reaching the watercourses, thereby affecting navigability on the major rivers and the use of hydropower as an energy carrier. For example, climate change contributed to 19 percent of the area covered by dry rivers in Central and Southern Europe.

The researchers also more precisely classified the calculated contribution of climate change to the extreme drought in the summer of 2022. "Rising temperatures due to human-induced climate change are not a sudden event. They have been anchored in the system for a long time," explains UFZ climate scientist Jakob Zscheischler. For example, the 2021/2022 water management year began in November of 2021 with lower soil moisture/discharge levels that would not have occurred in the absence of anthropogenic climate change. The researchers have now been able to more precisely quantify this factor, the effect of which on the intensity of drought is manifested with a time lag. They calculated the contribution of climate change to the 2022 drought that was already "stored" in the system prior to 1st November 2021. Based on this calculation, this delayed effect contributed between 14 and 41 percent of the total climate change effect, depending on the specific hydrological model applied. "Climate change has already continuously contributed to higher temperatures and increased evaporation and soil dryout in recent years, and thus contributed significantly to the drought in the summer of 2022," says Jakob Zscheischler. And Emanuele Bevacqua adds: "Little attention has been given to date to the role of the delayed effects of climate change on droughts." This role is important, however, as the water needs of two thirds of the population of Europe, for example, are met by groundwater and groundwater is already overused in many cities.
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Plant guard cells can count environmental stimuli | ScienceDaily
Plants control their water consumption via adjustable pores (stomata), which are formed from pairs of guard cells. They open their stomata when there is a sufficient water supply and enough light for carbon dioxide fixation through photosynthesis. In the dark and in the absence of water, however, they initiate the closing of the pores.


						
SLAC/SLAH-type anion channels in the guard cells are of central importance for the regulation of the stomata. This has been shown by the group of Professor Rainer Hedrich, biophysicist at Julius-Maximilians-Universitat (JMU) Wurzburg in Bavaria, Germany.

The anion channels are activated by calcium signals, which in turn are caused by environmental stimuli, such as a lack of water and nutrients, soil salinisation or infestation by pathogens. These calcium signals occur in different forms depending on the stimulus. Scientists therefore also refer to them as calcium signatures. A frequently occurring signature is the so-called calcium transient, a rapid, temporary increase in the calcium concentration in the cells.

Calcium Transient Follows All-or-nothing law

How much information is contained in a calcium transient? To answer this question, Hedrich's team has now used an optogenetic method with novel model plants that have been equipped with light-activated calcium channels: Light pulses can be used to generate calcium signals in the guard cells of these plants and analyse the cellular response.

'We were quite surprised that light pulses of 0.1, one and ten seconds duration generated almost identical calcium transients,' says Shouguang Huang, the first author of the paper published in the journal Current Biology: In the guard cells, the calcium concentration increased for 30 seconds after the light stimuli, only to subside again after a further 30 seconds.

'We hypothesised that this all-or-nothing phenomenon occurs because the amount of calcium flowing in from the outside releases further calcium from stores inside the cell, which optimally amplifies the signal,' explains Rainer Hedrich. The Wurzburg plant scientists were right: when they inhibited calcium storage in the endoplasmic reticulum of the cell, the calcium transient and the subsequent reaction failed to materialise.




Anion Current Follows the Calcium Signal With a Time Delay

'We were amazed a second time when, in addition to the calcium signal, we also observed the subsequent reaction in the guard cells, the swelling of the anion current,' explains Shouguang Huang. As with the calcium transients, light pulses of different lengths triggered anion currents of similar shape and strength. The currents followed the calcium signal with a time delay: they only swelled after the calcium concentration in the cytosol had exceeded a threshold.

After the calcium transient ceased, however, the anion current could still be measured for a further 30 seconds. This lagging of the electrical signal is related to the biology of the enzymes that process the calcium signal and switch the anion channels on or off accordingly, explains Rainer Hedrich. This made it clear that the calcium influx lasting 0.1 seconds is amplified in the cell in such a way that a subsequent reaction lasting more than a hundred times longer is set in motion.

Guard Cells Can Count to Six

How many calcium transients are necessary for plants to close their stomata? To answer this question, the research team exposed guard cells to a 0.1 second light pulse every half a minute and observed the stomata. After the first pulse, the pore width decreased by 10 per cent, after three stimuli by 30 per cent, after six stimuli by 80 per cent and after 12 or more stimuli by 100 per cent.

'This tells us that guard cells can resolve six consecutive calcium transients and convert them into stomatal movement. The guard cells can therefore count to six,' says Rainer Hedrich. 'When we doubled the stimulation frequency, stoma closure was not accelerated. When we halved it, stoma movement was delayed.'

On and On -- the Next Research Questions

How will this research continue? 'At the moment, we are looking for the step in the stimulus-response chain that depends on the frequency of the calcium transient and determines the speed. We are also interested in how guard cells decode the calcium signals and convert them into a number-dependent enzymatic-mediated activation of their anion channels,' says the JMU biophysicist. In addition, the question of how long the guard cells remember the respective calcium signals must be clarified.
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Neutron stars may be shrouded in axions | ScienceDaily
A team of physicists from the universities of Amsterdam, Princeton and Oxford have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.


						
Earlier this week, the new research was published in the journal Physical Review X. The paper is a follow-up to previous work, in which the authors also studied axions and neutron stars, but from a completely different point of view. While in their previous work they investigated the axions that escape the neutron star, now the researchers focus on the ones that are left behind -- the axions that get captured by the star's gravity. As time goes by, these particles should gradually form a hazy cloud around the neutron star, and it turns out that such axion clouds may well be observable in our telescopes. But why would astronomers and physicists be so interested in hazy clouds around far away stars?

Axions: from soap to dark matter

Protons, neutrons, electrons, photons -- most of us are familiar with the names of at least some of these tiny particles. The axion is lesser known, and for a good reason: at the moment it is only a hypothetical type of particle -- one that nobody has yet detected. Named after a brand of soap, its existence was first postulated in the 1970s, to clean up a problem -- hence the soap reference -- in our understanding of one of the particles we could observe very well: the neutron. However, while theoretically very nice, if these axions existed they would be extremely light, making them very hard to detect in experiments or observations.

Today, axions are also known as a frontrunning candidate to explain dark matter, one of the biggest mysteries in contemporary physics. Many different pieces of evidence suggest that approximately 85% of the matter content in our Universe is 'dark', which simply means that it is not made up of any type of matter that we know and can currently observe. Instead, the existence of dark matter is only inferred indirectly through the gravitational influence it exerts on visible matter. Fortunately, this does not automatically mean that dark matter has no other interactions with visible matter at all, but if such interactions exist their strength is necessarily tiny. As the name suggests, any viable dark matter candidate is thus incredibly difficult to directly observe.

Putting one and one together, physicists have realized that the axion may be exactly what they are looking for to solve the dark matter problem. A particle that has not yet been observed, which would be extremely light, and have very weak interactions with other particles... could axions be at least part of the explanation for dark matter?

Neutron stars as magnifying glasses

The idea of the axion as a dark matter particle is nice, but in physics an idea is only truly nice if it has observable consequences. Would there be a way to observe axions after all, fifty years after their possible existence was first proposed?




When exposed to electric and magnetic fields, axions are expected to be able to convert into photons -- particles of light -- and vice versa. Light is something we know how to observe, but as mentioned, the corresponding interaction strength should be very small, and therefore so is the amount of light that axions generally produce. That is, unless one considers an environment containing a truly massive amount of axions, ideally in very strong electromagnetic fields.

This led the researchers to consider neutron stars, the densest known stars in our Universe. These objects have masses similar to that of our Sun but compressed into stars of 12 to 15 kilometres in size. Such extreme densities create an equally extreme environment that, notably, also contains enormous magnetic fields, billions of times stronger than any we find on Earth. Recent research has shown that if axions exist, these magnetic fields allow for neutron stars to mass-produce these particles near their surface.

The ones that stay behind

In their previous work, the authors focused on the axions that after production escaped the star -- they computed the amounts in which these axions would be produced, which trajectories they would follow, and how their conversion into light could lead to a weak but potentially observable signal. This time, they consider the axions that do not manage to escape -- the ones that, despite their tiny mass, get caught by the neutron star's immense gravity.

Due to the axion's very feeble interactions, these particles will stay around, and on timescales up to millions of years they will accumulate around the neutron star. This can result in the formation of very dense clouds of axions around neutron stars, which provide some incredible new opportunities for axion research. In their paper, the researchers study the formation, as well as the properties and further evolution, of these axion clouds, pointing out that they should, and in many cases must, exist. In fact, the authors argue that if axions exist, axion clouds should be generic (for a wide range of axion properties they should form around most, perhaps even all, neutron stars), they should in general be very dense (forming a density possibly twenty orders of magnitude larger than local dark matter densities), and because of this they should lead to powerful observational signatures. The latter potentially come in many types, of which the authors discuss two: a continuous signal emitted during large parts of a neutron star's lifetime, but also a one-time burst of light at the end of a neutron star's life, when it stops producing its electromagnetic radiation. Both of these signatures could be observed and used to probe the interaction between axions and photons beyond current limits, even using existing radio telescopes.

What's next?

While so far, no axion clouds have been observed, with the new results we know very precisely what to look for, making a thorough search for axions much more feasible. While the main point on the to do-list is therefore 'search for axion clouds', the work also opens up several new theoretical avenues to explore.




For one thing, one of the authors is already involved in follow-up work that studies how the axion clouds can change the dynamics of neutron stars themselves. Another important future research direction is the numerical modelling of axion clouds: the present paper shows great discovery potential, but there is more numerical modelling needed to know even more precisely what to look for and where. Finally, the present results are all for single neutron stars, but many of these stars appear as components of binaries -- sometimes together with another neutron star, sometimes together with a black hole. Understanding the physics of axion clouds in such systems, and potentially understanding their observational signals, would be very valuable.

Thus, the present work is an important step in a new and exciting research direction. A full understanding of axion clouds will require complementary efforts from multiple branches of science, including particle (astro)physics, plasma physics, and observational radio astronomy. This work opens up this new, cross-disciplinary field with lots of opportunities for future research.
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Butterfly brains reveal the tweaks required for cognitive innovation | ScienceDaily
A species of tropical butterfly with unusually expanded brain structures display a fascinating mosaic pattern of neural expansion linked to a cognitive innovation.


						
The study, published today in Current Biology, investigates the neural foundations of behavioural innovation in Heliconius butterflies, the only genus known to feed on both nectar and pollen. As part of this behaviour, they demonstrate a remarkable ability to learn and remember spatial information about their food sources -- skills previously connected to the expansion of a brain structure called the mushroom bodies, responsible for learning and memory.

Lead author Dr Max Farnworth from the University of Bristol's School of Biological Sciences explained: "There is huge interest in how bigger brains may support enhanced cognition, behavioural precision or flexibility. But during brain expansion, it's often difficult to disentangle effects of increases in overall size from changes in internal structure."

To answer this question, the study authors delved deeper into the changes that occurred in the neural circuits that support learning and memory in Heliconius butterflies. Neural circuits are quite similar to electrical circuits as each cell has specific targets that they connect with, and assembles a net with its connections. This net then elicits specific functions by constructing a circuitry.

Through a detailed analysis of the butterfly brain, the team discovered that certain groups of cells, known as Kenyon cells, expanded at different rates. This variation led to a pattern called mosaic brain evolution, where some parts of the brain expand while others remain unchanged, analogous to mosaic tiles all being very different from each other.

Dr Farnworth explained: "We predict that because we see these mosaic patterns of neural changes, these will relate to specific shifts in behavioural performance -- in line with the range of learning experiments which show that Heliconius outperform their closest relatives in only very specific contexts, such as long-term visual memory and pattern learning."

To feed on pollen, Heliconius butterflies need to have efficient routes of feeding, as pollen plants are quite rare.




Project supervisor and co-author, Dr Stephen Montgomery said: "Rather than having a random route of foraging, these butterflies apparently choose fixed routes between floral resources -- akin to a bus route. The planning and memory processes needed for this behaviour are fulfilled by the assemblies of neurons inside the mushroom bodies, hence why we're fascinated by the internal circuitry throughout. Our results suggest that specific aspects of these circuits have been tweaked to bring about the enhanced capacities of Heliconius butterflies."

This study contributes to the understanding on how neural circuits change to reflect cognitive innovation and change. Examining neural circuits in tractable model systems such as insects promises to reveal genetic and cellular mechanisms common to all neural circuits, thus potentially bridging the gap, at least on a mechanistic level, to other organisms such as humans.

Looking ahead, the team plans to explore neural circuits beyond the learning and memory centres of the butterfly brain. They also aim to increase the resolution of their brain mapping to visualise how individual neurons connect at an even more granular level.

Dr Farnworth said: "I was really fascinated by the fact that we see such high degrees of conservation in brain anatomy and evolution, but then very prominent but distinct changes."

"This is a really fascinating and beautiful example of a layer of biodiversity we don't usually see, the diversity of brain and sensory systems, and the ways in which animals are processing and using the information provided by the environment around them" concluded Dr Montgomery.
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Global carbon dioxide emissions from forest fires increase by 60 percent | ScienceDaily

The study, led by the University of East Anglia (UEA) and published today in Science, grouped areas of the world into 'pyromes' -- regions where forest fire patterns are affected by similar environmental, human, and climatic controls -- revealing the key factors driving recent increases in forest fire activity.

It is one of the first studies to look globally at the differences between forest and non-forest fires, and shows that in one of the largest pyromes, which spans boreal forests in Eurasia and North America, emissions from fires nearly tripled between 2001 and 2023.

Significant increases were seen more broadly across the extratropical forests and amounted to an additional half a billion tonnes of CO2 per year, with the epicentre of emissions shifting away from tropical forests and towards the extratropics.

Increased emissions were linked to a rise in fire-favourable weather, such as the hot-dry conditions seen during heatwaves and droughts, as well as increased rates of forest growth creating more vegetation fuels. Both trends are aided by rapid warming in the high northern latitudes, which is happening twice as fast as the global average.

The study reveals a worrying increase in not only the extent of forest wildfires over the last two decades, but also their severity. The carbon combustion rate, a measure of fire severity based on how much carbon is emitted per unit of area burned, increased by almost 50% across forests globally between 2001 and 2023.

The work involved an international team of scientists -- from the UK, the Netherlands, US, Brazil, and Spain -- who warn that further expansion of forest fires can only be averted if the primary causes of climate change, such as fossil fuel emissions, are tackled.




Lead author Dr Matthew Jones, of the Tyndall Centre for Climate Change Research at UEA, said: "Increases in both the extent and severity of forest fires have led to a dramatic rise in the amount of carbon emitted by forest fires globally. Startling shifts in the global geography of fires are also underway, and they are primarily explained by the growing impacts of climate change in the world's boreal forests.

"To protect critical forest ecosystems from the accelerating threat of wildfires, we must keep global warming at bay and this underscores why it is so vital to make rapid progress towards net zero emissions."

Threats to carbon storage

Forests are of worldwide importance for carbon storage, with their growth helping to remove CO2 from the atmosphere and reduce rates of global warming. They also play a crucial role in meeting international climate targets, with reforestation and afforestation schemes being implemented to remove carbon from the atmosphere and offset human CO2 emissions from hard-to-abate sectors such as aviation and certain industries.

The success of these schemes relies on carbon being stored in forests permanently, and wildfires threaten that. Extratropical fires are already emitting half a billion tonnes more CO2 than two decades ago, and the long-term effect depends on how forests recover. More widespread and severe forest fires are a sign that emissions are now out of balance with the carbon captured by post-fire recovery.

Dr Jones, a NERC Independent Research Fellow, said: "The steep trend towards greater extratropical forest fire emissions is a warning of the growing vulnerability of forests and it poses a significant challenge for global targets to tackle climate change.




"We know that forests rebound poorly after the most severe fires, so there is huge interest in how the observed increases in fire severity will influence carbon storage in forests over the coming decades. This demands our close attention."

Escalating wildfire impacts masked until now 

Significantly, the increased emissions from forest fires contrasts with the reduced burning of the world's tropical savannahs during the same period. Previous studies have shown that, since 2001, the area burned by all fires (forest and non-forest) fell by a quarter globally, mainly due to this.

The latest findings are important because forest fires burn more severely and release larger amounts of harmful smoke to the atmosphere than savannah grassland fires, presenting major threats to those living near fires and to more distant communities exposed to poor air quality caused by smoke.

The authors say the study debunks the narrative that falling overall annual area burned by fire globally means falling wildfire impact.

"Until now, reduced burning in the already fire-prone savannahs and grasslands has masked increases in forest fire extent and severity that are hugely consequential for society and the environment," said Dr Jones. "Our work shows that fires are increasingly happening where we don't want them to -- in forests, where they present the greatest threat to people and to vital carbon stores."

Managing wildfires 

Machine learning was key to unlocking new observations about the shifting global geography of forest fires. It was used to group the world's forest ecoregions into 12 distinct pyromes, allowing the researchers to isolate the effects of climate change from other influencing factors such as land use.

This knowledge also reveals new insights into which strategies can be most effective for mitigating wildfires and protecting forests. Dr Jones said: "Substantial financing is required to support strategic programs of forest management, stakeholder engagement, and public education, all of which represent a meaningful shift of fire management strategy from largely reactive to increasingly proactive.

"For example, priority areas for forest management and fire breaks must be defined based on proactive monitoring of forest productivity, particularly in the extratropics. Managing fuel loads in places where they could present greatest danger during fire-favourable weather is a key priority for limiting the severity and impact of fires when they do occur." The work was supported by funders including the UK Natural Environment Research Council (NERC), European Commission Horizon 2020 programme, and European Space Agency.

The work was supported by funders including the UK Natural Environment Research Council (NERC), European Commission Horizon 2020 programme, and European Space Agency.
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Why do we love carbs? The origins predate agriculture and maybe even our split from Neanderthals | ScienceDaily
If you've ever struggled to reduce your carb intake, ancient DNA might be to blame.


						
It has long been known that humans carry multiple copies of a gene that allows us to begin breaking down complex carbohydrate starch in the mouth, providing the first step in metabolizing starchy foods like bread and pasta. However, it has been notoriously difficult for researchers to determine how and when the number of these genes expanded.

Now, a new study led by the University at Buffalo and the Jackson Laboratory (JAX), reveals how the duplication of this gene -- known as the salivary amylase gene (AMY1) -- may not only have helped shape human adaptation to starchy foods, but may have occurred as far back as more than 800,000 years ago, long before the advent of farming.

Reported today in the Oct. 17 advanced online issue of Science, the study ultimately showcases how early duplications of this gene set the stage for the wide genetic variation that still exists today, influencing how effectively humans digest starchy foods.

"The idea is that the more amylase genes you have, the more amylase you can produce and the more starch you can digest effectively," says the study's corresponding author, Omer Gokcumen, PhD, professor in the Department of Biological Sciences, within the UB College of Arts and Sciences.

Amylase, the researchers explain, is an enzyme that not only breaks down starch into glucose, but also gives bread its taste.

Gokcumen and his colleagues, including co-senior author, Charles Lee, professor and Robert Alvine Family Endowed Chair at JAX, used optical genome mapping and long-read sequencing, a methodological breakthrough crucial to mapping the AMY1 gene region in extraordinary detail. Traditional short-read sequencing methods struggle to accurately distinguish between gene copies in this region due to their near-identical sequence. However, long-read sequencing allowed Gokcumen and Lee to overcome this challenge in present-day humans, providing a clearer picture of how AMY1 duplications evolved.




Ancient hunter-gatherers and even Neanderthals already had multiple AMY1 copies

Analyzing the genomes of 68 ancient humans, including a 45,000-year-old sample from Siberia, the research team found that pre-agricultural hunter-gatherers already had an average of four to eight AMY1 copies per diploid cell, suggesting that humans were already walking around Eurasia with a wide variety of high AMY1 copy numbers well before they started domesticating plants and eating excess amounts of starch.

The study also found that AMY1 gene duplications occurred in Neanderthals and Denisovans.

"This suggests that the AMY1 gene may have first duplicated more than 800,000 years ago, well before humans split from Neanderthals and much further back than previously thought," says Kwondo Kim, one of the lead authors on this study from the Lee Lab at JAX.

"The initial duplications in our genomes laid the groundwork for significant variation in the amylase region, allowing humans to adapt to shifting diets as starch consumption rose dramatically with the advent of new technologies and lifestyles," Gokcumen adds.

The seeds of genetic variation

The initial duplication of AMY1 was like the first ripple in a pond, creating a genetic opportunity that later shaped our species. As humans spread across different environments, the flexibility in the number of AMY1 copies provided an advantage for adapting to new diets, particularly those rich in starch.




"Following the initial duplication, leading to three AMY1 copies in a cell, the amylase locus became unstable and began creating new variations," says Charikleia Karageorgiou, one of the lead authors of the study at UB. "From three AMY1 copies, you can get all the way up to nine copies, or even go back to one copy per haploid cell."

The complicated legacy of farming

The research also highlights how agriculture impacted AMY1 variation. While early hunter-gatherers had multiple gene copies, European farmers saw a surge in the average number of AMY1 copies over the past 4,000 years, likely due to their starch-rich diets. Gokcumen's previous research showed that domesticated animals living alongside humans, such as dogs and pigs, also have higher amylase gene copy numbers compared to animals not reliant on starch-heavy diets.

"Individuals with higher AMY1 copy numbers were likely digesting starch more efficiently and having more offspring," Gokcumen says. "Their lineages ultimately fared better over a long evolutionary timeframe than those with lower copy numbers, propagating the number of the AMY1 copies."

The findings track with a University of California, Berkeley-led study published last month in Nature, which found that humans in Europe expanded their average number of AMY1 copies from four to seven over the last 12,000 years.

"Given the key role of AMY1 copy number variation in human evolution, this genetic variation presents an exciting opportunity to explore its impact on metabolic health and uncover the mechanisms involved in starch digestion and glucose metabolism," says Feyza Yilmaz, an associate computational scientist at JAX and a lead author of the study. "Future research could reveal its precise effects and timing of selection, providing critical insights into genetics, nutrition, and health."

Other UB authors on the study include PhD students Petar Pajic and Kendra Scheer.

The research was a collaboration with the University of Connecticut Health Center and was supported by the National Science Foundation and the National Human Genome Research Institute, National Institutes of Health.
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Astronomers detect ancient lonely quasars with murky origins | ScienceDaily
A quasar is the extremely bright core of a galaxy that hosts an active supermassive black hole at its center. As the black hole draws in surrounding gas and dust, it blasts out an enormous amount of energy, making quasars some of the brightest objects in the universe. Quasars have been observed as early as a few hundred million years after the Big Bang, and it's been a mystery as to how these objects could have grown so bright and massive in such a short amount of cosmic time.


						
Scientists have proposed that the earliest quasars sprang from overly dense regions of primordial matter, which would also have produced many smaller galaxies in the quasars' environment. But in a new MIT-led study, astronomers observed some ancient quasars that appear to be surprisingly alone in the early universe.

The astronomers used NASA's James Webb Space Telescope (JWST) to peer back in time, more than 13 billion years, to study the cosmic surroundings of five known ancient quasars. They found a surprising variety in their neighborhoods, or "quasar fields." While some quasars reside in very crowded fields with more than 50 neighboring galaxies, as all models predict, the remaining quasars appear to drift in voids, with only a few stray galaxies in their vicinity.

These lonely quasars are challenging physicists' understanding of how such luminous objects could have formed so early on in the universe, without a significant source of surrounding matter to fuel their black hole growth.

"Contrary to previous belief, we find on average, these quasars are not necessarily in those highest-density regions of the early universe. Some of them seem to be sitting in the middle of nowhere," says Anna-Christina Eilers, assistant professor of physics at MIT. "It's difficult to explain how these quasars could have grown so big if they appear to have nothing to feed from."

There is a possibility that these quasars may not be as solitary as they appear, but are instead surrounded by galaxies that are heavily shrouded in dust and therefore hidden from view. Eilers and her colleagues hope to tune their observations to try and see through any such cosmic dust, in order to understand how quasars grew so big, so fast, in the early universe.

Eilers and her colleagues report their findings in a paper appearing today in the Astrophysical Journal. The MIT co-authors include postdocs Rohan Naidu and Minghao Yue; Robert Simcoe, the Francis Friedman Professor of Physics and director of MIT's Kavli Institute for Astrophysics and Space Research; and collaborators from institutions including Leiden University, the University of California at Santa Barbara, ETH Zurich, and elsewhere.




Galactic neighbors

The five newly observed quasars are among the oldest quasars observed to date. More than 13 billion years old, the objects are thought to have formed between 600 to 700 million years after the Big Bang. The supermassive black holes powering the quasars are a billion times more massive than the sun, and more than a trillion times brighter. Due to their extreme luminosity, the light from each quasar is able to travel over the age of the universe, far enough to reach JWST's highly sensitive detectors today.

"It's just phenomenal that we now have a telescope that can capture light from 13 billion years ago in so much detail," Eilers says. "For the first time, JWST enabled us to look at the environment of these quasars, where they grew up, and what their neighborhood was like."

The team analyzed images of the five ancient quasars taken by JWST between August 2022 and June 2023. The observations of each quasar comprised multiple "mosaic" images, or partial views of the quasar's field, which the team effectively stitched together to produce a complete picture of each quasar's surrounding neighborhood.

The telescope also took measurements of light in multiple wavelengths across each quasar's field, which the team then processed to determine whether a given object in the field was light from a neighboring galaxy, and how far a galaxy is from the much more luminous central quasar.

"We found that the only difference between these five quasars is that their environments look so different," Eilers says. "For instance, one quasar has almost 50 galaxies around it, while another has just two. And both quasars are within the same size, volume, brightness, and time of the universe. That was really surprising to see."

Growth spurts




The disparity in quasar fields introduces a kink in the standard picture of black hole growth and galaxy formation. According to physicists' best understanding of how the first objects in the universe emerged, a cosmic web of dark matter should have set the course. Dark matter is an as-yet unknown form of matter that has no other interactions with its surroundings other than through gravity.

Shortly after the Big Bang, the early universe is thought to have formed filaments of dark matter that acted as a sort of gravitational road, attracting gas and dust along its tendrils. In overly dense regions of this web, matter would have accumulated to form more massive objects. And the brightest, most massive early objects, such as quasars, would have formed in the web's highest-density regions, which would have also churned out many more, smaller galaxies.

"The cosmic web of dark matter is a solid prediction of our cosmological model of the Universe, and it can be described in detail using numerical simulations," says co-author says Elia Pizzati, a graduate student at Leiden University. "By comparing our observations to these simulations, we can determine where in the cosmic web quasars are located."

Scientists estimate that quasars would have had to grow continuously with very high accretion rates in order to reach the extreme mass and luminosities at the times that astronomers have observed them, fewer than 1 billion years after the Big Bang.

"The main question we're trying to answer is, how do these billion-solar-mass black holes form at a time when the universe is still really, really young? It's still in its infancy," Eilers says.

The team's findings may raise more questions than answers. The "lonely" quasars appear to live in relatively empty regions of space. If physicists' cosmological models are correct, these barren regions signify very little dark matter, or starting material for brewing up stars and galaxies. How, then, did extremely bright and massive quasars come to be?

"Our results show that there's still a significant piece of the puzzle missing of how these supermassive black holes grow," Eilers says. "If there's not enough material around for some quasars to be able to grow continuously, that means there must be some other way that they can grow, that we have yet to figure out."

This research was supported, in part, by the European Research Council.
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        Mouse study sheds light on secret to maintaining a youthful immune system
        What keeps some immune systems youthful and effective in warding off age-related diseases? In new research done on mice, scientists point the finger at a small subset of blood stem cells, which make an outsized contribution to maintaining either a youthful balance or an age-related imbalance of the two main types of immune cells: innate and adaptive.

      

      
        Maternal antibodies interfere with malaria vaccine responses
        Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to new research. The findings suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.

      

      
        What standing on one leg can tell you: Biological age
        How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new research.

      

      
        Live well, think well: Research shows healthy habits tied to brain health
        In middle-aged people, having risk factors like blood pressure, blood sugar and cholesterol that are not well-controlled combined with not following certain healthy habits including exercise, diet and sleep, are linked to a higher risk of stroke, dementia or depression later in life, according to a new study. These results do not prove that not having healthy habits increases the risk of these conditions, they only show an association.

      

      
        Could poor sleep in middle age speed up brain aging?
        People in early middle age who have poor sleep quality, including having difficulty falling or staying asleep, have more signs of poor brain health in late middle age, according to a new study. The study does not prove that poor sleep accelerates brain aging. It only shows an association between poor sleep quality and signs of brain aging.

      

      
        Nixing narcolepsy nightmares
        A new study has demonstrated a new way to treat narcolepsy-related nightmares. The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

      

      
        Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages
        A team of linguistics and psychology researchers has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

      

      
        Bystanders in a combat zone are treated as guilty until proven innocent
        People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a new study.

      

      
        Implantable device may prevent death from opioid overdose
        A team has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

      

      
        Adapting GenAI for the next generation of learning
        A new study by learning analytics researchers presents key considerations for generative AI (GenAI) educational tools so they are carefully developed to support, rather than replace, human learning.

      

      
        Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies
        Long-term exposure to arsenic in water may increase cardiovascular risk and especially heart disease risk even at exposure levels below the federal regulatory limit, according to new research. A study describes exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.

      

      
        Lyme borreliosis: New approach for developing targeted therapy
        Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics.

      

      
        Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range
        In a breakthrough that could revolutionize biomarker detection, researchers have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.

      

      
        New method for producing innovative 3D molecules
        Chemists have synthesized so-called heteroatom-substituted cage-like 3D molecules. The innovative structures are created by precisely inserting a triatomic unit into the strained ring of a reaction partner. They could help address key challenges in drug design by serving as more stable alternatives to traditional, flat, aromatic rings.

      

      
        Safety and security: Study shines light on factors behind refugees' resilience
        A systematic review has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.

      

      
        Birth: It's a tight squeeze for chimpanzees, too
        According to a new study, chimpanzees, like humans, must contend with a confined bony birth canal when giving birth. In humans, the problem was exacerbated by our unique form of upright walking since this led to a twisting of the bony birth canal, while the fetal head got larger. The 'obstetrical dilemma' therefore evolved gradually over the course of primate evolution rather than suddenly in humans as originally argued.

      

      
        Cannabis use in adolescence: Visible effects on brain structure
        A collaborative study sheds light on how cannabis use affects brain development in young people, the main one being atrophy of certain regions of the cerebral cortex.

      

      
        Dehydration linked to muscle cramps in IRONMAN triathletes
        Contrary to previous research, a study of three decades of the IRONMAN's top competition found a connection between dehydration and exercise-induced muscle cramps. Based on medical data of more than 10,500 triathletes, the study found a strong link between dehydration and participants seeking treatment for muscle cramps during the competition. While many popular theories hold that unbalanced electrolytes or potassium and salt levels contribute to cramps, this study did not find evidence to suppor...

      

      
        Data security: Breakthrough in research with personalized health data
        The European research project 'Federated Secure Computing' presents a new approach that allows patient data from different institutions to be analysed securely and anonymously.

      

      
        Researchers flip genes on and off with AI-designed DNA switches
        Researchers have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.

      

      
        Novel antibody platform tackles viral mutations
        Scientists have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies. Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and tre...

      

      
        Immunotherapy blocks scarring, improves heart function in mice with heart failure
        Researchers have reduced scar formation and improved heart function in mouse models of heart failure using a monoclonal antibody treatment, similar to that approved by the FDA to treat other conditions. The findings point to the possibility of developing such immunotherapies for heart failure in patients who have experienced a heart attack or other injury.

      

      
        How ovarian cancer disables immune cells
        Researchers have discovered a mechanism that ovarian tumors use to cripple immune cells and impede their attack -- blocking the energy supply T cells depend on. The work points toward a promising new immunotherapy approach for ovarian cancer, which is notoriously aggressive and hard to treat.

      

      
        A 'chemical ChatGPT' for new medications
        Researchers have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications.

      

      
        Ultra-small spectrometer yields the power of a 1,000 times bigger device
        Researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies.

      

      
        The decision to eat may come down to these three neurons
        Manipulating a newly identified neural circuit can curb appetite -- or spur massive overeating.

      

      
        Clinical study confirms tissue stiffening in breast cancer can drive metastasis
        Researchers evaluated tissues for fibrosis using MeCo Score, a diagnostic tool that can potentially predict the likelihood of relapse or recurrence among patients with early-stage breast cancer.

      

      
        How climate change will impact outdoor activities in the US
        Scientists modeled the number of 'outdoor days' -- with comfortable temperatures for outside activities -- that U.S. regions will experience as climate warms. States in the Southeast will lose a significant number of outdoor days, while the Northwest should see a slight increase.

      

      
        A fully automated AI-based system for assessing IVF embryo quality
        A new artificial intelligence-based system can accurately assess the chromosomal status of in vitro-fertilized (IVF) embryos using only time-lapse video images of the embryos and maternal age, according to a new study.

      

      
        Bilingualism may maintain protection against Alzheimer's
        In a study, researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging. They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory, which suggests that there may be some form of brain maintenance related to bilingualism.

      

      
        'Visual clutter' alters information flow in the brain
        Whether we're staring at our phones, the page of a book, or the person across the table, the objects of our focus never stand in isolation; there are always other objects or people in our field of vision. How that visual 'clutter' affects visual processing in the brain, however, is not well understood. In a study, researchers show that this clutter alters how information flows in the brain, as does the precise location of that clutter within the wider field of vision. The findings help clarify th...

      

      
        Expanding access to weight-loss drugs could save thousands of lives a year
        Expanding access to new, highly effective weight-loss medications could prevent more than 40,000 deaths a year in the United States, according to a study. The findings highlight the critical need to remove existing barriers that are hindering people's access to effective weight loss treatments and impeding public health efforts to address the national obesity crisis, the researchers said. According to the U.S. Centers for Disease Control and Prevention, about 74% of Americans are considered overw...

      

      
        Starving cancer cells of fat may improve cancer treatment
        Cutting off cancer cells' access to fat may help a specific type of cancer treatment work more effectively, reports a new study. The findings lay the groundwork for developing tailored dietary strategies to help anti-cancer medications better kill malignant cells.

      

      
        Structural biology analysis of a Pseudomonas bacterial virus reveals a genome ejection motor
        Researchers describe the full molecular structure of the phage DEV. DEV infects and lyses Pseudomonas aeruginosa bacteria, an opportunistic pathogen in cystic fibrosis and other diseases. DEV is part of an experimental phage cocktail developed to eradicate P. aeruginosa infection in pre-clinical studies. Bacterial viruses, known as phages, are the most abundant biological entities on the planet and are increasingly used as biomedicines to eradicate antibiotic-resistant pathogenic bacteria.

      

      
        New study finds partner's happiness linked to lower stress hormone levels in older couples
        Having happy intimate partners might not only lift our moods, but it also helps us manage stress, especially as we age, according to new research. When comparing individuals' self-reported emotional states and relationship satisfaction with their levels of cortisol, researchers observed that older couples have lower levels of the stress hormone when their partners feel positive emotions. This effect was even stronger for people who reported higher satisfaction in their relationships.

      

      
        Clinical trial for treating spinal cord injury using olfactory cell nerve bridges
        Realizing a Phase I human clinical trial commencing to test the efficacy and safety of the transplantation of olfactory cell nerve bridges to treat chronic spinal cord injury.

      

      
        Breakthrough toward solving electronics overheating problem
        Researchers have successfully enhanced spin wave transfer efficiency for heatless information transmission.

      

      
        How our gut cells detect harmful invaders
        Researchers have discovered that GPR31, found in certain immune cells in the human gut, plays a key role in responding to bacterial metabolites and activating immune responses. Specifically, in the presence of metabolite pyruvate, these cells extend dendrites to sample the gut environment, detect pathogens, and activate T cells through GPR31. This discovery could inform the development of new drugs, vaccines, and probiotics that enhance gut immunity by targeting this pathway.

      

      
        Soft microelectronics technologies enabling wearable AI for digital health
        Developing edge-computing and AI capabilities from wearable sensors enhances their intelligence, critical for the AI of Things, and reduces power consumption by minimizing data exchange between sensory terminals and computing units. This enables wearable devices to process data locally, offering real-time processing, faster feedback, and decreased reliance on network connectivity and external devices, thereby enhancing efficiency, privacy, and responsiveness in applications like health monitoring...

      

      
        Workplace culture and social relationships are associated with workplace bullying
        Workplace bullying poses a serious threat to employees' health and well-being. A study sheds new light on the impact of social relationships on workplace bullying. Focusing on the dynamics of social relationships, the study shows how workplace culture, interaction and social relationships play a role in bullying.

      

      
        Stirred, not shaken: Scientists uncover how transcription drives motion within the genome
        A team of scientists has discovered surprising connections among gene activity, genome packing, and genome-wide motions, revealing aspects of the genome's organization that directly affect gene regulation and expression. The findings bolster our understanding of the mechanics behind transcription-dependent motions of single genes -- the dysfunction of which may lead to neurological and cardiovascular disorders as well as to cancer.

      

      
        Engineering creates molecules that target cancer-causing proteins
        A new study describes the development of a biologic, a drug derived from natural biological systems, that targets a mutant cancer protein called HER2 (human epidermal growth factor receptor 2) without attacking its nearly identical normal counterpart on healthy cells.

      

      
        Wearable cameras allow AI to detect medication errors
        A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery. In a test, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors. The system could become a critical safeguard, especially in operating rooms, intensive-care units an...

      

      
        How the coronavirus defeats the innate immune response
        SARS-CoV-2 has an enzyme that can counteract a cell's innate defense mechanism against viruses, explaining why it is more infectious than the previous SARS and MERS-causing viruses. The discovery may point the way to the development of more effective drugs against this and possibly similar, future diseases.

      

      
        Microplastics and PFAS: Combined risk and greater environmental harm
        The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.

      

      
        AI eye to eye with ophthalmologists in diagnosing corneal infections, study finds
        Eye care specialists could see artificial intelligence help in diagnosing infectious keratitis (IK), a leading cause of corneal blindness worldwide, as a new study finds that deep learning models showed similar levels of accuracy in identifying infection.

      

      
        Screen-free bedtimes boost toddler sleep, new research shows
        A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.

      

      
        Crucial role of cerebellum in social and cognitive functioning
        Scientists shed light on the often-overlooked role of the cerebellum in both motor and social-cognitive processes. His research contributes to a growing shift in the field of neuroscience, which has traditionally focused on the cerebrum. For decades, the cerebellum was primarily associated with motor coordination.

      

      
        Study highlights complexity of menopausal hormone therapy's impact on brain health
        A study suggests that menopausal hormone therapy (MHT) might have moderate effects on brain health, but this depends on past surgical history, the duration of treatment, and a woman's age at last use.

      

      
        People with type 2 diabetes who eat low-carb may be able to discontinue medication
        Adults with type 2 diabetes on a low-carbohydrate diet may see benefits to their beta-cell function allowing them to better manage their disease and possibly discontinue medication, according to new research.

      

      
        
          	
            All Top News
          
          	
            Sections
          
          	
            Technology News
          
        

      

    

  
	
	Articles
	Sections
	Next



Mouse study sheds light on secret to maintaining a youthful immune system | ScienceDaily
What keeps some immune systems youthful and effective in warding off age-related diseases? In a new paper published in Cellular & Molecular Immunology, USC Stem Cell scientist Rong Lu and her collaborators point the finger at a small subset of blood stem cells, which make an outsized contribution to maintaining either a youthful balance or an age-related imbalance of the two main types of immune cells: innate and adaptive.


						
Innate immune cells serve as the body's first line of defense, mobilizing a quick and general attack against invading germs. For germs that evade the body's innate immune defenses, the second line of attack consists of adaptive immune cells, such as B cells and T cells that rely on their memory of past infections to craft a specific and targeted response. A healthy balance between innate and adaptive immune cells is the hallmark of a youthful immune system -- and a key to longevity.

"Our study provides compelling evidence that when a small subset of blood stem cells overproduces innate immune cells, this drives the aging of the immune system, contributes to disease, and ultimately shortens the lifespan," said Lu, who is an associate professor of stem cell biology and regenerative medicine, biomedical engineering, medicine, and gerontology at USC, and a Leukemia & Lymphoma Society Scholar. Lu is also a member of the Eli and Edythe Broad Center for Regenerative Medicine and Stem Cell Research at USC, and the USC Norris Comprehensive Cancer Center at the Keck School of Medicine of USC. "Our findings suggest that restraining the small subset of blood stem cells that are overproducing innate immune cells could be an effective way to delay immune aging."

In the study, first author Anna Nogalska and her colleagues found striking differences in how quickly the immune system ages -- even among lab mice with the same genetic background raised in identical conditions. By the advanced age of 30 months, delayed aging mice retained a youthful balance of innate and adaptive immune cells. However, early aging mice showed a big increase in innate immune cells relative to adaptive immune cells.

By tracking the individual blood stem cells responsible for producing both innate and adaptive immune cells, the scientists discovered the subset of blood stem cells primarily responsible for the age-associated imbalance of the immune system. Specifically, the scientists observed that thirty to forty percent of blood stem cells dramatically changed their preference for producing innate versus adaptive immune cells as the mice aged.

In delayed agers, the subset of blood stem cells decreased their production of innate immune cells, protecting against the effects of aging. Among delayed agers, there was an increase in gene activity related to blood stem cells' regulation and response to external signals -- which might keep their production of innate immune cells in check. When the scientists used CRISPR to edit out these genes, blood stem cells reversed their natural tendency and produced more innate immune cells instead of adaptive immune cells -- like in the early agers.

In contrast, in early agers, the subset of blood stem cells shifted towards producing more innate immune cells, which, in excess, lead to many diseases of aging. Accordingly, in these early agers, the scientists found an increase in gene activity related to the proliferation of blood stem cells and the differentiation of innate immune cells. When the scientists used CRISPR to edit out these early aging genes, blood stem cells produced more adaptive immune cells instead of innate immune cells -- becoming more similar to those in the delayed agers.




Importantly, delayed agers tended to live longer than early agers.

"In the elderly human population, the immune system often tips into producing an overabundance of innate immune cells, which can contribute to diseases such as myeloid leukemia and immune deficiencies," said Nogalska, senior scientist and lab manager in the Lu Lab. "Our study suggests how we might promote a more youthful immune system to combat these common diseases of aging."

Additional co-authors are Jiya Eerdeng, Samir Akre, Mary Vergel-Rodriguez, Yeachan Lee, Charles Bramlett, Adnan Y. Chowdhury, Bowen Wang, Colin G. Cess, and Stacey D. Finley from USC.

Ninety percent of the project was supported by federal funding from the National Institutes of Health (grants R00-HL113104,R01HL138225, R35HL150826, and 1F31HL149278-01A1) and the National Cancer Institute (grant P30CA014089). Additional funding came from the California Institute for Regenerative Medicine (grant EDUC4-12756R) and the Leukemia & Lymphoma Society (grant LLS-1370-20).
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Maternal antibodies interfere with malaria vaccine responses | ScienceDaily
Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to research led by the Barcelona Institute for Global Health (ISGlobal), in collaboration with seven African centers (CISM-Mozambique, IHI-Tanzania, CRUN-Burkina Faso, KHRC-Ghana, NNIMR-Ghana, CERMEL-Gabon, KEMRI-Kenya). The findings, published in Lancet Infectious Diseases, suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.


						
The world has reached an incredible milestone: the deployment of the first two malaria vaccines -RTS,S/AS01E and the more recent R21/Matrix-M- to protect African children against malaria caused by Plasmodium falciparum. Both vaccines target a portion of the parasite protein called circumsporozoite (CSP) and are recommended for children aged 5 months or more at the moment of the first dose.

"We know that the RTS,S/AS01E malaria vaccine is less effective in infants under five months of age, but the reason for this difference is still debated," says Carlota Dobano, who leads the Malaria Immunology group at ISGlobal, a centre supported by "la Caixa" Foundation.

To investigate this, Dobano and her team analysed blood samples from more than 600 children (age 5-17 months) and infants (age 6-12 weeks) who participated in the phase 3 clinical trial of RTS,S/AS01E. Using protein microarrays, they measured antibodies against 1,000 P. falciparum antigens before vaccination to determine if and how malaria exposure and age affected IgG antibody responses to the malaria vaccine.

"This microarray approach allowed us to accurately measure malaria exposure at the individual level, including maternal exposure for infants and past infections for older children," says Didac Macia, ISGlobal researcher and first author of the study.

The role of maternal antibodies 

The analysis of antibodies to P. falciparum in children who had received a control vaccine instead of RTS,S/AS01E revealed a typical "exposure" signature, with high levels in the first three months of life due to the passive transfer of maternal antibodies through the placenta, a decline during the first year of life, and then a gradual increase as a result of naturally acquired infections.




In children vaccinated with RTS,S/AS01E, antibodies induced by natural infections did not affect the vaccine response. However, in infants, high levels of antibodies to P. falciparum, presumably passed from their mothers during pregnancy, correlated with reduced vaccine responses. This effect was particularly strong for maternal anti-CSP antibodies targeting the central region of the protein. Conversely, infants with very low or undetectable maternal anti-CSP IgGs exhibited similar vaccine responses as those observed in children.

The molecular mechanisms underlying this interference by maternal antibodies are not fully understood, but the same phenomenon has been observed with other vaccines such as measles.

Overall, these findings confirm something that was already suspected but not clearly demonstrated: despite their protective function, maternal anti-CSP antibodies, which decline within the first three to six months of life, may interfere with vaccine effectiveness. The higher the level of malaria transmission, the more maternal antibodies are transmitted to the baby, resulting in lower vaccine effectiveness. These findings further suggest that infants below five months of age may benefit from RTS,S or R21 vaccination in low malaria transmission settings, during outbreaks in malaria-free regions, or in populations migrating from low to high transmission settings.

"Our study highlights the need to consider timing and maternal malaria antibody levels to improve vaccine efficacy for the youngest and most vulnerable infants," says Gemma Moncunill, ISGlobal researcher and co-senior author of the study, together with Dobano.

This study was supported by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health through grants R01AI095789 and U01AI165745.
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What standing on one leg can tell you: Biological age | ScienceDaily
How long a person can stand -- on one leg -- is a more telltale measure of aging than changes in strength or gait, according to new Mayo Clinic research. The study appears today in the journal PLOS ONE.


						
Good balance, muscle strength and an efficient gait contribute to people's independence and well-being as they age. How these factors change, and at what rate, can help clinicians develop programs to ensure healthy aging. Individually, people can train their balance without special equipment and work on maintaining it over time.

In this study, 40 healthy, independent people over 50 underwent walking, balance, grip strength and knee strength tests. Half of the participants were under 65; the other half were 65 and older.

In the balance tests, participants stood on force plates in different situations: on both feet with eyes open, on both feet with eyes closed, on the non-dominant leg with eyes open, and on the dominant leg with eyes open. In the one-legged tests, participants could hold the leg they weren't standing on where they wanted. The tests were 30 seconds each.

Standing on one leg -- specifically the nondominant leg -- showed the highest rate of decline with age.

"Balance is an important measure because, in addition to muscle strength, it requires input from vision, the vestibular system and the somatosensory systems," says Kenton Kaufman, Ph.D., senior author of the study and director of the Motion Analysis Laboratory at Mayo Clinic. "Changes in balance are noteworthy. If you have poor balance, you're at risk of falling, whether or not you're moving. Falls are a severe health risk with serious consequences."

Unintentional falls are the leading cause of injuries among adults who are 65 and older. Most falls among older adults result from a loss of balance.




In the other tests:
    	Researchers used a custom-made device to measure participants' grip. For the knee strength test, participants were in a seated position and instructed to extend their knee as forcefully as possible. Both the grip and knee strength tests were on the dominant side. Grip and knee strength showed significant declines by decade but not as much as balance. Grip strength decreased at a faster rate than knee strength, making it better at predicting aging than other strength measures.
    	For the gait test, participants walked back and forth on an 8-meter, level walkway at their own pace and speed. Gait parameters didn't change with age. This was not a surprising result since participants were walking at their normal pace, not their maximum pace, Dr. Kaufman says.
    	There were no age-related declines in the strength tests that were specific to sex. This indicates that participants' grip and knee strength declined at a similar rate. Researchers did not identify sex differences in the gait and balance tests, which suggests that male and female subjects were equally affected by age.

Dr. Kaufman says people can take steps to train their balance. For example, by standing on one leg, you can train yourself to coordinate your muscle and vestibular responses to maintain correct balance. If you can stand on one leg for 30 seconds, you are doing well, he says.

"If you don't use it, you lose it. If you use it, you maintain it," Dr. Kaufman says. "It's easy to do. It doesn't require special equipment, and you can do it every day."

Funding for this study includes the Robert and Arlene Kogod Professorship in Geriatric Medicine and W. Hall Wendel Jr. Musculoskeletal Professorship.
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Live well, think well: Research shows healthy habits tied to brain health | ScienceDaily
In middle-aged people, having risk factors like blood pressure, blood sugar and cholesterol that are not well-controlled combined with not following certain healthy habits including exercise, diet and sleep, are linked to a higher risk of stroke, dementia or depression later in life, according to a study published in the October 23, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. These results do not prove that not having healthy habits increases the risk of these conditions, they only show an association.


						
The eight cardiovascular and brain health factors, known as the American Heart Association's Life's Essential 8 are: being active; eating better; maintaining a healthy weight; not smoking; maintaining a healthy blood pressure; getting enough sleep; and controlling cholesterol and blood sugar levels.

"Brain health is paramount for the optimal well-being of every person, enabling us to function at our highest level and constantly adapt in the world," said study author Santiago Clocchiatti-Tuozzo, MD, MHS, of Yale University in New Haven, Connecticut, and member of the American Academy of Neurology. "Our study found that making these healthy lifestyle choices in middle age can have meaningful impacts on brain health later in life."

For the study, researchers evaluated data from 316,127 people with an average age of 56. They were followed over five years.

Researchers looked at participants' scores across the eight essential cardiovascular health factors and organized them into three categories: optimal, intermediate and poor.

Of the total group, 64,474 people had optimal scores, 190,919 people had intermediate scores and 60,734 people had poor scores.

Researchers then evaluated health records to identify who developed any of the following neurological conditions: stroke, dementia or late-life depression. Poor brain health was defined as the development of any of these conditions during the follow up years.




A total of 1.2% of participants met the definition for poor brain health, with a total of 3,753 conditions. Of those with optimal Life's Essential 8 scores, 0.7% met the definition for poor brain health, compared to 1.2% of those with intermediate scores and 1.8% of those with poor scores.

After adjusting for factors that could affect the risk of these three neurological conditions, such as age, sex, race and ethnicity, researchers found that people with poor scores on the healthy lifestyle factors were more than twice as likely to develop any of the three neurological conditions compared to those people with optimal scores. Researchers also found that people who had an intermediate score had a 37% higher risk of having one of the three neurological conditions than those who had an optimal score.

"Because the risk factors we looked at are all ones that people can work to improve, our findings highlight the potential brain health benefits of using these eight cardiovascular and brain health factors to guide healthy lifestyle choices," Clocchiatti-Tuozzo said. "More research is needed to understand this link between lifestyle habits and brain health, as well as how social factors like race and ethnicity can influence this connection."

To confirm their findings, researchers repeated the study in a group of 68,407participants followed for a total of five years and found similar results.

A limitation of the study was that the participants' scores were measured only once at the start of the study, so it does not account for potential lifestyle changes during the five-year study.

The study was supported by the National Institutes of Health.
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Could poor sleep in middle age speed up brain aging? | ScienceDaily
People in early middle age who have poor sleep quality, including having difficulty falling or staying asleep, have more signs of poor brain health in late middle age, according to a study published in the October 23, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology. The study does not prove that poor sleep accelerates brain aging. It only shows an association between poor sleep quality and signs of brain aging.


						
"Sleep problems have been linked in previous research to poor thinking and memory skills later in life, putting people at higher risk for dementia," said study author Clemence Cavailles, PhD, of the University of California San Francisco. "Our study which used brain scans to determine participants' brain age, suggests that poor sleep is linked to nearly three years of additional brain aging as early as middle age."

The study included 589 people with an average age of 40 at the start of the study. Participants completed sleep questionnaires both at the beginning of the study and again five years later. Participants had brain scans 15 years after the study began.

Researchers reviewed participants' responses to questions such as, "Do you usually have trouble falling asleep?" "Do you usually wake up several times at night?" and "Do you usually wake up far too early?" They recorded the number of six poor sleep characteristics for each participant: short sleep duration, bad sleep quality, difficulty falling asleep, difficulty staying asleep, early morning awakening and daytime sleepiness.

Participants were divided into three groups. Those in the low group had no more than one poor sleep characteristic. People in the middle group had two to three, and those in the high group had more than three. At the start of the study, about 70% were in the low group, 22% were in the middle and 8% were in the high group.

Researchers examined participants' brain scans where the level of brain shrinkage corresponds to a specific age. Researchers used machine learning to determine the brain age for each participant.

After adjusting for factors such as age, sex, high blood pressure and diabetes, researchers found people in the middle group had an average brain age that was 1.6 years older than those in the low group, while those in the high group had an average brain age 2.6 years older.

Of the sleep characteristics, bad sleep quality, difficulty falling asleep, difficulty staying asleep and early morning awakening were linked to greater brain age, especially when people consistently had these poor sleep characteristics over five years.

"Our findings highlight the importance of addressing sleep problems earlier in life to preserve brain health, including maintaining a consistent sleep schedule, exercising, avoiding caffeine and alcohol before going to bed and using relaxation techniques," said author Kristine Yaffe, MD, of the University of California San Francisco and a member of the American Academy of Neurology. "Future research should focus on finding new ways to improve sleep quality and investigating the long-term impact of sleep on brain health in younger people."

A limitation of the study was that participants reported their own sleep problems and it is possible they may not have reported them accurately.
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Nixing narcolepsy nightmares | ScienceDaily
A new Northwestern Medicine study has demonstrated a new way to treat narcolepsy-related nightmares.


						
The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

"We had them imagine what they'd like to dream instead of their nightmare, almost like they're writing a movie script," said corresponding author Jennifer Mundt, assistant professor of neurology (sleep medicine) and psychiatry and behavioral sciences at Northwestern University Feinberg School of Medicine.

The study found overall reductions in nightmare severity and frequency in all six patients tested. The findings were published Oct. 23 in the Journal of Sleep Research.

Despite being distressing, nightmares are often ignored

Vivid, disruptive and distressing nightmares affect between 30 to 40% of people with narcolepsy, a chronic neurological disorder that affects the brain's ability to regulate sleep and wakefulness. These nightmares can even cause patients to fear sleep, leading to increased fatigue and depression. Despite their frequency in narcolepsy patients, nightmares have not received enough attention in narcolepsy research or clinical practice.

"Narcolepsy-related dreams have been an overlooked symptom within narcolepsy," Mundt said. "People in the study had nightmares for decades but never received treatment, for various reasons. They may have not been asked about nightmares, didn't know nightmare treatments existed, or felt embarrassed about having nightmares and didn't mention it to a doctor."

Mundt said it is important to refer these patients for treatment because many of them don't know anything can be done, "and treatment can completely transform their sleep and sometimes even the way they feel in the daytime in a matter of weeks," she said.




First study to apply CBT to narcolepsy-related nightmares

Previous research has shown cognitive behavioral therapy for nightmares (CBT-N) is effective in treating trauma-related nightmares, but this is the first study to show it might also be applicable to narcolepsy.

All six participants in the study received CBT-N via weekly telehealth sessions. These sessions educated participants on nightmares, sleep habits, bedtime factors and how to relax and improve one's mood before bedtime.

Using CBT-N, all six study participants rewrote their nightmares into dreams they would prefer to have (called rescripting) and rehearsed these revised scripts before falling asleep every night.

CBT-N plus lucid dreaming

During week five of the study, half the study participants also underwent an additional procedure in the laboratory of Ken Paller, professor of psychology at Northwestern. While each person napped, the scientists tried to induce a lucid dream using a procedure previously shown to be effective, targeted lucidity reactivation (TLR).




An earlier study from Paller's lab that used TLR found that dreaming individuals could interact with scientists in the lab to engage in real-time communication during the rapid eye movement (REM) stage of sleep. Most lucid dreams are thought to occur during REM sleep. People with narcolepsy tend to experience lucid dreams frequently in their REM sleep, Mundt said, so the new study adapted the TLR procedure to capitalize on that.

Using electroencephalogram (EEG) to monitor brain activity, scientists determined when a study participant entered the REM stage. Once REM was observed, the scientists softly played sound cues associated with lucidity and with each rescripted dream. These cues can trigger a lucid dream and promote the rescripted dream scenario. One of the sound cues was a piano chord that participants had learned to associate with their new dream by listening to it while rehearsing their dream at bedtime. Another cue included a few words that captured their new dream, such as "calm" or "family."

"This research highlights a new orientation to sleep, opening the door to novel methods for fine-tuning sleep to try to enhance the benefits of sleep and perhaps make people more likely to wake up on the right side of the bed," said Paller, who also is the director of the Cognitive Neuroscience Program in the Weinberg College of Arts and Sciences at Northwestern.

Breakdown of the findings

At post-treatment, all participants rated their nightmares as less severe and less frequent, and for four of the six, nightmare severity even dipped below the cutoff for having nightmare disorder, Mundt said.

One participant in the TLR group didn't enter REM sleep, so no sound cues were delivered. The other two entered REM sleep during the nap, and one signaled being lucid by moving their eyes back and forth (as planned). The other participant did not signal they were lucid during REM, however, both recalled dreams that were similar to their rescripted dreams.

"When they were telling us about their dreams, they remembered similarities to the rescripted scenario," Mundt said. "This is really unique -- that after the TLR procedure they experienced aspects of the dream ideas they concocted -- since people undergoing CBT-N don't usually experience their rescripted dream."

Due to the small sample size, the scientists didn't compare the two groups (CBT-N vs. CBT-N plus TLR), Mundt said. Rather, this study provided a proof-of-concept demonstration that it is possible to adapt TLR for narcolepsy-related nightmares.

Participants described feeling less anxious and ashamed about nightmares following the treatment.

"It's empowering for them," Mundt said. "They're so surprised this works. It increases self-efficacy for managing their symptoms, and they describe how glad they are that this helped. It's really a game-changer, mentally."
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Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages | ScienceDaily
Today's digital media deliver rapid messages -- such as phone notifications and text overlays on videos -- to our brains at an impressive speed, far faster than spoken words reach us. But can we process these texts as quickly as we can determine the makeup of the visuals that are also a part of our screen life?


						
The answer appears to be "yes," according to new studies by a team of New York University linguistics and psychology researchers. It has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

"Our experiments reveal that the brain's language comprehension system may be able to perceive language similarly to visual scenes, whose essence can be grasped quickly from a single glance," says Liina Pylkkanen, a professor in NYU's Department of Linguistics and Department of Psychology, who led the research, which is reported across papers appearing in Science Advances and the Journal of Neuroscience. "This means the human brain's processing capacity for language may be much faster than what we might think -- in the amount of time it takes to hear one syllable, the brain can actually detect the structure of a short sentence."

The rise of email, followed by social media and smartphones, has shifted our reading experience from a contemplative, leisurely activity to quick and fragmented consumption of digital content, with short messages constantly flashing at us through phone notifications, online platforms, and, perhaps soon, augmented realities.

"This shift has made it clear that our brains not only have the ability to instinctively process rapid messages, but can also make snap decisions based on them -- like whether to keep or delete an email or how to respond to a brief social media update," explains Pylkkanen. "But how well do we really understand these quick messages and how do our brains manage them? The fact that our brains can, at least in some way, grasp the meaning of these fast messages from just a single glance may reveal something fundamental about the processing potential of the language system."

The scientists began their research by considering current scientific explanations of how we understand language, which center on word-by-word sentence processing models. The researchers concluded these don't effectively account for how quickly our brains can process entire sentences seen at a glance, as opposed to word by word like in speech.

In seeking a better understanding, the authors conducted a series of experiments, measuring brain activity using magnetoencephalography while participants read word lists that were either grammatical sentences (e.g., nurses clean wounds) or just lists of nouns (e.g., hearts lungs livers). The results showed that the brain's left temporal cortex -- used for language comprehension -- starts distinguishing simple three-word sentences from unstructured word lists as quickly as 130 milliseconds after seeing them.




"This speed suggests that at-a-glance sentence comprehension may resemble the rapid perception of a visual scene rather than the slower, step-by-step process we associate with spoken language," explains Pylkkanen. "In the amount of time that it takes one to hear one syllable, the brain can actually detect the structure of a three-word sentence."

The scientists add that even when a sentence contains an agreement error, with the wrong number marking on the verb (nurses cleans wounds), or lacks a plausible meaning, this rapid structure detection occurs in the left temporal cortex.

"This suggests that the signals reflect the detection of basic phrase structure, but not necessarily other aspects of the grammar or meaning," explains Jacqueline Fallon, the Science Advances study's first author, who was an NYU researcher at the time of the work and is now a doctoral student at the University of Colorado.

Related research on these rapid signals in the Journal of Neuroscience, led by NYU graduate student Nigel Flower, further supported this idea. It showed that even small errors in phrase structure -- like swapping two adjacent words, "all are cats nice" -- cause a drop in the brain's rapid response. Such small mistakes can easily go unnoticed by readers. In fact, Flower observed that starting around 400 milliseconds, the brain appears to "correct" the mistake, processing the sentence as if it were fully grammatical.

"This suggests that the brain not only quickly recognizes phrase structure but also automatically corrects small mistakes," Flower explains. "This explains why readers often miss minor errors -- their brains have already corrected them internally."

By flashing the study's participants entire sentences all at once, as opposed to word by word, the researchers could uncover the brain's ability to quickly identify basic phrase structure, even if the meaning of the sentence was nonsensical or there was a grammatical mistake that still maintained the right phrase structure.

"These findings may provide valuable insights into the brain's intrinsic language processing abilities, independent of the usual sequential flow of spoken language," says Pylkkanen.

The studies were supported by grants from the National Science Foundation (BCS- 2335767) and the NYU Abu Dhabi Institute.
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Bystanders in a combat zone are treated as guilty until proven innocent | ScienceDaily
People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a study published October 23, 2024, in the open-access journal PLOS ONE by Scott Danielson from the University of Canterbury, New Zealand, and colleagues.


						
About as many civilians as soldiers die in war each year, some during strikes targeted at enemy combatants. There have been many reported cases of mistaking innocent civilians for enemy combatants, with the possibility of many more being unreported.

Danielson and colleagues conducted five experiments to test when people assume unknown bystanders in a combat zone are enemies rather than civilians, reducing their concerns about collateral damage. A total of 2,204 participants were presented with a realistic moral dilemma: A military pilot must decide whether to bomb a dangerous enemy target, also killing a bystander.

The first two experiments used as the scenario a conflict between the U.S. and ISIS in Iraq. Here, few people endorsed bombing when the bystander was known to be an innocent civilian. However, when the bystander's identity was unknown, more than twice as many people endorsed the bombing. Crucially, approximately half of American participants endorsed sacrificing unidentified bystanders despite no evidence they were enemies -- a sacrificial rate higher than any identified target except a known enemy combatant. The subsequent three experiments used a fictional war setting and revealed a similar pattern of judgment was seen here too.

Bombing endorsement was predicted by attitudes toward total war: the theory that there should be no distinction between military and civilian targets in wartime conflict. The authors also noted key differences between the participant samples based on their country -- bombing endorsement was lower for participants in the U.K. compared to the U.S., which the researchers attribute to national and cultural differences in total war attitudes.

According to the authors, these findings have implications for military strategists who must decide whether to attack areas with enemy militants and unidentified bystanders. The results support a common tendency in people to assume the bystanders are enemies, with important consequences if they turn out to be innocent civilians. The real-world cases of civilians struck by bombs could result from the same error in judgment reported in this study. To minimize civilian deaths, future research should investigate how to reduce this bias and convince decision-makers to evaluate more carefully who their weapons are targeting.

The authors add: "Fewer than 1 in 4 Americans support a military strike that kills a civilian, but 53% endorse a strike if the bystander is "unidentified." Data from five studies show that people are more likely to assume unknown bystanders are enemy combatants than civilians, which might explain the high civilian death toll in modern warfare."
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Implantable device may prevent death from opioid overdose | ScienceDaily
The opioid epidemic claims more 70,000 lives each year in the U.S., and lifesaving interventions are urgently needed. Although naloxone, sold as an over-the-counter nasal spray or injectable, saves lives by quickly restoring normal breathing during an overdose, administrating the medication requires a knowledgeable bystander - limiting its lifesaving potential.


						
A team from Washington University School of Medicine in St. Louis and Northwestern University in Chicago has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

The findings are available Oct. 23 in Science Advances.

"Naloxone has saved many lives," said Robert W. Gereau, PhD, the Dr. Seymour and Rose T. Brown Professor of Anesthesiology and director of the WashU Medicine Pain Center. "But during an overdose, people are often alone and unable to realize they are overdosing. If someone else is present, they need access to naloxone -- also known as Narcan -- and need to know how to use it within minutes. We identified an opportunity to save more lives by developing a device that quickly administers naloxone to at-risk individuals without human intervention."

Prescription opioids -- such as oxycodone -- have helped people manage the physical and mental challenges of daily debilitating pain. But the addictive properties of painkillers can lead to their misuse and abuse, which are among the driving forces behind the opioid epidemic. In addition, cheap and easy-to-access synthetic drugs -- fentanyl, for example -- have flooded the illicit market. Such ultrapotent drugs have accelerated the rise in overdose deaths in the U.S. and were responsible for roughly 70% of such deaths in 2023.

The researchers worked with experts in engineering and material sciences led by John A. Rogers, PhD, a professor of materials science and engineering, biomedical engineering and neurological surgery at Northwestern University, to develop a device - the Naloximeter -- that uses a drop in oxygen levels as a signal for a potential overdose. Overdosing on opioids leads to slow and shallow breathing. Minutes after the drugs begin to impact respiratory function, breathing stops. Implanted under the skin, the Naloximeter senses oxygen in the surrounding tissues, sending a warning notification to a mobile application if the levels drop below a threshold. If the user doesn't abort the rescue process within 30 seconds, the device releases stored naloxone.

The researchers implanted the device in the neck, chest or back of small and large animals. The device detected signs of overdose within a minute of dropping oxygen levels, and all animals fully recovered within five minutes of receiving naloxone from the devices.




Naloxone displaces harmful opioids from receptors on the surface of brain cells, altering the cells' activity. But the drug doesn't stick around; when the opioids reoccupy and reactivate the receptors, overdose symptoms can return. To provide additional support, the device relays an emergency alert to first responders.

"An additional benefit of calling first responders is that it helps people re-engage with health-care providers," said Jose Moron-Concepcion, PhD, the Henry E. Mallinckrodt Professor of Anesthesiology at WashU Medicine and an author on the study. "We want to save people from dying from an overdose and also reduce harm from opioids by helping people access the resources and treatments to prevent future overdoses from occurring."

The researchers were awarded a patent -- with some help from the Office of Technology Management at WashU -- to protect the intellectual property of the device. They are evolving the technology while also looking for industry partners in preparation for deployment on a larger scale and testing of the device in clinical trials with people.

"The Naloximeter is a proof-of-concept platform that isn't limited to the opioid crisis," said Joanna Ciatti, a graduate student in Rogers' lab. "This technology has far-reaching implications for those threatened by other emergent medical conditions such as anaphylaxis or epilepsy. Our study lays important groundwork for future clinical translation. We hope others in the field can build off of these findings to help make autonomous rescue devices a reality."

Ciatti JL, Vazquez-Guardado A, Brings VE, Park J, Ruyle B, Ober RA, McLuckie AJ, Talcott MR, Carter EA, Burrell AR, Sponenburg RA, Trueb J, Gupta P, Kim J, Avila R, Seong M, Slivicki RA, Kaplan MA, Villalpando-Hernandez B, Massaly N, Montana MC, Pet M, Huang Y, Moron JA, Gereau IV RW, Rogers JA. An autonomous implantable device for the prevention of death from opioid overdose. Science Advances. Oct. 23, 2024.

This work was supported by the National Institutes of Health (NIH) through the Helping to End Addiction Long-Term (HEAL) Initiative, grant numbers UG3DA050303 and UH3DA050303; the National Science Foundation Graduate Research Fellowship, grant number DGE-2234667; North Carolina State University, grant number 201473-02139; the NIH, grant number T32GM108539. The content is solely the responsibility of the authors and does not necessarily represent the views of the NIH.

Ciatti JL, Vazquez-Guardado A, Brings VE, Ruyle B, Moron JA, Gereau IV RW, Rogers JA have been awarded a patent (number: WO2022261492A1) based on the research described in this manuscript.
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Adapting GenAI for the next generation of learning | ScienceDaily

Key considerations included understanding how to use GenAI to enhance human learning while fostering skills for critical thinking and self-reflection in humans to effectively partner with GenAI.

The Centre for Learning Analytics (CoLAM) Director at Monash University's Faculty of Information Technology and the senior author of the paper, Professor Dragan Gasevic, said powerful AI tools are set to become integral to society, transforming how we learn, work and live and GenAI technologies could permeate every aspect of human learning.

"Imagine students engaging in debates with digital twins of Socrates to explore ancient Greek philosophy, learning impressionist painting techniques from a humanoid robotic mentor modelled after Claude Monet, or visualising Einstein's special theory of relativity in virtual realities," Professor Gasevic said.

"This kind of integration needs a dual approach to learning: educating ourselves both about and with GenAI. This can be achieved through careful development of education tools informed by rigorous research and supported by unified efforts from education institutions, technologists and government policies."

The study signalled that assessment processes should reward genuine knowledge and skill improvement over AI-generated illusions, that teachers needed support to adapt to the new GenAI landscape, and highlighted the need to promote human-AI interaction to maximise human learning while preventing over-reliance on GenAI.

The paper also emphasised that policymakers and tech companies must ensure accountability, develop appropriate ethical guidelines, and consider inclusivity when regulating and designing GenAI tools for education.




While AI tools can enhance learning processes and abilities they still present ethical dilemmas of transparency, privacy and equality, and have already caused disruptions in assessment processes.

The study's first author and CoLAM Research Fellow Dr Lixiang Yan said improving AI literacy for students and teachers alike is one of the crucial needs to be addressed to ensure the effective integration of AI into human learning.

"We anticipate a shift in educators' roles, with GenAI reducing the burden of knowledge dissemination, allowing teachers to focus on deeper connections with students as mentors and facilitators," Dr Yan said.

"Educational institutions must invest in ongoing professional development and support systems to help teachers manage techno-stress and workload burdens from adopting these new technologies."

This research paper was a collaboration between learning analytics experts at Monash University's CoLAM and researchers from the University of Luxembourg and Goethe-University Frankfurt.

The research was supported by the Australian Research Council, Australian Government through Digital Health CRC, Defense Advanced Research Project Agency, and Jacobs Foundation.

In addition to previous research on learning analytics, CoLAM experts are working on new projects to develop tools for assessing human-AI collaborative writing, improving knowledge sharing for educators, and enhancing workplace learning for healthcare professionals.

The researchers are also conducting a study with secondary students in 10 countries across four continents using pioneering GenAI tools to explain and enhance human skills in the age of AI.
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Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies | ScienceDaily
Long-term exposure to arsenic in water may increase cardiovascular disease and especially heart disease risk even at exposure levels below the federal regulatory limit (10mg/L) according to a new study at Columbia University Mailman School of Public Health. This is the first study to describe exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.


						
The researchers compared various time windows of exposure, finding that the previous decade of water arsenic exposure up to the time of a cardiovascular disease event contributed the greatest risk. The findings are published in the journal Environmental Health Perspectives.

"Our findings shed light on critical time windows of arsenic exposure that contribute to heart disease and inform the ongoing arsenic risk assessment by the EPA. It further reinforces the importance of considering non-cancer outcomes, and specifically cardiovascular disease, which is the number one cause of death in the U.S. and globally," said Danielle Medgyesi, a doctoral Fellow in the Department of Environmental Health Sciences at Columbia Mailman School. "This study offers resounding proof of the need for regulatory standards in protecting health and provides evidence in support of reducing the current limit to further eliminate significant risk."

According to the American Heart Association and other leading health agencies, there is substantial evidence that arsenic exposure increases the risk of cardiovascular disease. This includes evidence of risk at high arsenic levels (>100mg/L) in drinking water. The U.S. Environmental Protection Agency reduced the maximum contaminant level (MCL) for arsenic in community water supplies (CWS) from 50mg/L to 10mg/L beginning in 2006. Even so, drinking water remains an important source of arsenic exposure among CWS users. The natural occurrence of arsenic in groundwater is commonly observed in regions of New England, the upper Midwest, and the West, including California.

To evaluate the relationship between long-term arsenic exposure from CWS and cardiovascular disease, the researchers used statewide healthcare administrative and mortality records collected for the California Teachers Study cohort from enrollment through follow-up (1995-2018), identifying fatal and nonfatal cases of ischemic heart disease and cardiovascular disease. Working closely with collaborators at the California Office of Environmental Health Hazard Assessment (OEHHA), the team gathered water arsenic data from CWS for three decades (1990-2020).

The analysis included 98,250 participants, 6,119 ischemic heart disease cases and 9,936 CVD cases. Excluded were those 85 years of age or older and those with a history of cardiovascular disease at enrollment. Similar to the proportion of California's population that relies on CWS (over 90 percent), most participants resided in areas served by a CWS (92 percent). Leveraging the extensive years of arsenic data available, the team compared time windows of relatively short-term (3-years) to long-term (10-years to cumulative) average arsenic exposure. The study found decade-long arsenic exposure up to the time of a cardiovascular disease event was associated with the greatest risk, consistent with a study in Chile finding peak mortality of acute myocardial infarction around a decade after a period of very high arsenic exposure. This provides new insights into relevant exposure windows that are critical to the development of ischemic heart disease.

Nearly half (48 percent) of participants were exposed to an average arsenic concentration below California's non-cancer public health goal <1 mg/L. In comparison to this low-exposure group, those exposed to 1 to <5 mg/L had modestly higher risk of ischemic heart disease, with increases of 5 to 6 percent. Risk jumped to 20 percent among those in the exposure ranges of 5 to <10 mg/L (or one-half to below the current regulatory limit), and more than doubled to 42 percent for those exposed to levels at and above the current EPA limit [?]10mg/L. The relationship was consistently stronger for ischemic heart disease compared to cardiovascular disease, and no evidence of risk for stroke was found, largely consistent with previous research and the conclusions of the current EPA risk assessment.




These results highlight the serious health consequences not only when community water systems do not meet the current EPA standard but also at levels below the current standard. The study found a substantial 20 percent risk at arsenic exposures ranging from 5 to <10 mg/L which affected about 3.2 percent of participants, suggesting that stronger regulations would provide significant benefits to the population. In line with prior research, the study also found higher arsenic concentrations, including concentrations above the current standard, disproportionally affect Hispanic and Latina populations and residents of lower socioeconomic status neighborhoods.

"Our results are novel and encourage a renewed discussion of current policy and regulatory standards," said Columbia Mailman's Tiffany Sanchez, senior author. "However, this also implies that much more research is needed to understand the risks associated with arsenic levels that CWS users currently experience. We believe that the data and methods developed in this study can be used to bolster and inform future studies and can be extended to evaluate other drinking water exposures and health outcomes."

Co-authors are Komal Bangia, Office of Environmental Health Hazard Assessment, Oakland, California; James V. Lacey Jr and Emma S. Spielfogel,California Teacher Study, Beckman Research Institute, City of Hope, Duarte, California; and Jared A Fisher, Jessica M. Madrigal, Rena R. Jones, and Mary H. Ward, Division of Cancer Epidemiology and Genetics, National Cancer Institute.

The study was supported by the National Cancer Institute, grants U01-CA199277, P30-CA033572, P30-CA023100, UM1-CA164917, and R01-CA077398; and also funded by the Superfund Hazardous Substance Research and Training Program P42ES033719; NIH National Institute of Environmental Health Sciences P30 Center for Environmental Health and Justice P30ES9089, NIH Kirschstein National Research Service Award Institutional Research Training grant T32ES007322, NIH Predoctoral Individual Fellowship F31ES035306, and the Intramural Research Program of the NCI Z-CP010125-28.
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Lyme borreliosis: New approach for developing targeted therapy | ScienceDaily
Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A MedUni Vienna research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics. The study was recently published in the International Journal of Molecular Sciences.


						
The scientific team led by Margarida Ruivo and Michiel Wijnveld from MedUni Vienna's Center for Pathophysiology, Infectiology and Immunology focused on the restriction-modification system (RMS) of Borrelia bacteria as part of the study. RMS refers to the protective mechanism of the Borrelia bacteria, which plays a decisive role in the defence against foreign genetic material (DNA) and can be described as a primitive immune system of these pathogens. "Our aim was to characterize the RMS of Borrelia afzelii and Borrelia garinii, the main pathogens of Lyme borreliosis in Europe, and to understand its importance for the survival of these bacteria during infection of the host," says study leader Michiel Wijnveld, explaining the background to the research work.

Targeted therapy as a possible alternative to antibiotics

In order to investigate the RMS in more detail, the researchers used an innovative method in which they modified and analyzed the DNA of Borrelia bacteria. They discovered that the methylation of DNA, a process in which small molecules are bound to the bacteria's own DNA, plays an important role in protecting the bacteria against foreign DNA. Further experiments showed that the ability of bacteria to take up new genetic material stably can be significantly improved by pre-methylating DNA molecules to mimic the Borrelia's own DNA. This provides a tool to investigate how borrelia sustains itself within a host such as a human and a possible, previously unknown approach for researching and developing new therapies against Lyme borreliosis that are not based on antibiotics. The researchers are considering phage therapy, in particular, as an alternative treatment method. This involves using so-called bacteriophages, i.e. viruses that attack bacteria, to combat the pathogens specifically. "With further research, this method has the potential to pave the way towards reducing our reliance on antibiotics and preventing the development of antibiotic resistance," says Wijnveld.

Lyme borreliosis is the most common tick-borne disease in Europe. Borrelia bacteria are transmitted to humans when infected ticks bite. Recent studies from the same research group at MedUni Vienna have shown that every fourth tick is carrying Borrelia in Austria. Treatment with antibiotics is best started as soon as possible after diagnosis of Lyme borreliosis. If the bacterial infection is not recognized in time, it can lead to serious complications such as heart and joint inflammation, neurological complications and persisting symptoms after treatment. There is currently no vaccination against Lyme borreliosis. Contrary to the still widespread opinion, a vaccination against TBE does not protect against Lyme borreliosis.
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Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range | ScienceDaily
In a breakthrough that could revolutionise biomarker detection, researchers at the Max Planck Institute for the Science of Light have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.


						
Ultrashort laser pulses can make molecules vibrate impulsively, similarly to how a quick tap can make a bell ring. When the molecules are excited by these short light pulses, they produce a signal, called 'free-induction decay' (FID), which carries important information about the molecules. This signal lasts for only a very brief moment (up to one trillions of a second) and provides a clear 'fingerprint' of the molecule's vibration. In femtosecond fieldsocpy by using an ultrashort laser pulse the molecule's signal is separated from the laser pulse itself, making it easier to detect the vibrational response in a background-free manner. This allows scientists to identify specific molecules with high precision, opening up new possibilities for detecting biological markers in a clean, interference-free way. As a proof of principle, the researchers successfully demonstrated for the first time the ability to measure weak combination bands in water and ethanol at concentrations as low as 4.13 micromoles.

At the heart of this technique is the creation of high power ultrashort light pulses, achieved using photonic crystal fibers filled with gas. These pulses, compressed to nearly a single cycle of a light wave, are combined with phase-stable near-infrared pulses for detection. A field detection method, electro-optic sampling, can measure these ultrafast pulses with near-petahertz detection bandwidth, capturing fields with 400 attoseconds temporal resolution. This extraordinary time resolution enables scientists to observe molecular interactions with incredible precision.

"Our findings significantly enhance the analytical capabilities for liquid samples analysis, providing higher sensitivity and a broader dynamic range," said Anchit Srivastava, PhD student at the Max Planck Institute for the Science of Light. "Importantly, our technique allows us to filter out signals from both liquid and gas phases, leading to more accurate measurements."

Hanieh Fattahi explains: "By simultaneously measuring both phase and intensity information, we open new possibilities for high-resolution biological spectro-microscopy. This research not only pushes the boundary of field-resolved metrology but also deepens our understanding of ultrafast phenomena and has potential applications across various fields, including chemistry and biology, where precise molecular detection is essential."
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New method for producing innovative 3D molecules | ScienceDaily
As its name suggests, ring-shaped "cage molecules" resemble a cage, and it is this three-dimensional structure that makes them significantly more stable than related, flat molecules. Consequently, they could be of interest to drug developers as they represent a possible alternative to conventional molecular rings from the group of aromatic compounds. A research team at the University of Munster (Germany) led by chemist Prof Frank Glorius has developed a new method for producing so-called heteroatom-substituted 3D molecules and has published the results in the journal Nature Catalysis. The innovative structures are created by precisely inserting a triatomic unit into the strained (high-energy) ring of a reaction partner.


						
Aromatic rings are flat rings in organic molecules. They are among the most common ingredients in pharmaceuticals and agrochemicals. However, these structures can be unstable under physiological conditions and thus hamper the effectiveness of pharmaceutical compounds. To solve this problem, scientists have been exploring complex three-dimensional alternatives -- cage-like rings that are stiffer and thus more stable. While such 3D substitutes for simple flat rings such as benzene (a ring with six carbon atoms) are already available, it has been much more difficult to synthesise 3D versions of flat rings that contain one or more other important atoms such as nitrogen, oxygen or sulphur. These so-called "heteroaromatic" rings are particularly common in drugs.

The breakthrough by the team from the University of Munster came by using bicyclobutane, a highly reactive molecule, and triggering the chemical reaction with light energy. "By using a light-sensitive catalyst, we were able to precisely insert nitrogen, oxygen and carbon atoms into this very reactive small bicyclic molecule which allowed us to synthesise a new type of 3D ring," explains Prof Glorius. The previous studies mainly focused on inserting carbon atoms into the bicyclobutane. In contrast, inserting heteroatoms such as nitrogen and/or oxygen leads to new analogues of cage-like 3D rings. "These new rings could potentially serve as a substitute for flat heteroaromatic rings in drug molecules, opening up new possibilities for drug development," says Dr Chetan Chintawar. The synthesised rings are stable, versatile and can be easily modified, making them useful building blocks for creating numerous other cyclic molecules.

The researchers carried out experimental and computational studies to understand the mechanism of the reaction. They suggest that the reaction is initiated by the light-induced electron transfer event from the excited catalyst to the reactants delivering the final products.
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Safety and security: Study shines light on factors behind refugees' resilience | ScienceDaily
A systematic review led by UNSW Professor Angela Nickerson has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.


						
"While exposure to persecution, war and displacement is associated with high rates of psychological disorders, such as PTSD and depression, remarkably the majority of refugees, despite having gone through very difficult experiences, don't go on to develop a psychological disorder," says Prof. Nickerson, Director of the Refugee Trauma and Recovery Program at UNSW's School of Psychology.

Despite this, previous research has focused on trying to understand factors that predict psychopathology or psychological distress, rather than factors that predict wellbeing or resilience.

"More recently, however, there has been a movement towards a strengths-based approach in mental health, particularly in the refugee space, and we wanted to look at what research was out there," says Prof. Nickerson.

The paper, out this week in Nature Mental Health, is the first to focus on factors contributing to better mental health in refugees.

To conduct the review, researchers searched four databases for relevant studies. They screened thousands of studies, 174 of which met the study criteria. 81% of the included papers were undertaken in refugees living in high-income countries (HICs) and 19% in lower-and-middle income countries (LMICs).

"The lack of research looking at predictors of good mental health highlighted the deficit focus of so much research into refugee mental health," says Prof. Nickerson. She also noted that though 75% of the world's refugees live in LMICs, most of the research took place in HICs.




"It underscores a real gap in refugee research," says Prof. Nickerson.

What were the researchers looking for?

"Our systematic review covered studies investigating the mental health of refugees or asylum seekers, and we looked at factors that we called either protective or promotive of mental health. Protective factors are associated with reduced poor mental health outcomes, and promotive factors are associated with increased good mental health outcomes," says Prof. Nickerson.

The researchers wanted to understand how to enhance the strengths of an individual or community to alleviate or even prevent distress.

"We were interested in everything from demographic and social factors to environmental and psychological factors," Prof. Nickerson says.

"We wanted to be able to speak to a range of different implications and recommendations in the field of refugee mental health -- from what psychologists or social workers might do with a client in a room, and also more broadly what kinds of conditions policy-makers should be creating in countries that host refuges to help people thrive and move forward after traumatic experiences."

Study findings




The refugee experience is characterised by protracted exposure to danger and uncertainty. The review highlighted factors related to stability and predictability as having some of the strongest associations with good mental health in refugees.

"It makes a lot of sense that, if people who've been through very difficult experiences are going to overcome those and thrive, we need to create conditions where their basic needs for safety are met," says Prof. Nickerson.

The study found a secure visa status, employment, income, good housing conditions and control over environmental circumstances were associated with good mental health outcomes in both HICs and/or LMICs.

Individuals vary in their capacity to cope with difficult circumstances, with resilience reflecting the extent to which an individual can recover or maintain good mental health in the context of adversity.

The review found that psychological factors such as cognitive strategies, self-efficacy and a sense of control were protective and promotive of wellbeing.

Building individual skills and capabilities to cope and thrive represents an important goal to promote good mental health in refugees.

"When we're trying to understand how best to support people, we often look at the things that are going wrong, and that means our interventions are focused on those things. This study speaks to the importance of harnessing interventions that are associated with resilience, self-efficacy and psychological flexibility," says Prof. Nickerson.

But experiences such as war, persecution and displacement occur at a societal level, and so approaches to promoting good mental health in their aftermath must extend beyond the individual.

"There is a consistent link between social engagement and support and good mental health outcomes among refugees, particularly for those in high-income countries," Prof. Nickerson says.

"The ability to communicate in the host language, social support, and social engagement with both the refugees' own community and the host community, along with religious coping strategies, were all linked with increased wellbeing."

The way ahead

This review puts forward a clear research agenda, with at least three important pathways to progressing our understanding of refugee mental-health wellbeing, Prof. Nickerson says.

"One is to purposefully study factors associated with wellbeing and positive mental health outcomes, rather than just looking at factors that contribute to psychological distress. Refugee communities are remarkably resilient, and we have a lot to learn from people who have overcome adversity to thrive in their new country.

"Two is to fill the research gap in low-and-middle-income countries. The majority of refugees live in transit settings outside high-income countries. If we are going to provide effective supports, we need to understand factors that promote wellbeing in these contexts

"And finally it's important to take a cross-disciplinary research approach. By bringing together researchers, psychologists, social workers and policy-makers, we can gain a more nuanced understanding of protective and promotive factors. Having refugee voices at the centre of this process is critical to help us understand priority areas for research and using these findings effectively. This will pave the way for developing policies and interventions that support refugee communities to thrive."

This research was supported by funding from the Social Policy Group.
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Birth: It's a tight squeeze for chimpanzees, too | ScienceDaily
The birth process in chimpanzees and other great apes is generally considered to be easy. This is usually attributed to their relatively large pelvis and the small head of their newborns. In contrast, human childbirth is both more complex and riskier when compared to other mammals. According to the original "obstetrical dilemma" hypothesis, our birth difficulty stems from a conflict that arose during human evolution between adaptations in the pelvis for upright walking and an increase in our infants' brain size. On the one hand, the pelvis shortened to improve balance while moving bipedally, while the baby's larger head still had to fit through the birth canal. As a solution to this dilemma, the shape of the pelvic bones differs between the sexes (with females having larger dimensions despite smaller body sizes), and human babies are born more neurologically immature than other primates so that brain growth is delayed to the postnatal period.


						
An international team of researchers led by Nicole M. Webb of the Senckenberg Research Institute and Martin Haeusler of the Institute of Evolutionary Medicine, University of Zurich, simulated birth in chimpanzees and humans and quantified the space between the bony birth canal and the fetal head. The study shows that narrow birth canals in relation to the infant head size are not unique to humans. Accordingly, the "obstetrical dilemma" hypothesis, which had previously been explained solely by the development of bipedalism and the size of the human brain, did not suddenly appear during the development of modern humans, but rather developed gradually over the course of primate evolution -- and then intensified in humans thus explaining the high rates of birth complications observed today.

Chimpanzee pelvis just as narrow as human pelvis

To test the "obstetrical dilemma" hypothesis, the research team first compared the available space in the birth canal of chimpanzees and humans, using the average distance between the fetal head and the pelvic bones while accounting for soft tissue contributions. "Using a three-dimensional virtual simulation of the birth process, we were able to show that the space in the chimpanzee pelvis is actually just as tight as it is in humans," explains paleoanthropologist Nicole M. Webb. Interestingly, after a detailed shape analysis they also found that female chimpanzees have a more spacious pelvis than males, especially the smaller females, providing evidence of adaptations to deal with these space limitations. The researchers also show that the great apes appear to trend towards humans in how neurologically immature, or how secondarily altricial their infants are compared to monkeys -- again surprisingly similar to humans, although to a lesser magnitude.

"Based on these intriguing parallels, we propose a new hypothesis that the obstetrical dilemma developed gradually and became increasingly exacerbated over the course of evolution. This contradicts the previous theory that our long and difficult births emerged abruptly with the enlargement of the brain in Homo erectus," explains Martin Haeusler. The increase in body size in the ancestors of the great apes made their pelvis stiffer, which limited the ability of their ligaments to stretch during birth. In early hominins, the upright gait also led to a twisted bony birth canal, which required complex movements of the fetal head. This mechanism, rather than the narrowness of the birth canal, is likely the main cause of the difficult birth process in humans, the researchers argue.

Complex birthing process is an evolutionary compromise

The study shows that the remarkably complex human birth process is the result of gradual compromises during hominoid evolution. "The difficult birth and the neurological immaturity of our newborns, with the long learning phase that follows, are a prerequisite for the evolution of our intelligence. At the same time, we humans are only at one extreme -- we are not unique among primates," states Haeusler. "There have even been isolated observations of birth assistance among captive orangutans. However, births of great apes in the wild are only observed extremely rarely -- we urgently need more behavioral data," insisted Webb.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023131336.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Cannabis use in adolescence: Visible effects on brain structure | ScienceDaily
Cannabis use may lead to thinning of the cerebral cortex in adolescents according to a recent study led by Graciela Pineyro and Tomas Paus, researchers at CHU Sainte-Justine and professors at the Universite de Montreal Faculty of Medicine. A collaborative effort between two research laboratories with complementary approaches, the study demonstrates that THC -- or tetrahydrocannabinol, an active substance in cannabis -- causes shrinkage of the dendritic arborization, neurons' "network of antennae" whose role is critical for communication between neurons. This results in the atrophy of certain regions of the cerebral cortex -- bad news at an age when the brain is maturing.


						
"If we take the analogy of the brain as a computer, the neurons would be the central processor, receiving all information via the synapses through the dendritic network," explains Tomas Paus, who is also a professor of psychiatry and neuroscience at Universite de Montreal. "So a decrease in the data input to the central processor by dendrites makes it harder for the brain to learn new things, interact with people, cope with new situations, etc. In other words, it makes the brain more vulnerable to everything that can happen in a young person's life."

A multi-level approach to better understand the effect on humans

This project is notable for the complementary, multi-level nature of the methods used. "By analyzing magnetic resonance imaging (MRI) scans of the brains of a cohort of teenagers, we had already shown that young people who used cannabis before the age of 16 had a thinner cerebral cortex," explains Tomas Paus. "However, this research method doesn't allow us to draw any conclusions about causality, or to really understand THC's effect on the brain cells."

Given the limitations of MRI, the introduction of the mouse model by Graciela Pineyro's team was key. "The model made it possible to demonstrate that THC modifies the expression of certain genes affecting the structure and function of synapses and dendrites," explains Graciela Pineyro, who is also a professor in the Department of Pharmacology and Physiology at Universite de Montreal. "The result is atrophy of the dendritic arborescence that could contribute to the thinning observed in certain regions of the cortex."

Interestingly, these genes were also found in humans, particularly in the thinner cortical regions of the cohort adolescents who experimented with cannabis. By combining their distinct research methods, the two teams were thus able to determine with a high degree of certainty that the genes targeted by THC in the mouse model were also associated to the cortical thinning observed in adolescents.

With cannabis use on the rise among North American youth, and commercial cannabis products containing increasing concentrations of THC, it's imperative that we improve our understanding of how this substance affects brain maturation and cognition. This successful collaborative study, involving cutting-edge techniques in cellular and molecular biology, imaging and bioinformatics analysis, is a step in the right direction for the development of effective public health measures.

About the study

The article "Cells and Molecules Underpinning Cannabis-Related Variations in Cortical Thickness during Adolescence" was published by Xavier Navarri, Graciela Pineyro and Tomas Paus in the Journal of Neuroscience on October 6, 2024.
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Dehydration linked to muscle cramps in IRONMAN triathletes | ScienceDaily
As athletes prepare to dive into Hawaiian waters for the first part of the IRONMAN World Championship on Oct. 26, they may want to pay a little extra attention to the water inside their bodies.


						
Contrary to previous research, a Washington State University-led study of three decades of the IRONMAN's top competition found a connection between dehydration and exercise-induced muscle cramps.

Based on medical data of more than 10,500 triathletes, the study, published in the Clinical Journal of Sport Medicine, found a strong link between dehydration and participants seeking treatment for muscle cramps during the competition. While many popular theories hold that unbalanced electrolytes or potassium and salt levels contribute to cramps, this study did not find evidence to support that, which is consistent with other recent research.

"We pretty much know that electrolyte imbalance is likely not related. Muscle cramps are complex but may be due to altered neuromuscular function issues, and now we think that more severe dehydration might be playing into that for ultra-endurance triathletes," said Chris Connolly, a WSU physiologist and the study's corresponding author. "It's important to point out that athletes are sometimes a little dehydrated before the race and some of them are very, very dehydrated by the end of it."

Exhaustion, low blood pressure, abdominal pains and headaches were also associated with muscle cramps, the researchers found. The strongest prediction of being treated for muscle cramps was having one earlier in the race. In other words, many of those who suffered from muscle cramps did so more than once in the competition of swimming, cycling and running that takes most participants all day to complete.

Muscle cramps are among the most common medical complaints in triathlons affecting as many as 63% of athletes, according to previous research that relied on self-reports. This study focused only on participants who sought treatment for muscle cramps, which usually involves intravenous fluids. These represented 6% of competitors across 30 years.

Notably, the athletes who were treated for cramps tended to have overall finish times that were slightly better than those who had not.




"It probably has to do with the intensity of the activity, so people that are finishing faster, relatively speaking, are probably working at a faster rate and higher intensity," said Connolly.

That intensity might be leading to more muscle cramping, but that connection would need further investigation, he added.

On average, incidence in the muscle cramping has been going down at the IRONMAN championships over time, a decrease of about 0.4% a year, which the researchers hoped was a sign of improved prevention and treatment at the races.

As the official curators of World Triathlon and IRONMAN data housed at WSU, Connolly and collaborator Dr. Douglas Hiller, a WSU clinical medical professor and an IRONMAN Hall of Fame inductee, hope to continue that improvement and overall safety of the sport through continued research.

They will also be on-hand at the medical tents in Hawaii during this year's race: Hiller directly helping patients and Connolly collecting data.

This is the second year the competition has been split into a men's and women's competitions with the women competing in Nice, France this past September. The split is a sign of the growing numbers of triathletes.

With that surge in participation comes increased dangers, Connolly said. Other medical issues experienced during ultra-endurance triathlons include heat injury, severe nausea and hyponatremia, a potentially serious condition where body sodium levels drop well below normal. Though uncommon, deaths have also occurred during these rigorous events.

"Ultra-endurance triathlons have had a meteoric rise in popularity across the world. It's gotten huge. Anytime something that is this physiologically demanding grows that quickly, I think it takes a while for safety procedures and plans to catch up," he said.

In addition to Connolly and Hiller, co-authors on this study include first author Paal Nilssen and second author Dr. Kasey Johnson both recent graduates of WSU's Elson S. Floyd College of Medicine as well as Dr. Thomas Miller of Virginia Tech.
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Data security: Breakthrough in research with personalized health data | ScienceDaily
The research project Federated Secure Computing, funded by the Stifterverband, handles cancer patient data analysis in the European health data space across national borders without sharing any actual data, utilizing the modern cryptographic method -- secure multiparty computation. The European research team includes scientists from LMU Munich, Germany, Fondazione Policlinico Universitario Agostino Gemelli IRCCS, Italy, and cryptography experts from Cybernetica, Estonia.


						
In a new pilot study, the researchers have now presented and tested an approach that overcomes the technical and legal challenges in the demanding context of clinical research on cancer patients while complying with strict European regulations on the protection of patient privacy and data protection. The results of the study have recently been published in the journal npj Digital Medicine.

Hendrik Ballhausen, the initiator of Federated Secure Computing at LMU explains how several partner institutions form a secure computer network: "Neither party has access to the others' data. End-to-end encrypted calculations take place on secret shares across the network. The protocol is mathematically proven to ever only reveal the result of the joint calculation, but never the data of the individual patients."

Health data from patients at LMU University Hospital and the Policlinico Universitario Fondazione Agostino Gemelli in Rome served as the data set. Specifically, the procedure benefits patients with adrenal gland tumours undergoing radiotherapy. Professor Stefanie Corradini, Deputy Clinic Director of Radiotherapy at LMU University Hospital, summarises the motivation: "Through this research, we understand risk factors more precisely and may develop targeted therapies with fewer side effects. This increases the survival rate and quality of life of patients."

"Our institutions provide cutting edge radiotherapy guided by magnetic resonance imaging," adds Luca Boldrini, physician at the Advanced Radiation Therapy Centre "Gemelli ART." "We are just beginning to see data from this modality. By joining forces, our two institutions contribute data on this innovative, and still uncommon, radiotherapy technology twice as fast as it would be possible without the cooperation agreement."

The team built an architecture around Sharemind MPC, the industry-grade platform for secure computing by Estonian company Cybernetica. "Secure Multiparty Computing can vastly enhance privacy and interoperability in the healthcare sector," says Dr. Dan Bogdanov, Chief Scientific Officer at Cybernetica. "If you need strong end-to-end security and proven policy enforcement and compliance, cryptography can provide the tools," Dr. Bogdanov continues.

Close cooperation with data use and access committees, as well as data protection officers was an important part of the effort. The project was supported by a specialist law firm and governed by a cooperation agreement between the three partner institutions, ethics votes and written consent from the patients. "In the future, we need to make better research use of health data, and faster. This is precisely the aim of the Bavarian Cloud for Health Research as part of the Bavarian Highmed agenda," emphasizes Professor Markus Lerch, CEO and Medical Director of LMU University Hospital, supporting the project.

The team is already working on further use cases. Hendrik Ballhausen encourages interested parties from industries, science, and the public sector: "We would like to provide advisory to apply our approach to other areas. Federated Secure Computing stands for modern European data protection that renders data more valuable. This new approach to data protection does not slow down cooperation, instead it facilitates and accelerates further activities."
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Researchers flip genes on and off with AI-designed DNA switches | ScienceDaily
Researchers at The Jackson Laboratory (JAX), the Broad Institute of MIT and Harvard, and Yale University, have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.


						
"What is special about these synthetically designed elements is that they show remarkable specificity to the target cell type they were designed for," said Ryan Tewhey, PhD, an associate professor at The Jackson Laboratory and co-senior author of the work. "This creates the opportunity for us to turn the expression of a gene up or down in just one tissue without affecting the rest of the body."

In recent years, genetic editing technologies and other gene therapy approaches have given scientists the ability to alter the genes inside living cells. However, affecting genes only in selected cell types or tissues, rather than across an entire organism, has been difficult. That is in part because of the ongoing challenge of understanding the DNA switches, called cis-regulatory elements (CREs), that control the expression and repression of genes.

In a paper published in Oct. 23 advanced online issue of Nature, Tewhey and his collaborators not only designed new, never-before-seen synthetic CREs, but used the CREs to successfully activate genes in brain, liver or blood cells without turning on those genes in other cell types.

Tissue- and time-specific instructions

Although every cell in an organism contains the same genes, not all the genes are needed in every cell, or at all times. CREs help ensure that genes needed in the brain are not used by skin cells, for instance, or that genes required during early development are not activated in adults. CREs themselves are not part of genes, but are separate, regulatory DNA sequences -- often located near the genes they control.

Scientists know that there are thousands of different CREs in the human genome, each with slightly different roles. But the grammar of CREs has been hard to figure out, "with no straightforward rules that control what each CRE does," explained Rodrigo Castro, PhD, a computational scientist in the Tewhey lab at JAX and co-first author of the new paper. "This limits our ability to design gene therapies that only effect certain cell types in the human body."

"This project essentially asks the question: 'Can we learn to read and write the code of these regulatory elements?'" said Steven Reilly, PhD, assistant professor of genetics at Yale and one of the senior authors of the study. "If we think about it in terms of language, the grammar and syntax of these elements is poorly understood. And so, we tried to build machine learning methods that could learn a more complex code than we could do on our own."




Using a form of artificial intelligence (AI) called deep learning, the group trained a model using hundreds of thousands of DNA sequences from the human genome that they measured in the laboratory for CRE activity in three types of cells: blood, liver and brain. The AI model allowed the researchers to predict the activity for any sequence from the almost infinite number of possible combinations. By analyzing these predictions, the researchers discovered new patterns in the DNA, learning how the grammar of CRE sequences in the DNA impact how much RNA would be made -- a proxy for how much a gene is activated.

The team, including Pardis Sabeti, MD, DPhil, co-senior author of the study and a core institute member at the Broad Institute and professor at Harvard, then developed a platform called CODA (Computational Optimization of DNA Activity), which used their AI model to efficiently design thousands of completely new CREs with requested characteristics, like activating a particular gene in human liver cells but not activating the same gene in human blood or brain cells. Through an iterative combination of 'wet' and 'dry' investigation, using experimental data to first build and then validate computational models, the researchers refined and improved the program's ability to predict the biological impact of each CRE and enabled the design of specific CREs never before seen in nature.

"Natural CREs, while plentiful, represent a tiny fraction of possible genetic elements and are constrained in their function by natural selection," said study co-first author Sager Gosai, PhD, a postdoctoral fellow in Sabeti's lab. "These AI tools have immense potential for designing genetic switches that precisely tune gene expression for novel applications, such as biomanufacturing and therapeutics, that lie outside the scope of evolutionary pressures."

Pick-and-choose your organ

Tewhey and his colleagues tested the new, AI-designed synthetic CREs by adding them into cells and measuring how well they activated genes in the desired cell type, as well as how good they were at avoiding gene expression in other cells. The new CREs, they discovered, were even more cell-type-specific than naturally occurring CREs known to be associated with the cell types.

"The synthetic CREs semantically diverged so far from natural elements that predictions for their effectiveness seemed implausible," said Gosai. "We initially expected many of the sequences would misbehave inside living cells."

"It was a thrilling surprise to us just how good CODA was at designing these elements," said Castro.




Tewhey and his collaborators studied why the synthetic CREs were able to outperform naturally occurring CREs and discovered that the cell-specific synthetic CREs contained combinations of sequences responsible for expressing genes in the target cell types, as well as sequences that repressed or turned off the gene in the other cell types.

Finally, the group tested several of the synthetic CRE sequences in zebrafish and mice, with good results. One CRE, for instance, was able to activate a fluorescent protein in developing zebrafish livers but not in any other areas of the fish.

"This technology paves the way toward the writing of new regulatory elements with pre-defined functions," said Tewhey. "Such tools will be valuable for basic research but also could have significant biomedical implications where you could use these elements to control gene expression in very specific cell types for therapeutic purposes."
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Novel antibody platform tackles viral mutations | ScienceDaily
Scientists at the Icahn School of Medicine at Mount Sinai, in collaboration with colleagues in the field, have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies.


						
Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and treatments. Details on the results were published October 23 in the journal Cell.

Since the start of the COVID-19 pandemic, SARS-CoV-2 has quickly mutated, making many vaccines and treatments less effective. To combat this, Yi Shi, PhD, and his team at Icahn Mount Sinai created AMETA, a versatile platform that uses engineered nanobodies to simultaneously target multiple stable regions of the virus that are less likely to mutate. This multi-targeting strategy, paired with a significant boost in binding strength, provides a more durable and resilient defense against evolving viruses, say the researchers.

"Mutational escape in SARS-CoV-2 has been a persistent challenge, with current vaccines and treatments struggling to keep pace with the virus's rapid evolution," says Dr. Shi, lead corresponding author and Associate Professor of Pharmacological Sciences at Icahn Mount Sinai. "Most therapeutic antibodies target a single viral site and lose effectiveness within a year as new variants appear. AMETA, however, is designed to bind to multiple conserved regions of the virus at once, making it much harder for resistance to develop. This platform can potentially be adapted for other fast-mutating pathogens, offering a durable and adaptable approach to managing infectious diseases globally."

AMETA is designed by attaching specialized nanobodies to a human IgM scaffold, which is a part of the immune system's natural defense structure that helps fight infections. This allows AMETA to display more than 20 nanobodies at once, significantly boosting its ability to bind to the virus by targeting multiple stable regions on its surface, say the investigators. As a result, AMETA is far more effective against advanced variants, offering up to a million times greater potency compared to traditional antibodies that focus on a single target.

Both lab tests and experiments in mice have shown that AMETA constructs are highly effective against a range of SARS-CoV-2 variants, including the heavily mutated Omicron sublineages and even the closely related SARS-CoV virus, according to the investigators. Collaborating with researchers from the University of Oxford and Case Western Reserve University, the team used advanced imaging tools like cryo-electron microscopy and cryotomography to reveal that AMETA neutralizes the virus through several unexpected mechanisms. These include clumping viral particles together, binding to key regions of the spike protein, and disrupting the spike's structure in ways not seen in other antiviral treatments, preventing the virus from infecting cells.

"Our goal with AMETA is to create a long-lasting platform that overcomes the fast-evolving properties of viral pathogens," says Adolfo Garcia-Sastre, PhD, co-senior author of the study, Irene and Dr. Arthur M. Fishberg Professor of Medicine, and Director of the Global Health and Emerging Pathogens Institute at Icahn Mount Sinai. "This platform is not just a solution for COVID-19 but could also serve as a framework for combating other rapidly mutating human microbes, like HIV, and for protection from future emerging viruses, including influenza viruses with pandemic potential."

"AMETA's flexible design allows it to be quickly adapted to target a diverse range of pathogens, providing an agile and dynamic solution for emerging infections. Our findings represent a major step forward in overcoming mutational escape across viruses and antibiotic-resistant microbes," adds Dr. Shi.

With its modular structure, AMETA also enables rapid and cost-effective production of new nanobody constructs, making it an ideal candidate for addressing future pandemics, say the investigators.

Drs. Shi and Garcia-Sastre's teams are now preparing for additional preclinical and potential clinical trials to evaluate AMETA's therapeutic potential across various diseases.
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Immunotherapy blocks scarring, improves heart function in mice with heart failure | ScienceDaily
A new study from Washington University School of Medicine in St. Louis suggests that a type of immunotherapy -- similar to that approved by the Food and Drug Administration (FDA) to treat inflammatory conditions such as arthritis -- also may be an effective treatment strategy for heart failure.


						
The study is published Oct. 23 in the journal Nature.

After a heart attack, viral infection or other injury to the heart, scar tissue often forms in the heart muscle, where it interferes with the heart's normal contractions and plays a leading role in heart failure, the progressive loss of the heart's ability to pump sufficient blood to the body. This chronic condition creates a worsening feedback loop that can only be slowed with available medical therapies, but it has no cure.

Studying human tissue samples as part of the new study, the researchers identified a type of fibroblast cell in the heart as the main culprit responsible for the formation of scar tissue in heart failure. To see if they could prevent scar formation, the scientists turned to mouse models of heart failure that have the very same type of fibroblasts. They used a therapeutic protein -- called a monoclonal antibody -- that blocks the formation of this harmful type of fibroblast, and succeeded in reducing the formation of scar tissue and improving heart function in the mice.

"After scar tissue forms in the heart, its ability to recover is dramatically impaired or impossible," said cardiologist and senior author Kory Lavine, MD, PhD, a professor of medicine in the Cardiovascular Division at WashU Medicine. "Heart failure is a growing problem in the U.S. and globally, affecting millions of people. Current treatments can help relieve symptoms and slow the progression, but there is a tremendous need for better therapies that actually stop the disease process and prevent the formation of new scar tissue that causes a loss of heart function. We are hopeful our study will lead to clinical trials investigating this immunotherapy strategy in heart failure patients."

Fibroblasts have many roles in the heart, and parsing out the differences between various populations of these cells has been challenging. Some types of fibroblasts support the heart's structural integrity and maintain good blood flow through the heart's blood vessels, while others are responsible for driving inflammation and the development of scar tissue. Only recently, with the wide availability of the most advanced single cell sequencing technologies, could scientists peg which groups of cells are which.

"These various types of fibroblasts highlight newly recognized opportunities to craft treatment strategies that specifically block the type of fibroblasts that promote scarring and protect fibroblasts that maintain the structure of the heart, so the heart doesn't rupture," Lavine said. "Our research suggests that the fibroblasts that promote scarring in the injured heart are very similar to fibroblasts associated with cancer and other inflammatory processes. This opens the door to immunotherapies that potentially can stop the inflammation and resulting scar tissue."

The research team, co-led by Junedh Amrute, a graduate student in Lavine's lab, used genetic methods to demonstrate that a signaling molecule called IL-1 beta was important in a chain of events driving fibroblasts to create scar tissue in heart failure. With that in mind, they tested a mouse monoclonal antibody that blocks IL-1 beta and found beneficial effects in the mouse hearts. The mouse monoclonal antibody was provided by Amgen, whose scientists were also co-authors of the study. Monoclonal antibodies are proteins manufactured in the lab that modulate the immune system. The treatment reduced the formation of scar tissue and improved the pumping capacity of the mouse hearts, as measured on an echocardiogram.




At least two FDA-approved monoclonal antibodies -- canakinumab and rilonacept -- can block IL-1 signaling. These immunotherapies are approved to treat inflammatory disorders such as juvenile idiopathic arthritis and recurrent pericarditis, which is inflammation of the sac surrounding the heart.

One of these antibodies also has been evaluated in a clinical trial for atherosclerosis, a buildup of plaque that hardens the arteries. The trial, called CANTOS (Canakinumab Anti-inflammatory Thrombosis Outcome Study), showed a benefit for study participants with atherosclerosis.

"Even though this trial was not designed to test this treatment in heart failure, there are hints in the data that the monoclonal antibody might be beneficial for patients with heart failure," Lavine said. "Secondary analyses of the data from this trial showed that the treatment was associated with a sizable reduction in heart failure admissions compared with standard care. Our new study may help explain why."

Even so, the IL-1 antibody used in the CANTOS study had some side effects, such as increased risk of infection, that could perhaps be reduced with a more targeted antibody that specifically blocks IL-1 signaling in cardiac fibroblasts, according to the researchers.

"We are hopeful that the combination of all of this evidence, including our work on the IL-1 beta pathway, will lead to the design of a clinical trial to specifically test the role of targeted immunotherapy in heart failure patients," Lavine said.
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How ovarian cancer disables immune cells | ScienceDaily
Weill Cornell Medicine researchers have discovered a mechanism that ovarian tumors use to cripple immune cells and impede their attack -- blocking the energy supply T cells depend on. The work, published Oct. 23 in Nature, points toward a promising new immunotherapy approach for ovarian cancer, which is notoriously aggressive and hard to treat.


						
A significant obstacle in treating ovarian cancer is the tumor microenvironment -- the complex ecosystem of cells, molecules and blood vessels that shields cancer cells from the immune system. Within this hostile environment, T cells lose their ability to take up the lipid (fat) molecules, which are necessary for energy to mount an effective attack.

"T cells rely on lipids as fuel, burning them in their mitochondria to power their fight against pathogens and tumors," explained senior author, Dr. Juan Cubillos-Ruiz, The William J. Ledger, M.D., Distinguished Associate Professor of Infection and Immunology in Obstetrics and Gynecology at Weill Cornell Medicine. "However, the molecular mechanisms that govern this critical energy supply are still not well understood."

Identifying How Tumors Block T Cell Energy Supply

Lipids are abundant in ovarian tumors, but T cells seem unable to utilize them in this environment. "Researchers have focused on a protein called fatty acid-binding protein 5, or FABP5, which facilitates lipid uptake, but its exact location within the T cell remained unclear," said Dr. Sung-Min Hwang, a postdoctoral associate in Dr. Cubillos-Ruiz's lab who led the new study. Dr. Hwang discovered that in patient-derived tumor specimens and mouse models of ovarian cancer, FABP5 becomes trapped inside the cytoplasm of T cells instead of moving to the cell surface, where it would normally help take up lipids from the surroundings.

"That was the 'aha!' moment; since FABP5 is not getting to the surface, it couldn't bring in the lipids necessary for energy production. But we still needed to figure out why," said Dr. Cubillos-Ruiz, who is also co-leader of the Cancer Biology Program in the Sandra and Edward Meyer Cancer Center at Weill Cornell Medicine.

Working with collaborators, the researchers used a battery of biochemical assays to identify proteins that bind to FABP5. They found a protein called Transgelin 2 that interacts with FABP5 and helps move it to the cell surface.




Further experiments revealed that ovarian tumors suppress the production of Transgelin 2 in infiltrating T cells. Delving deeper, the researchers discovered that the transcription factor XBP1, which is activated by the stressful conditions within the tumor, represses the gene encoding Transgelin 2. Without Transgelin 2, FABP5 is trapped in the cytoplasm of T cells, preventing lipid uptake and rendering the T cells unable to attack the tumor.

Designer Immunotherapies to Overcome Tumor Defenses

With this fundamental mechanism worked out, the team explored an immunotherapy called chimeric antigen receptor T (CAR T) cells. This approach collects a patient's T cells, engineers them to attack tumor cells and then injects the designer cells into the patient. "CAR T cells work well against hematological cancers like leukemia and lymphoma, but they're really not effective for solid tumors like ovarian or pancreatic cancers," Dr. Cubillos-Ruiz said.

When Dr. Hwang and his colleagues tested CAR T cells, which are currently being evaluated in clinical trials, in mouse models of metastatic ovarian cancer, they found the same problem -- Transgelin 2 repression and impaired lipid uptake. Just like normal T cells in the tumor microenvironment, the engineered CAR T cells had FABP5 tangled in the cytoplasm. As a result, the CAR T cells were unable access lipids for energy to effectively attack the tumor, highlighting a critical barrier in using this immunotherapy for solid tumors like ovarian cancer.

To solve the problem, the researchers inserted a modified Transgelin 2 gene that couldn't be blocked by stress transcription factors, so expression of the critical protein was preserved. This allowed Transgelin 2 to chaperone FABP5 to the surface of the CAR T cells where it could take up lipids.

Indeed, the upgraded T cells were much more effective in attacking ovarian tumors than the original CAR T cells. "Our findings reveal a key mechanism of immune suppression in ovarian cancer and suggest new avenues to improve the efficacy of adoptive T cell immunotherapies in aggressive solid malignancies," Dr. Cubillos-Ruiz said.
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A 'chemical ChatGPT' for new medications | ScienceDaily
Researchers from the University of Bonn have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications. The study has now been published in Cell Reports Physical Science.


						
Anyone who wants to delight their granny with a poem on her 90th birthday doesn't need to be a poet nowadays: A short prompt in ChatGPT is all it takes, and within a few seconds the AI spits out a long list of words that rhyme with the birthday girl's name. It can even produce a sonnet to go with it if you like.

Researchers at the University of Bonn have implemented a similar model in their study -- known as a chemical language model. This does not, however, produce rhymes. Instead, the AI displays the structural formulas of chemical compounds that may have a particularly desirable property: They are able to bind to two different target proteins. In the organism, this means, for example, they can inhibit two enzymes at once.

Wanted: Active ingredients with a double effect

"In pharmaceutical research, these types of active compounds are highly desirable due to their polypharmacology," explains Prof. Dr. Jurgen Bajorath. The computational chemistry expert heads the AI in Life Sciences area at the Lamarr Institute for Machine Learning and Artificial Intelligence and the Life Science Informatics program at b-it (Bonn-Aachen International Center for Information Technology) at Uni Bonn. "Because compounds with desirable multi-target activity influence several intracellular processes and signaling pathways at the same time, they are often particularly effective -- such as in the fight against cancer." In principle, this effect can also be achieved by co-administration of different drugs. However, there is a risk of unwanted drug-drug interactions and different compounds are also often broken down at different rates in the body, making it difficult to administer them together.

Finding a molecule that specifically influences the effect of a single target protein is no easy task. Designing compounds that have a predefined double effect is even more complicated. Chemical language models may help here in the future. ChatGPT is trained with billions of pages of written text and learns to formulate sentences itself. Chemical language models work in a similar way, but only have comparably very small amounts of data available for learning. However, in principle, they are also fed with texts, such as what are known as SMILES strings, which show organic molecules and their structure as a sequence of letters and symbols. "We have now trained our chemical language model with pairs of strings," says Sanjana Srinivasan from Bajorath's research group. "One of the strings described a molecule that we know only acts against one target protein. The other represented a compound that, in addition to this protein, also influences a second target protein."

AI learns chemical connections

The model was fed with more than 70,000 of these pairs. This allowed it to acquire an implicit knowledge of how the normal active compounds differed from those with the double effect. "When we then fed it with a compound against a target protein, it suggested molecules on this basis that would act not only against this protein but also against another," explains Bajorath.

The training compounds with the double effect often target proteins that are similar and thus perform a similar function in the body. In pharmaceutical research, however, people are also looking for active ingredients that influence completely different classes of enzymes or receptors. To prepare the AI for this task, fine-tuning took place after the general learning phase. The researchers used several dozen special training pairs to teach the algorithm which different classes of proteins the suggested compounds should target. This is a bit like instructing ChatGPT not to create a sonnet this time, but instead a limerick.

After the fine-tuning, the model actually spat out molecules that have already been shown to act against the desired combinations of target proteins. "This shows that the process works," says Bajorath. In his opinion, however, the strength of the approach is not that new compounds exceeding the effect of available pharmaceuticals can immediately be found. "It is more interesting, from my point of view, that the AI often suggests chemical structures that most chemists would not even think of right away," he explains. "To a certain extent, it triggers 'out of the box' ideas and comes up with original solutions that can lead to new design hypotheses and approaches."
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Ultra-small spectrometer yields the power of a 1,000 times bigger device | ScienceDaily
Spectrometers are technology for reading light that date back to the era of famed 17th-century physicist Isaac Newton. They work by breaking down light waves into their different colors -- or spectra -- to provide information about the makeup of the objects being measured.


						
UC Santa Cruz researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies. Their inexpensive production cost makes them more accessible and customizable for specific applications.

The team of researchers, led by an interdisciplinary collaboration between UC Santa Cruz Professor of Electrical and Computer Engineering Holger Schmidt and Professor of Astronomy and Astrophysics Kevin Bundy, published the details of their device in a paper in APL Photonics, a premier journal in the field.

The researchers demonstrate a novel, extremely high-performance spectrometer that can measure light with a 0.05 nanometers wavelength resolution. That's about 1.6 million times smaller than the width of a human hair, and the same resolution that can be achieved on a device 1,000 times bigger.

"That's essentially as good as a big, standard, expensive spectrometer," said Schmidt, the senior author on the paper and a long-time expert in developing chips for light detection. "That's really pretty impressive and very competitive."

Miniature devices

Miniaturizing spectrometers is an active area of research, as spectrometers are used in many fields but can be as big as a three-story building and extremely expensive. However, miniaturized spectrometers often do not perform as well as bigger instruments, or they are very difficult and expensive to manufacture because they require extremely precise nanofabrication.




UC Santa Cruz researchers have created a device that is able to achieve high performance without such costly manufacturing. Their device is a miniature, high-powered waveguide which is mounted on a chip and used to guide light into a specific pattern, depending on its color.

Information from the chip is fed into a machine learning algorithm that reads the patterns created by different wavelengths of light in order to reconstruct the image with extremely high accuracy and precision -- an approach is called "reconstructive" spectrometry.

This technique produces accurate results because the machine learning algorithms don't require highly precise input to be able to distinguish the light patterns, and can constantly improve upon their own performance and optimize themselves to the hardware.

Because of this, the researchers can make the chips with relatively easy and inexpensive fabrication techniques, in a process that takes hours rather than weeks. The lightweight, compact chips for this project were designed at UCSC, and fabricated and optimized at Brigham Young University in partnership with Schmidt's longtime collaborator Professor Aaron Hawkins and his undergraduate students.

"Compared to more sophisticated chip design, this only requires one photolithography mask which makes the fabrication much easier and much faster," Hawkins said. "Someone with some basic capabilities could reproduce this and create a similar device tuned to their own needs."

Reading the stars

The researchers envision that this technology can be used for a wide range of applications, though their preliminary focus is to create powerful instruments for astronomy research. Because their devices are relatively inexpensive, astronomers could specialize them to their specific research interests, which is practically impossible on much larger instruments that cost millions of dollars.




The research team is working to make the chips functional on the UC-operated Lick Observatory telescope, first to take in light from a star and later to study other astrological events. With such high accuracy on these devices, astronomers could start to understand phenomena such as the makeup of atmospheres on exoplanets, or probing the nature of dark matter in faint dwarf galaxies. The comparatively low cost of these devices would make it easier for scientists to optimize them for their specific research interests, something nearly impossible on traditional devices.

Leveraging long standing expertise at UC Santa Cruz in adaptive optics systems for astronomy, the researchers are collaborating to figure out how to best capture the faint glimmers of light from distant stars and galaxies and feed it through into the miniaturized spectrometer.

"In astronomy, when you try to put something on a telescope and get light through it, you always discover new challenges -- it's much harder than just doing it in the lab. The beauty of this collaboration is that we actually have a telescope, and we can try deploying these devices on the telescope with a good adaptive optics system," Bundy said.

Uses for health and beyond

Beyond astronomy, the research team shows in this paper that the tool is capable of fluorescence detection, which is a noninvasive imaging technique used for many medical applications, such as cancer screening and infectious disease detection.

In the future, they plan to develop the technology for Raman scattering analysis. This is a technique that uses light scattering for the detection of any unique molecule, often used as a specialized test to look for a specific chemical substance, such as the presence of drugs in the human body or toxic pollutants in the environment. Because the system is so straightforward and does not require the use of heavy instrumentation or fluidics like other techniques, it would be convenient and robust for use in the field.

The researchers also demonstrate that the compact waveguides can be placed alongside each other to enhance the performance of the system, as each chip can measure a different spectra and provide more information about whatever light it is observing. In the paper the researchers demonstrate the power of four waveguides working together, but Schmidt envisions that hundreds of chips could be used at once.

This is the first device shown to be able to use multiple chips at once in this way. The researchers will continue to work to improve the sensitivity of the device to get even higher spectral resolution.
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The decision to eat may come down to these three neurons | ScienceDaily
Speaking, singing, coughing, laughing, yelling, yawning, chewing -- we use our jaws for many purposes. Each action requires a complex coordination of muscles whose activity is managed by neurons in the brain.


						
But it turns out that the neural circuit behind the jaw movement most essential to survival -- eating -- is surprisingly simple, as researchers from Rockefeller University recently described in a new paper in Nature. Christin Kosse and other scientists from the Laboratory of Molecular Genetics, headed by Jeffrey M. Friedman, have identified a three-neuron circuit that connects a hunger-signaling hormone to the jaw movements of chewing. The intermediary between these two is a cluster of neurons in a specific area of the hypothalamus that, when damaged, has long been known to cause obesity.

Strikingly, inhibiting these so-called BDNF neurons not only leads animals to consume more food but also triggers the jaw to make chewing motions even in the absence of food or other sensory input that would indicate it was time to eat. And stimulating them reduces food intake and puts a halt to the chewing motions, acting as an effective curb against hunger.

The simple architecture of this circuit suggests that the impulse to eat may be more similar to a reflex than was previously considered -- and may provide a new clue about how the initiation of feeding is controlled.

"It's surprising that these neurons are so keyed to motor control," says study first author Christin Kosse, a research associate in the lab. "We didn't expect that limiting physical jaw motion could act as a kind of appetite suppressant."

More than a feeling?

The impulse to eat is driven not just by hunger but by many factors. We also eat for pleasure, community, ritual, and habit; and smell, taste, and emotions can impact whether we eat too. In humans, eating can also be regulated by the conscious desire to consume more or less. The causes of obesity are equally complex, the result of a dynamic interplay of diet, environment, and genes. For example, mutations in several genes, including leptin, the hunger-suppressing hormone, and brain-derived neurotrophic factor (BDNF), lead to gross overeating, metabolic changes, and extreme obesity, suggesting that both factors normally suppress appetite.




When Friedman's team began this study, they sought to pinpoint the location of the BDNF neurons that curtail overeating. That's eluded scientists for years, because BDNF neurons, which are also primary regulators of neuronal development, differentiation, and survival, are widespread in the brain.

In the current study, they homed in on the ventromedial hypothalamus (VMH), a deep-brain region linked to glucose regulation and appetite. It's well-documented that damage in the VMH can lead to overeating and eventually obesity in animals and people, just as mutated BDNF proteins do. Perhaps the VMH played a regulatory role in feeding behavior.

They hoped that by documenting BDNF's impact on eating behavior, they could find the neural circuit underpinning the process of transforming sensory signals into jaw motions. They subsequently found that BDNF neurons in the VMH -- but not elsewhere -- are activated when animals become obese, suggesting that they are activated when weight is gained in order to suppress food intake. Thus when these neurons are missing, or there is a mutation in BDNF, animals become obese.

Chewing without food

In a series of experiments, the researchers then used optogenetics to either express or inhibit the BDNF neurons in the ventromedial hypothalamus of mice. When the neurons were activated, the mice completely stopped feeding, even when they were known to be hungry. Silencing them had the opposite effect: the mice began to eat -- and eat and eat and eat, wolfing down nearly 1200% more food than they normally would in a short period of time.

"When we saw these results, we initially thought that perhaps BDNF neurons encode valence," Kosse says. "We wondered if when we regulated these neurons, the mice were experiencing the negative feeling of hunger or maybe the positive feeling of eating food that's delicious."

But subsequent experiments disproved that idea. Regardless of the food given to the mice -- either their standard chow or food packed with fat and sugar, like the mouse equivalent of a chocolate mousse cake -- they found that activating the BDNF neurons suppressed food intake.




And because hunger is not the only motivation to eat -- as anyone unable to skip dessert can attest -- they also offered high-palatable food to mice that were already well fed. The animals chowed down until the researchers inhibited the BDNF neurons, at which point they promptly stopped eating.

"This was initially a perplexing finding, because prior studies have suggested that this 'hedonic' drive to eat for pleasure is quite different from the hunger drive, which is an attempt to suppress the negative feeling, or negative valence, associated with hunger by eating," Kosse notes. "We demonstrated that activating BDNF neurons can suppress both drives."

Equally striking was that BDNF inhibition caused the mice to make chewing motions with their jaw, directed at any object in their vicinity even when food was not available. This compulsion to chew and bite was so strong that the mice gnawed on anything around them -- the metal spout of a water feeder, a block of wood, even the wires monitoring their neural activity.

The circuit

But how does this motor-control switch connect to the body's need or desire for food?

By mapping the inputs and outputs of the BDNF neurons, the researchers discovered that BDNF neurons are the linchpin of a three-part neural circuit linking hormonal signals that regulate appetite to the movements required to consume it.

At one end of the circuit are special neurons in the arcuate nucleus (Arc) region of the hypothalamus that pick up hunger signals such as the hormone leptin, which is produced by fat cells. (A high amount of leptin means the energy tank is full, while a low leptin level indicates it's time to eat. Animals with no leptin become obese.) The Arc neurons project to the ventromedial hypothalamus, where their signals are picked up by the BDNF neurons, which then project directly to a brainstem center called Me5 that controls the movement of jaw muscles.

"Other studies have shown that when you kill Me5 neurons in mice during development, the animals will starve because they're unable to chew solid foods," says Kosse. "So it makes sense that when we manipulate the BDNF neurons projecting there, we see jaw movements."

It also explains why damage in the VMH causes obesity, Friedman says. "The evidence presented in our paper shows that the obesity associated with these lesions is a result of a loss of these BDNF neurons, and the findings unify the known mutations that cause obesity into a relatively coherent circuit."

The findings suggest something deeper about the connection between sensation and behavior, he adds. "The architecture of the feeding circuit is not very different from the architecture of a reflex," says Friedman. "That's surprising, because eating is a complex behavior -- one in which many factors influence whether you'll initiate the behavior, but none of them guarantee it. On the other hand, a reflex is simple: a defined stimulus and an invariant response. In a sense, what this paper shows is that the line between behavior and reflex is probably more blurred than we thought. We hypothesize that the neurons in this circuit are the target of other neurons in the brain that convey other signals that regulate appetite."

This hypothesis is consistent with the work of early 20th century neurophysiologist Charles Sherrington, who pointed out that while cough is regulated by a typical reflex, it can be modulated by conscious factors, such as the desire to suppress it in a crowded theater.

Kosse adds, "Because feeding is so essential to basic survival, this circuit regulating food intake may be ancient. Perhaps it was a substrate for ever-more complex processing that occurred as the brain evolved."

To that end, in the future the researchers want to explore the brainstem area known as Me5 with the idea that the jaw's motor controls might be a useful model for understanding other behaviors, including compulsive, stress-related mouth actions such as gnawing on a pencil eraser or strands of one's hair.

"By examining these premotor neurons in the Me5, we might be able to understand whether there are other centers that project into the region and influence other innate behaviors, like BDNF neurons do for eating," she says. "Are there stress-activated or other neurons that project into there as well?"
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Clinical study confirms tissue stiffening in breast cancer can drive metastasis | ScienceDaily
A study published in Clinical Cancer Research confirmed that tissue stiffening in the most common types of breast cancer, HER2-negative, can directly cause disease progression and metastasis, leading to detrimental outcomes for patients. The work was a collaboration between researchers at the University of Arizona Health Sciences and clinicians in Spain.


						
Researchers led by Miguel Quintela-Fandino, MD, at the Spanish National Cancer Research Center evaluated the MeCo ScoreTM, a diagnostic test invented at the University of Arizona, and determined that it can potentially predict the likelihood of relapse or recurrence among patients with early-stage breast cancer.

When standard chemotherapy alone was prescribed in the neoadjuvant setting, high MeCo Scores were associated with much worse survival compared with low MeCo Scores; however, this difference in survival was minimized in patients who received antifibrotic therapy in addition to chemotherapy. Among high MeCo Score patients, antifibrotic therapy reduced the risk of recurrence by 62%, with an average follow-up period of 9.7 years after therapy.

The link between breast cancer progression to bone metastasis and fibrosis was first described in a 2021 study published in Cell Reports and authored by Ghassan Mouneimne, PhD, an associate professor of cellular and molecular medicine at the U of A College of Medicine -- Tucson and of cancer biology in the Ginny L. Clements Breast Cancer Research Institute at the University of Arizona Cancer Center. That study determined the MeCo Score is a prognostic biomarker in breast cancer, while this new study establishes the MeCo Score as a predictive biomarker for antifibrotic benefit in HER2-negative breast cancer patients.

"In the case of this collaboration with our colleagues in Spain, we were able to determine that a drug with no previously known benefit to breast cancer patients, an antifibrotic called nintedanib, led to better outcomes when used in conjunction with traditional chemotherapy," Mouneimne said. "The use of the MeCo Score was crucial to this effort."

Mouneimne is hopeful that this work is a major step toward U.S. Food and Drug Administration approval of the MeCo Score.

"There's certainly a lot more work ahead of us, as it will require more clinical validation to get FDA approval," Mouneimne said, "but this really is a big step in the right direction."

Mouneimne's previous work identifying the link between fibrosis and advanced stages of breast cancer provided the mechanistic basis for developing the MeCo Score and led to the launch of MeCo Diagnostics LLC, a startup working to advance the technology so it can be used in the clinic. The inventing team, including Adam Watson, PhD -- a former student in the U of A's Cancer Biology program and the CEO of MeCo Diagnostics -- worked with Tech Launch Arizona, the U of A office that commercializes inventions stemming from research, to protect the invention, develop a strategy for the new company and license the technology from the university.




"We're hopeful that additional clinical confirmation of this discovery will firmly establish a new way to determine which patients may benefit from this fundamentally new therapeutic modality," Mouneimne said. "As a generic-emergent drug, nintedanib is set for a substantial drop in price in the next couple of years, which may help mitigate the rising cost of treating breast cancer. It's all about seeking new ways to personalize care and find more cost-effective treatments.

"We are in the initial stages of planning a prospective, multicenter trial using the MeCo Score to guide nintedanib treatment in patients with luminal, ER-positive breast cancer," Mouneimne added.

Pavani Chalasani, MD, of the George Washington Cancer Center in Washington, D.C., will serve as the principal investigator for that trial. The goal is for the MeCo Score, which is determined using early biopsies, to enable patients to decide whether anti-fibrotic therapy would be beneficial in the neoadjuvant setting before surgery.
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How climate change will impact outdoor activities in the US | ScienceDaily
It can be hard to connect a certain amount of average global warming with one's everyday experience, so researchers at MIT have devised a different approach to quantifying the direct impact of climate change. Instead of focusing on global averages, they came up with the concept of "outdoor days": the number days per year in a given location when the temperature is not too hot or cold to enjoy normal outdoor activities, such as going for a walk, playing sports, working in the garden, or dining outdoors.


						
In a study published earlier this year, the researchers applied this method to compare the impact of global climate change on different countries around the world, showing that much of the global south would suffer major losses in the number of outdoor days, while some northern countries could see a slight increase. Now, they have applied the same approach to comparing the outcomes for different parts of the United States, dividing the country into nine climatic regions, and finding similar results: Some states, especially Florida and other parts of the Southeast, should see a significant drop in outdoor days, while some, especially in the Northwest, should see a slight increase.

The researchers also looked at correlations between economic activity, such as tourism trends, and changing climate conditions, and examined how numbers of outdoor days could result in significant social and economic impacts. Florida's economy, for example, is highly dependent on tourism and on people moving there for its pleasant climate; a major drop in days when it is comfortable to spend time outdoors could make the state less of a draw.

The new findings were published this month in the journal Geophysical Research Letters, in a paper by researchers Yeon-Woo Choi and Muhammad Khalifa and professor of civil and environmental engineering Elfatih Eltahir.

"This is something very new in our attempt to understand impacts of climate change impact, in addition to the changing extremes," Choi says. It allows people to see how these global changes may impact them on a very personal level, as opposed to focusing on global temperature changes or on extreme events such as powerful hurricanes or increased wildfires. "To the best of my knowledge, nobody else takes this same approach" in quantifying the local impacts of climate change, he says. "I hope that many others will parallel our approach to better understand how climate may affect our daily lives."

The study looked at two different climate scenarios -- one where maximum efforts are made to curb global emissions of greenhouse gases and one "worst case" scenario where little is done and global warming continues to accelerate. They used these two scenarios with every available global climate model, 32 in all, and the results were broadly consistent across all 32 models.

The reality may lie somewhere in between the two extremes that were modeled, Eltahir suggests. "I don't think we're going to act as aggressively" as the low-emissions scenarios suggest, he says, "and we may not be as careless" as the high-emissions scenario. "Maybe the reality will emerge in the middle, toward the end of the century," he says.




The team looked at the difference in temperatures and other conditions over various ranges of decades. The data already showed some slight differences in outdoor days from the 1961-1990 period compared to 1991-2020. The researchers then compared these most recent 30 years with the last 30 years of this century, as projected by the models, and found much greater differences ahead for some regions. The strongest effects in the modeling were seen in the Southeastern states. "It seems like climate change is going to have a significant impact on the Southeast in terms of reducing the number of outdoor days," Eltahir says, "with implications for the quality of life of the population, and also for the attractiveness of tourism and for people who want to retire there."

He adds that "surprisingly, one of the regions that would benefit a little bit is the Northwest." But the gain there is modest: an increase of about 14 percent in outdoor days projected for the last three decades of this century, compared to the period from 1976 to 2005. The Southwestern U.S., by comparison, faces an average loss of 23 percent of their outdoor days.

The study also digs into the relationship between climate and economic activity by looking at tourism trends from U.S. National Park Service visitation data, and how that aligned with differences in climate conditions. "Accounting for seasonal variations, we find a clear connection between the number of outdoor days and the number of tourist visits in the United States," Choi says.

For much of the country, there will be little overall change in the total number of annual outdoor days, the study found, but the seasonal pattern of those days could change significantly. While most parts of the country now see the most outdoor days in summertime, that will shift as summers get hotter, and spring and fall will become the preferred seasons for outdoor activity.

In a way, Eltahir says, "what we are talking about that will happen in the future [for most of the country] is already happening in Florida." There, he says, "the really enjoyable time of year is in the spring and fall, and summer is not the best time of year."

People's level of comfort with temperatures varies somewhat among individuals and among regions, so the researchers designed a tool, now freely available online, that allows people to set their own definitions of the lowest and highest temperatures they consider suitable for outdoor activities, and then see what the climate models predict would be the change in the number of outdoor days for their location, using their own standards of comfort. For their study, they used a widely accepted range of 10 degrees Celsius (50 degrees Fahrenheit) to 25 C (77 F), which is the "thermoneutral zone" in which the human body does not require either metabolic heat generation or evaporative cooling to maintain its core temperature -- in other words, in that range there is generally no need to either shiver or sweat.




The model mainly focuses on temperature but also allows people to include humidity or precipitation in their definition of what constitutes a comfortable outdoor day. The model could be extended to incorporate other variables such as air quality, but the researchers say temperature tends to be the major determinant of comfort for most people.

Using their software tool, "If you disagree with how we define an outdoor day, you could define one for yourself, and then you'll see what the impacts of that are on your number of outdoor days and their seasonality," Eltahir says.

This work was inspired by the realization, he says, that "people's understanding of climate change is based on the assumption that climate change is something that's going to happen sometime in the future and going to happen to someone else. It's not going to impact them directly. And I think that contributes to the fact that we are not doing enough."

Instead, the concept of outdoor days "brings the concept of climate change home, brings it to personal everyday activities," he says. "I hope that people will find that useful to bridge that gap, and provide a better understanding and appreciation of the problem. And hopefully that would help lead to sound policies that are based on science, regarding climate change."
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A fully automated AI-based system for assessing IVF embryo quality | ScienceDaily
A new artificial intelligence-based system can accurately assess the chromosomal status of in vitro-fertilized (IVF) embryos using only time-lapse video images of the embryos and maternal age, according to a study from investigators at Weill Cornell Medicine.


						
The new system, called "BELA," and described in a paper published Sept. 5 in Nature Communications, is the team's latest AI-based platform for assessing whether an embryo has a normal (euploid) or abnormal (aneuploid) number of chromosomes -- a key determinant of IVF success. Unlike prior AI-based approaches, BELA does not need to consider embryologists' subjective assessments of embryos. It thus offers an objective, generalizable measure and, if its utility is confirmed in clinical trials, could someday be used widely in embryology clinics to improve the efficiency of the IVF process.

"This is a fully automated and more objective approach compared to prior approaches, and the larger amount of image data it uses can generate greater predictive power," said study senior author Dr. Iman Hajirasouliha, associate professor of physiology and biophysics and a member of the Englander Institute for Precision Medicine at Weill Cornell Medicine.

The study's first author was Suraj Rajendran, a doctoral student in Dr. Hajirasouliha's laboratory. The embryology work for the study was headed by Dr. Nikica Zaninovic, associate professor of embryology in clinical obstetrics and gynecology and director of the Embryology Laboratory at the Ronald O. Perelman and Claudia Cohen Center for Reproductive Medicine (CRM) at Weill Cornell Medicine and NewYork-Presbyterian/Weill Cornell Medical Center. Dr. Zev Rosenwaks, director and physician-in-chief of the CRM and the Revlon Distinguished Professor of Reproductive Medicine in Obstetrics and Gynecology at Weill Cornell Medicine, co-authored the study.

Embryologists typically assess an IVF embryo's quality by examining it under a microscope. If it looks relatively normal but there are reasons to suspect possible problems, such as in cases of advanced maternal age, they may test its chromosomal status more directly. The "gold standard" test is a somewhat risky, biopsy-like procedure called preimplantation genetic testing for aneuploidy (PGT-A). In recent years, embryologists have been teaming up with computer/AI experts to find ways to automate some of this workflow and improve outcomes. In a 2022 study, Dr. Hajirasouliha and colleagues developed an AI-based system called STORK-A, which uses a single microscopic image of an embryo, plus maternal age and embryologists' scoring, to predict the embryo's ploidy status with about 70 percent accuracy.

The researchers developed BELA to generate accurate ploidy prediction independently of embryologists' assessments. The heart of the system is a machine-learning model that analyzes nine time-lapse video images of an embryo under a microscope in a key interval about five days after fertilization to generate an embryo quality score. The system then uses this score and maternal age to predict euploidy or aneuploidy.

The researchers trained the model on a Weill Cornell Medicine CRM deidentified dataset with image sequences of nearly 2,000 embryos and their PGT-A-tested ploidy status. They then tested the model on new Weill Cornell Medicine CRM datasets and those from separate, large IVF clinics in Florida and Spain. They found that the model predicted ploidy status with moderately higher accuracy than previous versions and worked well for the external and internal datasets.




The next step, the researchers say, is to test BELA's predictive power prospectively in a randomized, controlled clinical trial, which they are currently planning.

"BELA and AI models like it could expand the availability of IVF to areas that don't have access to high-end IVF technology and PGT testing, improving equity in IVF care across the world," Dr. Zaninovic said.

The fact that BELA is set up to process a vast amount of image data for each embryo also suggests to the researchers that it could be used for more than ploidy prediction.

"Our hope is that this model could be useful also for general embryo quality estimation, prediction of the embryo development stage, and other functions that an embryology clinic could tailor for its own needs," Rajendran said.

Many Weill Cornell Medicine physicians and scientists maintain relationships and collaborate with external organizations to foster scientific innovation and provide expert guidance. The institution makes these disclosures public to ensure transparency. For this information, see profiles for Dr. Iman Hajirasouliha and Dr. Nikica Zaninovic. 

The research reported in this story was supported in part by the National Institute of General Medical Sciences, part of the National Institutes of Health, through grant number R35GM138152.
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Bilingualism may maintain protection against Alzheimer's | ScienceDaily
Bilingualism has long been known to have cognitive benefits for older adults. Research shows it helping delay the onset of Alzheimer's disease by up to five years compared to monolingual adults. This is one of several lifestyle factors that may contribute to brain resilience as we age.


						
In a new study published in the journal Bilingualism: Language and Cognition, Concordia researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging.

They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory.

"There was greater brain matter in the hippocampus, which is the main region in the brain for learning and memory and is highly affected by Alzheimer's," says the study's lead author, PhD candidate Kristina Coulter. She co-wrote the study with Natalie Phillips, a professor in the Department of Psychology and the Concordia University Research Chair (Tier 1) in Sensory-Cognitive Health in Aging and Dementia.

The researchers compared brain characteristics of monolingual and bilingual older adults who were either cognitively normal, who were in the risk states of subjective cognitive decline or mild cognitive impairment, or who were diagnosed with Alzheimer's.

They found that while there was evidence of hippocampal atrophy between individuals with mild cognitive impairment and Alzheimer's who were monolingual, there was no change in hippocampal volume in bilinguals across the continuum of Alzheimer's development.

"The brain volume in the Alzheimer's-related area was the same across the healthy older adults, the two risk states and the Alzheimer's disease group in the bilingual participants," says Coulter. "This suggests that there may be some form of brain maintenance related to bilingualism."

Localized resilience




Brain maintenance, brain reserve and cognitive reserve are the three components of brain resilience, a concept that refers to the brain's ability to cope with changes associated with aging.

Brain maintenance is the continued ability to maintain its form and function as it ages. Mental stimulation, such as bilingualism, along with a healthy diet, regular exercise, good sleep and good sensory health are believed to help protect the brain from deteriorating.

Brain reserve applies to the size and structure of the brain. Brains with greater reserve can maintain normal functions because of the extra volume or capacity of brain matter even when experiencing damage or atrophy because of aging, including by pathological diseases like Alzheimer's disease.

Cognitive reserve refers to the way a brain can use alternative pathways to maintain functionality even when it has been damaged or experienced shrinkage linked to aging. Brains with greater cognitive reserve can use other parts of the brain than those usually associated with a particular function, such as language or memory, thanks to a lifetime accruing cognitive flexibility.

Coulter notes that they did not find any bilingualism-associated brain reserve in the language-related areas of the brain or cognitive reserve in the Alzheimer's-related areas of the brain.

"Speaking more than one language is one of several ways to be cognitively and socially engaged, which promotes brain health," Phillips says. "This research study was unique in that it was able to look at the potential influence of being bilingual on brain structure across the continuum of dementia risk, ranging from individuals who were cognitively normal, to those who are at higher risk of developing Alzheimer's, to those who actually have the disease."

Future work from these Concordia researchers will delve into whether being multilingual has a similar positive influence on brain networks.
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'Visual clutter' alters information flow in the brain | ScienceDaily
Whether we're staring at our phones, the page of a book, or the person across the table, the objects of our focus never stand in isolation; there are always other objects or people in our field of vision. How that visual "clutter" affects visual processing in the brain, however, is not well understood.


						
In a new study published in the journal Neuron, Yale researchers show that this clutter alters how information flows in the brain, as does the precise location of that clutter within the wider field of vision. The findings help clarify the neural basis of perception and offer a deeper understanding of the visual cortex in the brain.

"Prior research has shown that visual clutter has an effect on the target of your perception, and to different degrees depending on where that clutter is with respect to where you're currently looking," said Anirvan Nandy, an assistant professor of neuroscience at Yale School of Medicine (YSM) and co-senior author of the study. "So for example, if I'm asked to read the word 'cat' out of the corner of my eye, the letter 't' will have a much greater effect than the letter 'c' in my inability to accurately identify the letter 'a,' even though 'c' and 't' are equidistant from 'a.'"

This phenomenon is called "visual crowding," and it's why we can't read out of the corner of our eyes, no matter how hard we try, and why we have a hard time identifying objects when they are located among the clutter at the edge of our vision, said Nandy.

For the new study, researchers set out to determine what happens in the brain when this visual clutter is present.

To do so, they trained macaque monkeys -- a species whose visual systems and abilities are most similar to humans -- to fixate on the center of a screen while visual stimuli were presented in and outside of their receptive fields. During this task, researchers recorded neural activity in the monkey's primary visual cortex, the brain's main gateway for visual information processing.

The researchers found that the specific location of this clutter within the monkey's visual field didn't have much of an effect on how information was passed between neurons in the primary visual cortex. It did, however, affect how efficiently that information flowed.




It's kind of like a phone tree, in which individuals are asked to call one other person to relay a piece of information until, one after another, every member of the group has received the information. In the case of visual perception, researchers say, the location of visual clutter didn't change the order of the phone tree, but it did change how well the message was relayed person to person.

"For example, visual clutter in one location would drive information in a particular layer of the primary visual cortex to a lesser extent than clutter in another location," said Monika Jadi, assistant professor of psychiatry at YSM and co-senior author of the study.

The researchers also uncovered a general property of the visual cortex that was not previously known.

There are several brain areas involved in seeing and recognizing an object, and information is passed through those regions in a particular order. For instance, the primary visual cortex sends a package of information onto the secondary visual cortex, which then sends its information onto the next stop.

"What was already well understood is that there are complex computations that take place within individual visual areas and the output of these computations are then transferred to the next area along the visual hierarchy to complete the whole object recognition computation," said Jadi.

What the researchers found in the new study was that there are also subunits within these larger areas that are doing their own computations and relaying some, but not all, of that information to other subunits. The finding bridges a disconnect that had existed between different fields studying vision, said Nandy.




The researchers are now interested in how clutter might affect information processing between brain regions and how attention influences this system.

"When you're driving, for instance, you may be looking at the car in front of you, but your attention could be focused on a car in the next lane as you try to determine if they're about to merge," said Nandy.

Therefore, the detailed visual information you're getting is from the car in front of you, but the information of interest is outside of your focus.

"How does that attention compensate for the fact that while you don't have the best resolution information, you're still able to perceive that attended part of the visual space much better than where you're actually looking?" said Jadi. "How does attention influence information flow in the cortex? That's what we want to explore."
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Expanding access to weight-loss drugs could save thousands of lives a year | ScienceDaily
Expanding access to new, highly effective weight-loss medications could prevent more than 40,000 deaths a year in the United States, according to a new study led by researchers at Yale School of Public Health and the University of Florida.


						
The findings highlight the critical need to remove existing barriers that are hindering people's access to effective weight loss treatments and impeding public health efforts to address the national obesity crisis, the researchers said. According to the U.S. Centers for Disease Control and Prevention, about 74% of Americans are considered overweight, with about 43% of those individuals considered obese.

Obesity's widespread impact on health is well-documented. It exacerbates conditions such as type 2 diabetes, cardiovascular disease, and certain cancers. Yet, despite its severe consequences, the development and deployment of highly effective treatments for obesity have been lacking. Recent advancements in pharmaceutical interventions however, particularly the introduction of glucagon-like peptide-1 (GLP-1) receptor agonists, such as Ozempic and Wegovy, and dual gastric inhibitory polypeptide and GLP-1 (GIP/GLP-1) receptor agonists, such as tirzepatide, have demonstrated substantial efficacy in weight loss. These medications have shown promise in clinical trials and are increasingly being used for weight management.

In conducting their study, the researchers aimed to quantify the potential mortality impact of increased access to these weight-loss drugs. They integrated data on mortality risk associated with different body mass index (BMI) categories, obesity prevalence, and the current limitations on drug access due to high costs and insurance restrictions.

According to the findings, if access to these new medications were expanded to include all eligible individuals, the U.S. could see up to 42,027 fewer deaths annually. This estimate includes approximately 11,769 deaths among individuals with type 2 diabetes -- a group particularly vulnerable to the complications of obesity. Even under current conditions of limited access, the researchers project that around 8,592 lives are saved each year, primarily among those with private insurance.

The study highlights a critical disparity in drug access. Currently, the high cost of these medications, which can exceed $1,000 per month without insurance, limits their availability. For example, Medicare -- one of the largest insurance programs for older adults -- does not cover these drugs for weight loss, impacting many who could benefit from them. Medicaid coverage varies widely by state, and private insurance often imposes high deductibles and copays, further restricting access, the researchers said.

"Expanding access to these medications is not just a matter of improving treatment options but also a crucial public health intervention," said Alison P. Galvani, one of the study's corresponding authors and the Burnett and Stender Families Professor of Epidemiology (Microbial Diseases) at the Yale School of Public Health. "Our findings underscore the potential to reduce mortality significantly by addressing financial and coverage barriers."

The study also explored how expanded access could affect different regions and socioeconomic groups. States with high obesity and diabetes rates, such as West Virginia, Mississippi, and Oklahoma, stand to benefit the most from increased medication availability. In these areas, expanding access could lead to the largest per capita reductions in mortality.




However, the study's authors caution that while the potential benefits are substantial, several challenges remain. The high price of these medications is a significant barrier, and there are concerns about the pharmaceutical industry's profit margins. Furthermore, supply constraints and production limitations continue to hamper widespread availability.

"Addressing these challenges requires a multifaceted approach," said Dr. Burton H. Singer, PhD, another corresponding author of the study and adjunct professor of mathematics at the Emerging Pathogens Institute at the University of Florida. "We need to ensure that drug prices are more aligned with manufacturing costs and increase production capacity to meet demand. At the same time, we must tackle the insurance and accessibility issues that prevent many people from getting the treatment they need."

The researchers also considered the impact of socioeconomic factors on the effectiveness of expanded drug access. They adjusted their estimates to account for income disparities, finding that even with these adjustments, the potential for lives saved remains significant. The results suggest that improving access to these medications could reduce health care costs associated with obesity-related conditions and improve overall quality of life for many Americans.
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Starving cancer cells of fat may improve cancer treatment | ScienceDaily
Cutting off cancer cells' access to fat may help a specific type of cancer treatment work more effectively, reports a study by Van Andel Institute scientists.


						
The findings, published in Cell Chemical Biology, lay the groundwork for developing tailored dietary strategies to help anti-cancer medications better kill malignant cells.

"We want to make cancer treatment more effective," said Evan Lien, Ph.D., an assistant professor at VAI and the study's corresponding author. "The best way to do this is by understanding how cancer cells behave and identifying ways to break through their defenses. Our findings are an important step toward evidence-based diets that could one day augment existing therapies."

Fats are critical nutrients required for healthy function. Cancer cells hijack normal cellular processes and steal resources like fats, which then act as fuel for sick cells to grow and spread.

The study focused on ferroptosis, a type of cell death that occurs when fat molecules in cancer cells experience damage. In recent years, targeting ferroptosis has emerged as an increasingly promising avenue for developing new anti-cancer strategies.

Many of the mechanisms that enable cancer cells to grow uncontrollably also allow them to avoid cellular quality control processes that usually kill and remove sick cells. Ferroptosis can be an exception, which makes it a potentially powerful tool to leverage in cancer treatment.

Using cell models, Lien and his team showed that removing cancer cells' access to fats makes them highly sensitive to ferroptosis and, by extension, drugs that induce ferroptosis.

The findings are promising, Lien says, but much more work is needed to replicate the discovery in other models of cancer. He and his team also are investigating if the type and amount of fat can be manipulated through diet to make ferroptosis inducers work more effectively.

"Diet is something that's relatively easy to modify," Lien said. "We're not there yet, but the thing we're most excited about is how we might be able to use what we learn to one day design diets tailored to different types of treatment. That could be transformative."

Authors include Kelly H. Sokol, Cameron J. Lee, Thomas J. Rogers, Ph.D., Althea Waldhart, Abigail E. Ellis, Samuel R. Daniels, Rae J. House, Ph.D., Xinyu Ye, Mary Olsenavich, Amy Johnson, Benjamin R. Furness, and Ryan D. Sheldon, Ph.D. of VAI; and Sahithi Madireddy of the Koch Institute for Integrative Cancer Research, Massachusetts Institute of Technology.
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Structural biology analysis of a Pseudomonas bacterial virus reveals a genome ejection motor | ScienceDaily
The viruses that infect bacteria are the most abundant biological entities on the planet. For example, a recent simple study of 92 showerheads and 36 toothbrushes from American bathrooms found more than 600 types of bacterial viruses, commonly called bacteriophages or phages. A teaspoon of coastal seawater has about 50 million phages.


						
While largely unnoticed, phages do not harm humans. On the contrary, these viruses are gaining increasing popularity as biomedicines to eradicate pathogenic bacteria, especially those associated with antibiotic-resistant infections.

In a study published in the journal Nature Communications, Gino Cingolani, Ph.D., of the University of Alabama at Birmingham, and Federica Briani, Ph.D., of the Universita degli Studi di Milano, Milan, Italy, have described the full molecular structure of the phage DEV. DEV infects and lyses Pseudomonas aeruginosa bacteria, an opportunistic pathogen in cystic fibrosis and other diseases. DEV is part of an experimental phage cocktail developed to eradicate P. aeruginosa infection in pre-clinical studies.

A peculiar feature of DEV is the presence of a 3,398-amino acid virion-associated RNA polymerase inside the capsid expelled into the bacterium upon infection. Unexpectedly, Cingolani and Briani's study revealed the virion-associated RNA polymerase is part of a genome ejection motor that pulls the DNA of the phage out of its head after the phage has attached to the surface of a Pseudomonas bacteria using its tail fibers and has penetrated the cell's outer and inner membranes using its tail tube.

"We posit that the design principles of the DEV ejection apparatus are conserved in all Schitoviridae phages," Cingolani said. "As of October 2024, over 220 Schitoviridae genomes have been sequenced and are available in the public database. As these genomes are largely unannotated and many open-reading frames have unknown functions, our work paves the way for the facile identification of structural components when a new Schitoviridae phage is discovered."

The Schitoviridae family of phages "represents some of biology's most understudied bacterial viruses, increasingly utilized in phage therapy," Cingolani said. "We are using structural biology to decipher the building blocks and map gene products. This is vital when the amino acid sequence evolves too rapidly for conventional phylogenetic analysis."

The researchers used cryo-electron microscopy localized reconstruction, biochemical methods and genetic knockouts to describe the complete molecular architecture of DEV, whose DNA genome has 91 open-reading frames that include the giant virion-associated RNA polymerase. "This vRNAP is part of a three-gene operon conserved all Schitoviridae genomes we analyzed," Cingolani said. "We propose these three proteins are ejected into the host to form a genome ejection motor spanning the cell envelope."

The structure of DEV and many other phages resembles a minuscule version of Neil Armstrong's 1969 lunar lander, with a large head, or capsid, that contains the genome and leg-like fibers supporting the phage as it lands on the surface of bacteria, preparing to infect the living bacterial cell.




The researchers determined structures of all the protein capsid factors and tail components in DEV involved in host attachment. Through genetic experiments, they showed that the DEV long tail fibers were essential for infection of P. aeruginosa but were not needed to infect P. aeruginosa mutants whose surface lipopolysaccharide lacked the O-antigen. In general, viruses attach to different cell surface molecules as the first step of infection.

While this study provides several still images of the phage structure, the researchers do not completely understand the movie of DEV infection. They envision three steps in that infection process.

In step one, as a single DEV phage drifts in isolation, its flexible long tail fibers fluctuate to improve the chance of touching a Pseudomonas lipopolysaccharide surface molecule. After the first touch, all five fibers attach to tether the phage perpendicularly close to the bacterial outer surface.

In step two, the short tail fiber, which also acts as a tail plug, touches a secondary receptor on the Pseudomonas and a mechanical signal releases the tail plug.

Up to this point, the three proteins called gp73, gp72 and gp71 have been stored inside the phage head near its tail, with shapes that will dramatically change when they exit the phage head. In step three, when the plug is gone, the three proteins are expelled out of the head and into the bacterial cell envelope. The lead protein, gp73, refolds its shape to form an outer membrane pore with a hollow center. Below that, gp72 refolds into a hollow tube that spans the Pseudomonas periplasm, the space between the bacteria's outer membrane and its inner membrane. Finally, gp71 crosses the inner membrane and refolds into a large RNA polymerase motor in the bacterial cytoplasm that pulls the phage DNA through the hollow gp73 and gp72 channels and into the Pseudomonas cell.

Cingolani, a professor in the Department of Biochemistry and Molecular Genetics, recently came to UAB to head the new Center for Integrative Structural Biology, approved by the University of Alabama System Board of Trustees this summer. The center will help UAB researchers study the three-dimensional structures of biological macromolecules, such as proteins and nucleic acids, to decipher their function and mechanisms of action.

Integrative structural biology seeks to visualize a complete movie of how macromolecules function, using multiple methods to view molecular structures and how they interact with each other. The primary focus of the UAB Center for Integrative Structural Biology will be studying biological problems related to infection, inflammation, immunity, cancer and neurodegeneration.
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New study finds partner's happiness linked to lower stress hormone levels in older couples | ScienceDaily
Having happy intimate partners might not only lift our moods, but it also helps us manage stress, especially as we age, according to new University of California, Davis, research.


						
When comparing individuals' self-reported emotional states and relationship satisfaction with their levels of cortisol, researchersobserved that older couples have lower levels of the stress hormone when their partners feel positive emotions. This effect was even stronger for people who reported higher satisfaction in their relationships. The study was published in September in the journal Psychoneuroendocrinology.

"Having positive emotions with your relationship partner can act as like a social resource," said Tomiko Yoneda, an assistant professor of psychology in the College of Letters and Science and the study's lead author.

The stress hormone and healthy aging

Cortisol is an important part of our bodies' stress response and everyday function. Cortisol increases steeply when we wake up and then tends to decline gradually throughout the day. In acute stress, cortisol spikes, driving our bodies to produce the glucose and higher metabolism we might need for sudden action.

How we feel throughout the day affects our cortisol production. Studies have consistently found that negative emotions are linked to higher levels of cortisol, and chronically high levels of cortisol can lead to overall poorer health.

In old age, these links between our emotions and cortisol may be even stronger. Older adults also tend to have stronger physiological responses to stress, but their bodies are less able to slow down their cortisol production. For older couples, intimate relationships might play a role in managing their cortisol levels, researchers said.




"Positive emotions can buffer the production of cortisol," said Yoneda. "This is especially relevant when we think about how our relationship partners might actually bolster that effect."

Connecting happiness and cortisol in older couples 

Yoneda and her research team analyzed data from 321 adults from 56 to 87 years of age across three intensive studies in Canada and Germany between 2012 and 2018. The analysis compared people's self-reported emotional states and their relationship satisfaction with levels of cortisol measured by saliva samples. In all three studies, people's emotional states and cortisol were measured multiple times each day for a full week.

The study found that a person's body produced less cortisol in moments when their partner reported higher positive emotions than usual. This effect was even stronger than when people reported their own positive emotions. It was also stronger among those who were older and people who reported being happier in their relationship.

The study didn't find any links between a person's cortisol levels and their partner's negative emotions. Yoneda said this is not surprising, as prior research suggests that older adults may shield their partners from a physiological response to negative emotions in others.

Building both happiness and health for life 

Yoneda said that these results are also consistent with a psychological theory that suggests positive emotions increase our ability to act more fluidly in the moment. These experiences can create a positive feedback loop that enhances this ability over time.




The study suggests that people in relationships can share these benefits when they experience positive emotions.

"Relationships provide an ideal source of support, especially when those are high-quality relationships," said Yoneda. "These dynamics may be particularly important in older adulthood."

This research was completed in collaboration with Theresa Pauly, Simon Fraser University; Christiane Hoppmann, University of British Columbia; and researchers from Humboldt Universitat Berlin, Berlin, Germany, and Stanford University.
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Clinical trial for treating spinal cord injury using olfactory cell nerve bridges | ScienceDaily
Since the passing of Professor Emeritus Alan Mackay-Sim AM in 2023, his ground-breaking legacy research is about to be realised with a Phase I human clinical trial commencing to test the efficacy and safety of the transplantation of olfactory cell nerve bridges to treat chronic spinal cord injury.


						
Griffith University researcher, Professor James St John, said olfactory ensheathing cells are the specialised cells within the olfactory (sense of smell) nerve within the nose that have numerous therapeutic properties for repairing and regenerating nerves.

"With more than 20,000 Australians living with spinal cord injury, and another 300 or more people having spinal cord injury each year, now is the time to translate this therapy into the clinic," Professor St John said.

"We have designed the trial in close consultation with the spinal injury community, clinicians and industry partners to ensure the trial meets the needs and expectations of the trial participants, and has the best chance of success."

The trial is a blinded and randomised control study which will test the olfactory nerve bridge transplantation combined with long-term intensive rehabilitation.

Cells for the transplantation will be harvested from the patient's own nose, purified, and prepared into specialised nerve bridges which are then transplanted into the injury site within the spinal cord.

To encourage and reinforce regeneration, participants will undergo intensive rehabilitation for up to one year.




"These cells have been previously tested for treating spinal cord injury in a human clinical trial in 2002 in Queensland by the late Professor Emeritus Mackay-Sim, the 2017 Australian of the Year," Professor St John said.

"Since then, other trials around the world have also tested the cells but while there were some encouraging results, technical difficulties in preparing and transplanting the cells have been limiting factors."

Perry Cross Spinal Research Foundation (PCSRF) Executive President Perry Cross said: "30 years ago, I injured my spinal cord, and I am paralysed from the neck down, unable to move, unable to feel, unable to breathe."

"It is incredible that we are now on the cusp of developing a treatment, which may allow us to repair the damage to the spinal cord and regain function," Mr Cross said.

"It would be life changing for any of the participants in this trial to regain the ability to stand and hug a loved one again, to feel again.

"I am excited to see the trial commence and to see this brilliant research help people with a spinal cord injury.




"I am grateful to all of our generous donors who have supported this work for many years."

The Spinal Injury Project team within the Clem Jones Centre for Neurobiology and Stem Cell Research used a translational research strategy to create a new therapeutic approach to overcome the previous limitations.

The critical improvements include an enhanced cell purification procedure, an award-winning innovative cellular nerve bridge, and a dedicated long-term intensive rehabilitation program.

Professor St John, Head of Griffith's Clem Jones Centre for Neurobiology and Stem Cell Research, said the high purity cells and innovative nerve bridges are the critical components of the therapy.

"Despite decades of worldwide research to find a treatment for spinal cord injury, there is still no clinically available treatment," he said.

"Our innovative nerve bridges, combined with the high purity olfactory cells, offer what we think is the best hope for treating spinal cord injury.

"The preclinical research has clearly demonstrated the olfactory nerve bridges are effective in repairing spinal cord injury in animal models.

"We have also successfully tested the intensive rehab in two separate clinical trials funded by the Perry Cross Spinal Research Foundation which showed people with spinal cord injury enjoyed the program."

The trial is seeking volunteers who are living with chronic acquired spinal cord injury who have had their injury for at least four months, although the trial will start with people whose injuries are at least 12 months.

Participants will be from South East Queensland, northern New South Wales, Sydney or Melbourne and will undergo the rehab program at a rehabilitation partner in those areas.

CEO of the Clem Jones Foundation, Peter Johnstone, said the latest phase of the project illustrated the benefits of philanthropic support for long-term research.

"The Clem Jones Foundation has been pleased to be involved with others from the philanthropic sector in funding this world-class research," Mr Johnstone said.

"It is proof of the progress that can be made through long-term funding commitments for highly specialised work with the potential for changing lives around the world."

Spinal Life Australia CEO Mark Townend welcomed the start of the trial and the potential life-changing impacts the research could have for people with acquired spinal cord injuries.

"We have been closely following the progress of this research for many years and it is exciting to see all the hard work come to fruition with this clinical trial," Mr Townend said.

"I know many of our members will be interested in participating and we look forward to hearing about the outcomes, and what this will mean for the future of spinal cord injury treatment and rehabilitation."

Professor St John said: "To have a cell transplantation therapy progressing to clinical trial after only eight years is testament to the benefits of the strategic translational research program the team has used."

"To be able to develop the therapy in Queensland is thanks to the incredible support from our funding partners, in particular the Motor Accident Insurance Commission (MAIC) as the major funder, along with the Perry Cross Spinal Research Foundation, the Clem Jones Foundation, NHMRC, MRFF, and the dedicated spinal injury community which has been the inspiration and driving force behind the therapy development," Professor St John said.
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Breakthrough toward solving electronics overheating problem | ScienceDaily
A research team led by Professor Hyungyu Jin and Dr. Sang Jun Park (currently, a postdoctoral researcher at the National Institute for Materials Science, Japan) from the Department of Mechanical Engineering at POSTECH, in collaboration with a research team of Professor Jong-Ryul Jeong from Department of Materials Science and Engineering at Chungnam National University and Professor Se Kwon Kim's research team from the Department of Physics at Korea Advanced Institute of Science and Technology (KAIST), has made a breakthrough in significantly enhancing the commercial viability of spin wave1) harnessing technology. This innovation is being heralded as a next-generation technological solution to the persistent issue of heat generation in electronic devices. The research findings were published on September 26 in the online edition of Matter, a sister journal of Cell.


						
If you've been using your smartphone or computer for some time, you may have been surprised to suddenly realize that your device is getting hot. It's due to the movement of electrons within the device as they process and store data, causing some energy to convert into heat. With the rapid advancement of artificial intelligence and cloud computing, electronics are becoming smaller and more complex, intensifying the overheating problem.

As a way to solve the problem of heat generation in electronic devices, information transmission technology using "spin waves" is gaining attention. Spin waves are waves that can transmit information without the flow of electrons by utilizing the spin characteristics of electrons in magnetic insulators. Recent research has shown that increasing the temperature imbalance of spin waves in a material -- i.e., the tendency of spin waves on one side of the material to become hotter and the other side to become colder -- increases the information-carrying efficiency of spin waves. However, there is no technology that can independently control the temperature of spin waves.

A collaborative research team from POSTECH, Chungnam National University, and KAIST has developed a novel approach inspired by the radiator fins used to cool automobile engines. The team incorporated nanometer-scale gold structures at one end of a thin film made of magnetic insulator, designing it to effectively regulate temperature based on the concentration of the gold. These gold structures effectively reduced the temperature of the spin waves at the targeted location, creating a temperature imbalance within the material. Their experiments demonstrated that this thin film improved spin wave transfer efficiency by over 250% compared to conventional methods. This study is the first to report the successful independent control of spin wave temperature and to demonstrate a method for enhancing spin wave transfer efficiency by utilizing this control.

Professor Hyungyu Jin of POSTECH who led the research expressed the significance of the research by saying, "This research represents a significant milestone in developing next-generation information transfer technologies to address heat generation in electronics." Dr. Sang Jun Park, the study's lead author remarked, "By overcoming previous limitations, this technology has promising potential for a wide range of future applications using spin waves."

The research was conducted with support from the Samsung Future Technology Incubation Program, the National Research Foundation of Korea, and the Ministry of Education, Science and Technology, and also earned a silver award in the Energy and Environment category at the Samsung Humantech Paper Awards.
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How our gut cells detect harmful invaders | ScienceDaily
The human gut is home to helpful microbes, called the microbiota, who produce molecules known as metabolites. These metabolites are being increasingly recognized for their role in supporting our health. A group of proteins in our body, known as G protein-coupled receptors (GPCRs), can detect these metabolites and trigger important immune responses and other pathways. However, it's still unclear which metabolites cause these reactions and what kind of immune responses they create.


						
Now, researchers from Osaka University have discovered that one receptor, called GPR31, is active in a specific type of immune cell found in the gut, known as conventional type 1 dendritic cells (cDC1s). These cells, located in parts of the gut like the ileum, can activate CD8+ T cells, which are key players in the immune system and destroy harmful bacteria, viruses, and even some cancer cells.

The team's findings, published in the Proceedings of the National Academy of Sciences (PNAS), led them to investigate whether the GPR31 receptor detects bacterial metabolites and activates the immune system. When they tested how different metabolites affected cDC1 cells, they saw an increase in the expression of genes linked to dendrite membranes and filopodia -- tiny cell extensions that help the cell interact with its environment, in the presence of pyruvate. This change disappeared when GPR31 was blocked.

"Critically, we could observe under the microscope that dendrites in humans responded to metabolites; dendrites protruded when GPR31 was activated and retracted when we inhibited GPR31," explains lead author Eri Oguro-Igashira.

The dendrites, when extended out, help dendritic cells sample the gut for foreign substances. When they find something dangerous, they activate immune cells like T cells. The researchers created a model that showed these extensions can pass through the gut lining and that they are drawn to areas with more metabolites, specifically pyruvate. In the presence of pyruvate and GPR31, the cDC1 cells were better at detecting antigens and bacteria, like E. coli, and activating CD8+ T cells.

This study is the first to show that GPR31 plays a key role in the immune response to gut infections in humans and that this process is supported by the metabolites produced by helpful gut bacteria.

"Our research shows that targeting this pathway could be valuable for developing new drugs and mucosal vaccines," says senior author Kiyoshi Takeda. "Probiotics that produce pyruvate could also help boost our immune response to gut infections."
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Soft microelectronics technologies enabling wearable AI for digital health | ScienceDaily
Leveraging rapid technological advances for human health is a global trend, driving the rise of biomedical engineering research. A fast-rising field is wearable biosensors, which have the potential to realise digital healthcare and AI medicine.


						
Developing edge-computing and AI capabilities from wearable sensors enhances their intelligence, critical for the AI of Things, and reduces power consumption by minimising data exchange between sensory terminals and computing units. This enables wearable devices to process data locally, offering real-time processing, faster feedback, and decreased reliance on network connectivity and external devices, thereby enhancing efficiency, privacy, and responsiveness in applications like health monitoring, activity tracking, and smart wearable technology.

However, current sensors lack computing capabilities and their mechanical mismatch with soft tissues leads to motion artifacts, restricting their practical wearable applications.

In response, a research team led by Professor Shiming Zhang of the Department of Electrical and Electronic Engineering at the University of Hong Kong (HKU) has introduced a groundbreaking wearable in-sensor computing platform. This platform is built on an emerging microelectronic device, an organic electrochemical transistor (OECT), invented explicitly for bioelectronics applications. The team established a standardised materials and fabrication protocol to endow OECTs with stretchability. Through those efforts, the built microelectronics platform integrates sensing, computing, and stretchability into one hardware entity, endowing it with an exclusively capability for wearable in-sensor computing applications.

The research team further developed an accessible, multi-channel printing platform to ease the fabrication of the sensors at scale. Through integration with circuits, they demonstrated the platform's ability to measure human electrophysiological signals in real time. Results showed stable, low-power in-situ computing even during motion.

The work has recently been published in Nature Electronics in an article titled "A wearable in-sensor computing platform based on stretchable organic electrochemical transistors."

"We built a wearable in-sensor computing platform using unconventional soft microelectronics technology, providing hardware solutions long sought by emerging fields such as human-machine interfacing, digital health, and AI medicine," said Professor Zhang.

The research team believes their work will push the boundaries of wearables and edge-AI for health. Their next steps include refining the platform and exploring its potential applications in various healthcare settings.

"This groundbreaking work not only showcases the innovative capabilities of the HKU team but also opens new opportunities for wearable technology. The team's dedication to improving the quality of life through advanced health technology is evident in this remarkable achievement." Professor Zhang added.
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Workplace culture and social relationships are associated with workplace bullying | ScienceDaily
Workplace bullying poses a serious threat to employees' health and well-being. Conducted at the University of Eastern Finland, a recent study sheds new light on the impact of social relationships on workplace bullying. Focusing on the dynamics of social relationships, the study shows how workplace culture, interaction and social relationships play a role in bullying. Workplace bullying is a complex phenomenon where the bully can be a colleague, a supervisor, a workplace clique or even the entire work community.


						
"Our research draws attention to the fact that workplace bullying is not solely caused by individual characteristics but is also significantly associated with power dynamics at the workplace, as well as with individuals' opportunities to receive support in situations of bullying," notes Pasi Hirvonen, a University Lecturer in Social Psychology at the University of Eastern Finland.

The study is based on personal accounts of workplace bullying published on online discussion forums dedicated to sharing experiences of workplace bullying. In total, 136 accounts of workplace bullying were analysed, detailing how the bullying started, how it was handled within the work community and how the situation ended.

The results reinforce previous findings about the long-term effects of workplace bullying on individual well-being and organisational functioning.

Work community is a key player in workplace bullying

The study employed the so-called positioning theory, which focuses on how rights, duties and responsibilities related to workplace bullying are constructed and how they are discussed and negotiated in everyday interactions. A similar perspective has been rarely used in previous research.

In the accounts of workplace bullying, individuals who had experienced bullying described how they were positioned differently in relation to their work community. A significant role in workplace bullying was played not only by the bullied and the bullies, but also by the entire work community and external parties, such as occupational health care providers and occupational safety and health authorities.




"Individuals who had experienced workplace bullying described it as a situation where they either lost their health and ability to work, or they perceived bullying to be passively accepted by the work community. Bullying was also described as an unresolved conflict, or as a situation employees had managed to survive it thanks to their own, active opposition. However, such accounts of survival were extremely rare."

Supervisors play a crucial role in addressing bullying 

According to the study, supervisors play a crucial role in addressing bullying. Supervisors who handle bullying situations openly and fairly can prevent them from escalating further. In contrast, ignoring bullying, remaining silent about it and passively accepting it often jeopardises the bullied individual's possibilities to remain in the workplace.

"The accounts of bullying we have analysed often describe how isolated and powerless the bullied individual feels in the situation, with hardly any opportunities for fair handling of the matter in their work community, or even knowledge of what to do in the situation," says Pekka Kuusela, a University Lecturer in Social Psychology at the University of Eastern Finland.

Storyline-based examination of positioning, i.e., how individuals are positioned in relation to each other, shifts the focus from individual characteristics to power dynamics and interactions between employees, offering a different perspective on workplace bullying.

"To understand how to best handle situations of bullying, future research should also examine narratives from work communities where workplace bullying has been addressed successfully," the researchers say.
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Stirred, not shaken: Scientists uncover how transcription drives motion within the genome | ScienceDaily
A team of scientists has discovered surprising connections among gene activity, genome packing, and genome-wide motions, revealing aspects of the genome's organization that directly affect gene regulation and expression.


						
The findings, reported in the journal Nature Communications, bolster our understanding of the mechanics behind transcription-dependent motions of single genes -- the dysfunction of which may lead to neurological and cardiovascular disorders as well as to cancer.

"The genome is 'stirred' by transcription-driven motions of single genes," explains Alexandra Zidovska, a professor of physics at New York University and the senior author of the study. "Genes move differently, depending on whether they are being read or not, leading to complex, turbulent-like motions of the human genome. Understanding the mechanics behind transcription-dependent motions of single genes in the nucleus might be critical for understanding the human genome in health and disease."

The human genome consists of two meters (six and a half feet) of DNA, which is packed inside the cell in a nucleus barely 10 micrometers in diameter -- or 100,000 times smaller than the length of the genome's DNA. The DNA molecule encodes information for all cellular processes and functions, with genes serving as units of information. Different genes are read, and their information is processed at different times. When a gene is being read, there is molecular machinery that accesses it and transcribes its information into an mRNA molecule, a process known as transcription.

It had previously been discovered, by Zidovska and her colleagues, that the genome undergoes a lot of "stirring," or movement, leading to its reorganization and repositioning in the nucleus.

However, the origin of these motions is little understood. Scientists have hypothesized that molecular motors fueled by adenosine triphosphate (ATP) molecules, which provide energy for many biological processes, are the drivers. These active motors are thought to apply forces on DNA, which can lead to a motion of DNA and the nucleoplasm -- its surrounding fluid. But the larger physical machinations behind it remain elusive.

With this in mind, Zidovska and her colleagues focused on RNA polymerase II -- responsible for the transcription and one of the most abundant molecular motors in the cell nucleus. When a gene is active, i.e. actively transcribed, the responsible molecular machinery applies forces on DNA during its processing.




The Nature Communications study investigated how a motion of a single actively transcribed gene affects the motions of the genome around it in live human cells. To do so, the authors employed CRISPR technology to fluorescently label single genes, two-color high-resolution live cell microscopy to visualize motion of these labeled genes, and displacement correlation spectroscopy (DCS) to simultaneously map flows of the genome across the nucleus. The high-resolution imaging data were then processed through a physical and mathematical analysis, uncovering a never-before-seen physical picture of how genes move inside the cell.

In their study, the researchers initially examined the motions of the genes -- when they are inactive -- then "switched" these genes on and observed how their motion changes once "active." At the same time, the authors used DCS to map flows of the surrounding genome, monitoring how the genome flows across the nucleus before and after gene activation.

Overall, the authors found that active genes contribute to the stirring motion of the genome. Through simultaneous mapping of single-gene and genome-wide motions, they reveal that the compaction of the genome affects how the gene is contributing. Specifically, a motion-correlation analysis indicated that a single active gene drives the genome's motions in low-compaction regions, but a high-compaction genome drives gene motion regardless of its activity state.

"By revealing these unexpected connections among gene activity, genome compaction, and genome-wide motions, these findings uncover aspects of the genome's spatiotemporal organization that directly impact gene regulation and expression," says Zidovska.

The work also adds to our understanding of physics.

"This research provides new insights into the physics of active and living systems," she observes. "By revealing an emergent behavior of active living systems, such as the human genome, it teaches us new physics."

The paper's other authors were Fang-Yi Chu and Alexis S. Clavijo, NYU doctoral students, and Suho Lee, an NYU postdoctoral researcher.

This research was supported by grants from the National Institutes of Health (R00-GM104152 and R01-GM145924), the National Science Foundation (CAREER PHY-1554880, PHY-2210541, and CMMI-1762506), and a New York University Whitehead Fellowship for Junior Faculty in Biomedical and Biological Sciences.
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Engineering creates molecules that target cancer-causing proteins | ScienceDaily
For some proteins, a single mutation, or change in its DNA instructions, is all it takes to tip the balance between functioning normally and causing cancer. But despite causing major disease, these slightly mutated proteins can resemble their normal versions so closely that treatments designed to target mutants could also harm healthy cells.


						
Led by researchers at NYU Langone Health and its Perlmutter Cancer Center, a new study describes the development of a biologic, a drug derived from natural biological systems, that targets a mutant cancer protein called HER2 (human epidermal growth factor receptor 2) without attacking its nearly identical normal counterpart on healthy cells. While still in the early stages, this technique could lead to new therapies to treat cancer patients with HER2 mutations with minimal side effects, the researchers say.

"We set out to make an antibody that can recognize a single change in the 600 amino acid building blocks that make up the exposed part of the HER2 protein, which conventional wisdom says is very difficult, said lead study author Shohei Koide, PhD, a professor in the Department of Biochemistry and Molecular Pharmacology at NYU Grossman School of Medicine and member of Perlmutter Cancer Center. "The fact that we were able to detect the difference of a single amino acid so cleanly was a surprise."

The new findings revolve around HER2, a protein that occurs on the surfaces of many cell types and that turns on signaling pathways that control cell growth. It can cause cancer when a single amino acid swap locks the protein into "always-active" mode, which in turn causes cells to divide and multiply uncontrollably.

Cancer can also result when cells accidentally make extra copies of the DNA instructions that code for the normal version of HER2 and express higher levels of the protein on their surfaces. There are a few FDA-approved therapies, including trastuzumab and pertuzumab, that can treat this kind of cancer, but these therapies all work at the level of HER2 on the cell surface, where only low levels of the mutated version of HER2 occur. "That means we cannot mark cancer cells just by looking at HER2 levels," said Dr. Koide, who also serves as director of cancer biologics at NYU Langone. In addition, since some approved therapies cannot tell the difference between mutant and normal HER2, they are more likely to harm healthy cells expressing normal HER2.

Publishing in the journal Nature Chemical Biology online Oct. 22,the study shows how the researchers harnessed their new protein-engineering technique to develop antibodies that recognize only mutant HER2. Antibodies are large, Y-shaped proteins that bind to specific targets and flag down immune cells to destroy those targets.

In a process that mimics natural antibody development, the researchers subjected antibodies to multiple rounds of mutation and selection, looking for variants that recognized mutant HER2 but not the normal version. By taking atomic images with a cryo-electron microscope, the team saw how their new antibodies interacted with HER2 spatially (kept two HER2 molecules from interacting to signal), which let the team continually refine their antibody designs.




But selectively recognizing mutant HER2 was only part of developing an effective cancer treatment, since antibodies need to work with the immune system to kill cancer cells. A particular challenge is the case in which cancer cells have only small numbers of mutant HER2 on their surfaces to which an antibody can attach.

To address this challenge, the researchers converted their antibody into a bispecific T cell engager, a molecule in which the antibody targeting the mutant protein is fused to another antibody that binds to and activates immune cells called T cells. One end of the antibody sticks to the mutant HER2 on a cancer cell, while the other triggers T cells to kill the cancer cell. Further testing showed this method killed mutant HER2 cancer cells in dishes but spared normal ones.

When the researchers tested their T-cell engagers in mice with mutant HER2 tumors, the treatment significantly reduced tumor growth. It did so without causing weight loss or visible sickness in the mice, which suggested the treatment had few side effects in the animals. However, Dr. Koide noted that because there are differences between mouse and human proteins, it is possible the lack of obvious side effects stemmed from the antibody binding even less to mouse wild-type HER2 than to the human version. Future studies will tell.

Moving forward, Dr. Koide said the researchers will continue fine-tuning their antibody with the goal of developing a treatment. While the T cell engager molecule was the most potent of the things they tried, he said, there could be better options they have not tested yet. In addition, they plan to apply their antibody engineering technique to develop highly specific antibodies that may treat other mutant proteins causing cancers.

In addition to Dr. Koide, other NYU Langone researchers involved in this study are lead author Injin Bang, as well as Takamitsu Hattori, Nadia Leloup, Alexis Corrado, Atekana Nyamaa, and Akiko Koide. Other study co-investigators include Ken Geles and Elizabeth Buck, at Black Diamond Therapeutics in New York City. This work was supported by National Institutes of Health grant P30CA01608.

Dr. Bang, Dr. Hattori, Dr. Leloup, Dr. A. Koide, Dr. Geles, Dr. Buck, and Dr. S. Koide are listed as inventors of a patent application for the therapy described in this study, from which they may benefit financially. Dr. S. Koide is a co-founder and holds equity in Aethon Therapeutics, and Revalia Bio, and receives consulting fees from Aethon Therapeutics. He has received research funding from Aethon Therapeutics, argenx BVBA, Black Diamond Therapeutics, and PureTech Health. Dr. Geles and Dr. Buck hold equity in Black Diamond Therapeutics. These relationships are managed in keeping with the policies of NYU Langone.
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Wearable cameras allow AI to detect medication errors | ScienceDaily
A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery.


						
In a test whose results were published today, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors.

The findings are reported Oct. 22 in npj Digital Medicine.

The system could become a critical safeguard, especially in operating rooms, intensive-care units and emergency-medicine settings, said co-lead author Dr. Kelly Michaelsen, an assistant professor of anesthesiology and pain medicine at the University of Washington School of Medicine.

"The thought of being able to help patients in real time or to prevent a medication error before it happens is very powerful," she said. "One can hope for a 100% performance but even humans cannot achieve that. In a survey of more than 100 anesthesia providers, the majority desired the system to be more than 95% accurate, which is a goal we achieved."

Drug administration errors are the most frequently reported critical incidents in anesthesia, and the most common cause of serious medical errors in intensive care. In the bigger picture, an estimated 5% to 10% of all drugs given are associated with errors. Adverse events associated with injectable medications are estimated to affect 1.2 million patients annually at a cost of $5.1 billion.

Syringe and vial-swap errors most often occur during intravenous injections in which a clinician must transfer the medication from vial to syringe to the patient. About 20% of mistakes are substitution errors in which the wrong vial is selected or a syringe is mislabeled. Another 20% of errors occur when the drug is labeled correctly but administered in error.




Safety measures, such as a barcode system that quickly reads and confirms a vial's contents, are in place to guard against such accidents. But practitioners might sometimes forget this check during high-stress situations because it is an extra step in their workflow.

The researchers' aim was to build a deep-learning model that, paired with a GoPro camera, is sophisticated enough to recognize the contents of cylindrical vials and syringes, and to appropriately render a warning before the medication enters the patient.

Training the model took months. The investigators collected 4K video of 418 drug draws by 13 anesthesiology providers in operating rooms where setups and lighting varied. The video captured clinicians managing vials and syringes of select medications. These video snippets were later logged and the contents of the syringes and vials denoted to train the model to recognize the contents and containers.

The video system does not directly read the wording on each vial, but scans for other visual cues: vial and syringe size and shape, vial cap color, label print size.

"It was particularly challenging, because the person in the OR is holding a syringe and a vial, and you don't see either of those objects completely. Some letters (on the syringe and vial) are covered by the hands. And the hands are moving fast. They are doing the job. They aren't posing for the camera," said Shyam Gollakota, a coauthor of the paper and professor at the UW's Paul G. Allen School of Computer Science & Engineering.

Further, the computational model had to be trained to focus on medications in the foreground of the frame and to ignore vials and syringes in the background.




"AI is doing all that: detecting the specific syringe that the healthcare provider is picking up, and not detecting a syringe that is lying on the table," Gollakota said.

This work shows that AI and deep learning have potential to improve safety and efficiency across a number of healthcare practices. Researchers are just beginning to probe the potential, Michaelsen said.

The study also included researchers from Carnegie Mellon University and Makerere University in Uganda. The Toyota Research Institute built and tested the system.

The Washington Research Foundation, Foundation for Anesthesia Education and Research, and a National Institutes of Health grant (K08GM153069) funded the work.
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How the coronavirus defeats the innate immune response | ScienceDaily
The novel coronavirus SARS-CoV-2 has an enzyme that can counteract a cell's innate defense mechanism against viruses, explaining why it is more infectious than the previous SARS and MERS-causing viruses. The Kobe University discovery may point the way to the development of more effective drugs against this and possibly similar, future diseases.


						
When a virus attacks, the body's immune response has two basic layers of defense: the innate and the adaptive immune systems. While the adaptive immune system grows stronger against a specific pathogen as the body is exposed to it multiple times and which forms the basis of vaccinations, the innate immune system is an assortment of molecular mechanisms that work against a broad range of pathogens at a basic level. The Kobe University virologist SHOJI Ikuo says, "The new coronavirus, however, is so infectious that we wondered what clever mechanisms the virus employs to evade the innate immune system so effectively."

Shoji's team previously worked on the immune response to hepatitis viruses and investigated the role of a molecular tag called "ISG15" the innate immune system attaches to the virus's building blocks. Having learned that the novel coronavirus has an enzyme that is especially effective in removing this tag, he decided to use his team's expertise to elucidate the effect of the ISG15 tag on the coronavirus and the mechanism of the virus's countermeasures.

In a paper in the Journal of Virology, the Kobe University-led team is now the first to report that the ISG15 tag gets attached to a specific location on the virus's nucleocapsid protein, the scaffold that packages the pathogen's genetic material. For the virus to assemble, many copies of the nucleocapsid protein need to attach to each other, but the ISG15 tag prevents this, which is the mechanism behind the tag's antiviral action. "However, the novel coronavirus also has an enzyme that can remove the tags from its nucleocapsid, recovering its ability to assemble new viruses and thus overcoming the innate immune response," explains Shoji.

The novel coronavirus shares many traits with the SARS and MERS viruses, which all belong to the same family of viruses. And these viruses, too, have an enzyme that can remove the ISG15 tag. However, Shoji's team found that their versions are less efficient at it than the one in the novel coronavirus. And in fact, it has been reported recently that the previous viruses' enzymes have a different primary target. "These results suggest that the novel coronavirus is simply better at evading this aspect of the innate immune system's defense mechanism, which explains why it is so infectious," says Shoji.

But understanding just why the novel coronavirus is so effective also points the way to developing more effective treatments. The Kobe University researcher explains: "We may be able to develop new antiviral drugs if we can inhibit the function of the viral enzyme that removes the ISG15 tag. Future therapeutic strategies may also include antiviral agents that directly target the nucleocapsid protein, or a combination of these two approaches."

This research was funded by the Kansai Economic Federation, the Hyogo Science and Technology Association (grant 3501) and the Ministry of Education, Culture, Sports, Science and Technology Japan (grant 18042-203556). It was conducted in collaboration with researchers from Universitas Gadjah Mada, Niigata University, the University of Yamanashi, Hokkaido University and Osaka University.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241022132635.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Microplastics and PFAS: Combined risk and greater environmental harm | ScienceDaily
The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.


						
Researchers at the University of Birmingham investigated the environmental effects of microplastics and PFAS and showed that, combined, they can be very harmful to aquatic life.

Microplastics are tiny plastic particles that come from plastic bottles, packaging, and clothing fibres. PFAS (Per- and Polyfluoroalkyl Substances) are a group of chemicals used in everyday items like non-stick cookware, water-resistant clothing, firefighting foams, and numerous industrial products. PFAS and microplastic are known as "forever chemicals" because they don't break down easily and can build up in the environment, leading to potential risks for both wildlife and humans.

Both PFAS and microplastics can be transported through water systems on long distances, all the way to the Arctic. They are often released together from consumer products. Yet, their combined effects, and also the ways in which they interact with other polluting compounds in the environment, remain poorly understood.

To better understand the combined impact of these pollutants, researchers used Daphnia, commonly known as water fleas. These tiny creatures are often used to monitor pollution levels because they are highly sensitive to chemicals, making them ideal for determining safe chemical limits in the environment.

In this study, published in Environmental Pollution, the team compared two groups of water fleas: one that had never been exposed to chemicals and another that had experienced chemical pollution in the past. This unique approach was possible thanks to Daphnia's ability to remain dormant for long periods, allowing researchers to "resurrect" older populations with different pollution histories.

Both groups of Daphnia were exposed for their entire life cycle to a mixture of microplastics of irregular shapes -- reflecting natural conditions- together with two PFAS chemicals at levels typically found in lakes.




The team showed that PFAS and microplastics together caused more severe toxic effects than each chemical alone. The most worrying result was developmental failures, observed together with delayed sexual maturity and stunted growth. When combined, the chemicals caused Daphnia to abort their eggs and to produce fewer offspring. These effects were more severe in Daphnia historically exposed to pollutants, making them less tolerant to the tested forever chemicals.

Importantly, the study found that the two chemicals lead to greater harm when combined -- 59% additive and 41% synergistic interactions were observed across critical fitness traits, such as survival, reproduction and growth.

Lead researcher Professor Luisa Orsini emphasized the importance of the findings: "Understanding the chronic, long-term effects of chemical mixtures is crucial, especially when considering that previous exposures to other chemicals and environmental threats may weaken organisms' ability to tolerate novel chemical pollution.

"Our research paves the way for future studies on how PFAS chemicals affect gene function, providing crucial insights into their long-term biological impacts. These findings will be relevant not only to aquatic species but also to humans, highlighting the urgent need for regulatory frameworks that address the unintended combinations of pollutants in the environment. Regulating chemical mixtures is a critical challenge for protecting our water systems."

Dr Mohamed Abdallah, co-leading the research, said: "Current regulatory frameworks focus on testing the toxicity of individual chemicals, mostly using acute (short) exposure approaches. It is imperative that we investigate the combined impacts of pollutants on wildlife throughout their lifecycle to get better understanding of the risk posed by these pollutants under real-life conditions. This is crucial to drive conservation efforts and inform policy on facing the growing threat of emerging contaminants such as forever chemicals."

Novel tools in chemical and biological screening with advances in artificial intelligence mean that we can understand the complex interactions among chemicals in the environment. Revising current methods for assessing environmental toxicity is therefore not only possible but imperative."
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AI eye to eye with ophthalmologists in diagnosing corneal infections, study finds | ScienceDaily
Eye care specialists could see artificial intelligence help in diagnosing infectious keratitis (IK), a leading cause of corneal blindness worldwide, as a new study finds that deep learning models showed similar levels of accuracy in identifying infection.


						
In a meta-analysis study published in eClinicalMedicine, Dr Darren Ting from the University of Birmingham conducted a review with a global team of researchers analysing 35 studies that utilised Deep Learning (DL) models to diagnose infectious keratitis.

AI models in the study matched the diagnostic accuracy of ophthalmologists, exhibiting a sensitivity of 89.2% and specificity of 93.2%, compared to ophthalmologists' 82.2% sensitivity and 89.6% specificity.

The models in the study had analysed over 136,000 corneal images combined, and the authors say that the results further demonstrate the potential use of artificial intelligence in clinical settings.

Dr Darren Ting, Senior author of the study, Birmingham Health Partners (BHP) Fellow and Consultant Ophthalmologist, University of Birmingham said:

"Our study shows that AI has the potential to provide fast, reliable diagnoses, which could revolutionise how we manage corneal infections globally. This is particularly promising for regions where access to specialist eye care is limited, and can help to reduce the burden of preventable blindness worldwide."

The AI models also proved effective at differentiating between healthy eyes, infected corneas, and the various underlying causes of IK, such as bacterial or fungal infections.

While these results highlight the potential of DL in healthcare, the study's authors emphasised the need for more diverse data and further external validation to increase the reliability of these models for clinical use.

Infectious keratitis, an inflammation of the cornea, affects millions, particularly in low- and middle-income countries where access to specialist eye care is limited. As AI technology continues to grow and play a pivotal role in medicine, it may soon become a key tool in preventing corneal blindness globally.
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Screen-free bedtimes boost toddler sleep, new research shows | ScienceDaily
A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.


						
It is widely recognised that poor sleep in early childhood is linked to negative outcomes such as health problems, developmental difficulties, and behavioural issues.

The Bedtime Boost study, funded by the Nuffield Foundation is the first RCT supporting paediatric guidance to limit toddler screen time before bed.

Researchers from University of Bath, University of the Arts London (UAL), Birkbeck, Queen Mary University of London, and King's College London recruited families with 16- to 30-month-old toddlers from across London.

One hundred and five families who already used screens with their child before bed were randomly allocated to either the intervention -- parents were asked to remove all screen time in the hour before bed and use a Bedtime Box containing non-screen-based activities instead (e.g. calming play, reading or puzzles) over a 7-week period; or to control conditions, with matched activities but no mention of screen time. Toddler sleep was recorded before and after the intervention using a wearable motion tracker.

Parents in the intervention group were able to successfully remove toddlers' screen time before bed, and toddlers' sleep quality improved, with more efficient nighttime sleep and fewer night awakenings.

Professor Rachael Bedford, who oversaw the research at the University of Bath and is now Head of the Queen Mary Child Development Lab and co-lead on the project said:

"We worked closely with parents and early years practitioners to ensure the Bedtime Boost intervention was low-cost and easy to implement. Results suggest the trial was highly feasible for parents, with all of the intervention families completing the trial. However, further work is needed to understand how the varied ways in which families use screen media may influence these effects."




Study lead Professor Tim Smith, UAL Creative Computing Institute, said:

"Previous correlational studies have shown that the more screen time toddlers have, the worse they sleep. But it was not possible to know if the screen use was causing sleep problems or vice versa. The Bedtime Boost study provides the first preliminary evidence that removing toddler screen use before bed may lead to better sleep. Further work is required to replicate these effects in a larger number of families."

The intervention was co-created with families and early-years experts, including representatives from the Early Years Alliance, National Childbirth Trust, The Sleep Charity, and children's centre staff, to ensure the intervention was as inclusive as possible.
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Crucial role of cerebellum in social and cognitive functioning | ScienceDaily
"People with cerebellar abnormalities often experience motor issues," Van Overwalle explains. "For example, they struggle to smoothly touch their nose with a finger. These difficulties highlight the cerebellum's essential role in refining motor movements."


						
However, Van Overwalle's research extends beyond motor functions, exploring the cerebellum's involvement in social and cognitive abilities. His findings reveal that abnormalities in the cerebellum not only lead to motor deficits but are also linked to emotional and behavioral disorders. He references research on individuals with autism, demonstrating how non-invasive brain stimulation techniques like magnetic stimulation can improve social task performance.

"We've seen improvements in the sequence of cognitive tasks in people with autism through magnetic stimulation," says Van Overwalle. "We're now testing more complex tasks to see if these effects can be further enhanced, with the ultimate goal of developing practical treatments for people with autism."

A notable breakthrough is the use of transcranial electrical stimulation (tES), a more affordable and accessible technique compared to magnetic stimulation. While the effects of tES are still limited, the research group is committed to further development, seeing its potential for wide-scale application in the future.

This research offers a fresh perspective on the cerebellum's role and paves the way for new treatments for psychiatric and neurological conditions, such as autism spectrum disorders. "Our hope is to refine these techniques further to improve social and cognitive functions in people with autism," concludes Van Overwalle.
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Study highlights complexity of menopausal hormone therapy's impact on brain health | ScienceDaily
A study suggests that menopausal hormone therapy (MHT) might have moderate effects on brain health, but this depends on past surgical history, the duration of treatment, and a woman's age at last use.


						
The research, published October 8 as a Reviewed Preprint in eLife, was described by editors as an important investigation, using a solid model of brain ageing, into the associations between MHT and brain health in a large population of UK women. The work addresses a topic that the editors say is of grave importance, since MHT and its effect on the brain needs to be better understood, to provide effective and individualised medical support to women going through menopause.

Ovarian hormones such as oestrogens and progesterone fluctuate throughout a woman's lifespan, and particularly during the years preceding menopause when ovarian function starts to decline. MHT is often prescribed to minimise the symptoms of these fluctuations during the menopausal transition and is commonly thought to protect the brain and reduce the risk of Alzheimer's disease, but the evidence to support this is conflicting.

"Mixed findings from previous studies of MHT and brain health raise the question of whether a combination of timing, formulation and route of administration might play a crucial role in the effectiveness of MHT," says lead author Claudia Barth, a researcher in the Division for Mental Health and Substance Abuse at Diakonhjemmet Hospital, Oslo, Norway. "In this study, we investigated links between MHT variables, different MHT regimes, genetic factors, and brain measures in middle-to older aged women."

The researchers used data from the UK Biobank, which contains de-identified genetic, lifestyle and health information and biological samples. They analysed data from nearly 20,000 women who had MRI brain scans and were either current or past users of MHT or had never used MHT at all, most of whom reported to have passed menopause. They studied brain MRI images to determine the 'brain age gap' -- the difference between chronological and brain age -- as well as other proxies of brain health.

The team says the results were puzzling. Women who had taken MHT in the past had no significant difference in brain age to never-users. But women who were current MHT users had on average higher grey and white-matter brain age gaps -- indicating their brain age was older than their actual chronological age -- than women who had never taken MHT. They also had smaller left and right hippocampus brain volumes.

Moreover, amongst past users, the age the women were when they last took MHT made a difference. Those who were older at the time of their last use after menopause had a higher brain age gap and lower hippocampal volumes. Similar results were found for women who took MHT for a longer duration.




Women on MHT who had surgery to remove their womb and/or both ovaries had a lower brain age gap than women on MHT without the same surgical history. And unexpectedly, there was no difference in MHT-related variables such as dose or active ingredients, whether it was synthetic or bioidentical, or taken as a pill or a patch.

The researchers also assessed whether a known risk gene for Alzheimer's disease, called APOE e4, influenced the effect of MHT on proxies of brain health and found no link here either.

In considering the results, the authors commented that while some modest adverse brain health characteristics were associated with current MHT use and women being an older age at last use, the findings do not support a general neuroprotective effect of MHT nor severe adverse effects on the female brain.

"The results suggest subtle yet complex relationships between MHT use and brain health, highlighting the necessity for a personalised approach to MHT use," Barth says. "Importantly, our analyses provide a broad view of population-based associations and are not designed to guide individual-level decisions regarding the benefits versus risks of MHT use."

The authors add that current MHT users were significantly younger than past and never-users and around a lower proportion were postmenopausal (67% versus 80%), suggesting that a larger proportion of these women may have been in perimenopause which is often associated with neurological symptoms such as cognitive decline and mood changes. The need for MHT might therefore be an indicator of neurological changes during this transition, which then stabilise later in life, they suggest.

"Our results indicate that the effect of MHT on female brain health might vary depending on factors including timing, duration of use and past surgical history," concludes senior author Ann Marie de Lange, Senior Research Fellow in the Department of Clinical Neurosciences, Lausanne University Hospital, Switzerland. "However, our study is cross-sectional and we cannot establish causality. Future studies mapping the long-term impacts of MHTs on brain health are of immense importance to understand individual risk profiles and benefits. Women worldwide face critical decisions regarding MHT use, yet the current lack of comprehensive research leaves them without the necessary evidence to make informed choices."
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People with type 2 diabetes who eat low-carb may be able to discontinue medication | ScienceDaily
Adults with type 2 diabetes on a low-carbohydrate diet may see benefits to their beta-cell function allowing them to better manage their disease and possibly discontinue medication, according to new research published in the Endocrine Society's Journal of Clinical Endocrinology & Metabolism.


						
Beta-cells are endocrine cells in the pancreas that produce and release insulin, the hormone that controls blood sugar levels.

More than 38 million Americans have diabetes, and over 90% of them have type 2 diabetes. Type 2 diabetes most often develops in people 45 or older, but more and more children, teens and young adults are also developing the disease.

People with type 2 diabetes have a compromised beta-cell response to blood sugar, possibly due in part to eating too many carbohydrates. Beta-cell failure or insufficiency on top of insulin resistance is responsible for the development and progression of type 2 diabetes.

"This study shows people with type 2 diabetes on a low-carbohydrate diet can recover their beta-cells, an outcome that cannot be achieved with medication," said lead study author Barbara Gower, Ph.D., of the University of Alabama at Birmingham in Birmingham, Ala. "People with mild type 2 diabetes who reduce their carbohydrate intake may be able to discontinue medication and enjoy eating meals and snacks that are higher in protein and meet their energy needs."

The researchers gathered data from 57 white and Black adults with type 2 diabetes, half on a low-carbohydrate diet and the other half on a high-carbohydrate diet and examined their beta-cell function and insulin secretion at baseline and after 12 weeks.

All of the participants' meals were provided. People on the carbohydrate-restricted diet ate 9% carbohydrates and 65% fat, and participants on the high-carbohydrate diet ate 55% carbohydrates and 20% fat.




The researchers found those on a low-carbohydrate versus a high-carbohydrate diet saw improvements in the acute and maximal beta-cell responses that were 2-fold and 22% greater, respectively. Within each race group, Black adults on a low-carbohydrate diet saw 110% greater improvements in the acute beta-cell response and White adults had improvements in the maximal beta-cell response that were 48% greater than their respective counterparts on the high-carbohydrate diet.

"Further research is needed to determine if a low-carbohydrate diet can restore beta-cell function and lead to remission in people with type 2 diabetes," Gower said.

Other study authors include Amy Goss, Marian Yurchishin and William Garvey of the University of Alabama at Birmingham; Sarah Deemer of the University of North Texas in Denton, Texas; and Bhuvana Sunil of the University of Washington and Mary Bridge Children's Hospital in Tacoma, Wash.

This research received financial support from the National Institute of Diabetes and Digestive and Kidney Diseases, the Nutrition Obesity Research Center of the University of Alabama at Birmingham, the Diabetes Research Center, and the National Heart, Lung, and Blood Institute.
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        NRL coronagraph captures unique images of a dusty comet
        U.S. Naval Research Laboratory (NRL) imaging instruments on three sun-orbiting observatories have captured sequences of comet C/2023 A3, known as Tsuchinshan-ATLAS, as it passed between the Earth and the Sun during the beginning of October 2024.

      

      
        Implantable device may prevent death from opioid overdose
        A team has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

      

      
        Adapting GenAI for the next generation of learning
        A new study by learning analytics researchers presents key considerations for generative AI (GenAI) educational tools so they are carefully developed to support, rather than replace, human learning.

      

      
        Listening skills bring human-like touch to robots
        Researchers give robots a sense of touch by 'listening' to vibrations, allowing them to identify materials, understand shapes and recognize objects just like human hands. The ability to interpret the world through acoustic vibrations emanating from an object -- like shaking a cup to see how much soda is left or tapping on a desk to see if it's made out of real wood -- is something humans do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment the...

      

      
        Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range
        In a breakthrough that could revolutionize biomarker detection, researchers have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.

      

      
        New method for producing innovative 3D molecules
        Chemists have synthesized so-called heteroatom-substituted cage-like 3D molecules. The innovative structures are created by precisely inserting a triatomic unit into the strained ring of a reaction partner. They could help address key challenges in drug design by serving as more stable alternatives to traditional, flat, aromatic rings.

      

      
        Thread-like, flexible thermoelectric materials applicable for extreme environments
        A team of researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments.

      

      
        Data security: Breakthrough in research with personalized health data
        The European research project 'Federated Secure Computing' presents a new approach that allows patient data from different institutions to be analysed securely and anonymously.

      

      
        Rocky planets orbiting small stars could have stable atmospheres needed to support life
        A sequence of events during the evolution of certain rocky planets orbiting M-dwarfs, the most common stars in the universe, creates an atmosphere that would be stable over time. This is true for more temperate planets, orbiting a bit farther from the central star.

      

      
        A multi-level breakthrough in optical computing
        Until now, researchers have been limited in developing photonic memory for AI processing -- gaining one important attribute like speed while sacrificing another like energy usage. An international team demonstrates a unique solution that addresses current limitations of optical memory that have yet to combine non-volatility, multibit storage, high switching speed, low switching energy, and high endurance in a single platform.

      

      
        Researchers develop new coatings to boost turbine engine efficiency
        A multidisciplinary research group has formulated new protective coatings to allow turbine engines to run hotter -- with potential dividends for the environment and people.

      

      
        Researchers flip genes on and off with AI-designed DNA switches
        Researchers have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.

      

      
        Physicists discover first 'black hole triple'
        A surprising discovery about the black hole V404 Cygnus is expanding our understanding of black holes, the objects they can host, and the way they form.

      

      
        A 'chemical ChatGPT' for new medications
        Researchers have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications.

      

      
        Capturing carbon from the air just got easier
        In the face of rising CO2 levels, scientists are searching for sustainable ways of pulling carbon dioxide out of the air, so-called direct air capture. A new type of porous material, a covalent organic framework (COF) with attached amines, stands out because of its durability and efficient adsorption and desorption of CO2 at relatively low temperatures. The material would fit into carbon capture systems currently used for point source capture.

      

      
        Ultra-small spectrometer yields the power of a 1,000 times bigger device
        Researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies.

      

      
        Symbiosis in ancient Corals
        A research team has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.

      

      
        Researchers develop method to 'hear' defects in promising nanomaterial
        An international research team has pioneered a new technique to identify and characterize atomic-scale defects in hexagonal boron nitride (hBN), a two-dimensional (2D) material often dubbed 'white graphene' for its remarkable properties. This advance could accelerate the development of next-generation electronics and quantum technologies.

      

      
        NASA reveals prototype telescope for gravitational wave observatory
        NASA has revealed the first look at a full-scale prototype for six telescopes that will enable, in the next decade, the space-based detection of gravitational waves.

      

      
        A fully automated AI-based system for assessing IVF embryo quality
        A new artificial intelligence-based system can accurately assess the chromosomal status of in vitro-fertilized (IVF) embryos using only time-lapse video images of the embryos and maternal age, according to a new study.

      

      
        Reaction conditions tune catalytic selectivity
        Chemists have developed a new theoretical framework for more accurately predicting the behavior of catalysts. The study reveals how conditions such as temperature and pressure can change a catalyst's structure, efficiency, and even the products it makes -- and can potentially be used to control reaction outcomes.

      

      
        Get a grip: The best thumb position for disc launch speed and spin rate
        Disc golf is a sport growing in popularity, but there hasn't been much research into the best techniques -- until now. Researchers and disc golf enthusiasts have determined the best thumb position on a disc to maximize angular and translational speeds.

      

      
        How fast is quantum entanglement?
        The emergence of quantum entanglement is one of the fastest processes in nature. Scientists show that using special tricks, this can be investigated on an attosecond scale. Scientists have managed to analyze ulrafast processes which up until now were considered to be 'instantaneous': When a laser pulse hits an atom with two electrons, one electron may be ripped out of the atom, while the other electron stays close to the nucleus. These two electrons can become entangled in such a way that the poi...

      

      
        New fingerprint mass spectrometry method paves the way to solving the proteome
        A new data-driven technique, called fingerprint mass spectrometry, provides a method for measuring the mass of individual proteins using nanoscale devices.

      

      
        Making it easier to verify an AI model's responses
        A new system helps human fact-checkers validate the responses generated by a large language model. By speeding validation time by 20 percent, the system could improve manual verification and help users spot errors in AI models deployed in real-world situations.

      

      
        Can cell phone signals help land a plane?
        Researchers are taking experimental navigation technology to the skies, pioneering a backup system to keep an airplane on course when it cannot rely on global positioning system satellites.

      

      
        Soft microelectronics technologies enabling wearable AI for digital health
        Developing edge-computing and AI capabilities from wearable sensors enhances their intelligence, critical for the AI of Things, and reduces power consumption by minimizing data exchange between sensory terminals and computing units. This enables wearable devices to process data locally, offering real-time processing, faster feedback, and decreased reliance on network connectivity and external devices, thereby enhancing efficiency, privacy, and responsiveness in applications like health monitoring...

      

      
        Going chiral: Breakthrough in synthesizing carbon nanotubes with precise chirality
        Researchers have achieved a significant breakthrough in the synthesis of carbon nanotubes, also known as the 'king of nanomaterials.'

      

      
        Technology for precise diagnosis of electric vehicle batteries using small currents
        Researchers have developed a new technology that can diagnose and monitor the state of batteries with high precision using only small amounts of current, which is expected to maximize the batteries' long-term stability and efficiency.

      

      
        Engineering creates molecules that target cancer-causing proteins
        A new study describes the development of a biologic, a drug derived from natural biological systems, that targets a mutant cancer protein called HER2 (human epidermal growth factor receptor 2) without attacking its nearly identical normal counterpart on healthy cells.

      

      
        Wearable cameras allow AI to detect medication errors
        A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery. In a test, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors. The system could become a critical safeguard, especially in operating rooms, intensive-care units an...

      

      
        New simultaneous lithium and magnesium extraction technology
        In the race for solutions to unlock untapped sources, engineers have developed new technology enabling direct lithium extraction from extreme environments like the desert.

      

      
        Novel 2D electro-polaritonic platform for future miniaturized spectrometers
        Researchers present the integration of a detector system and a polaritonic platform in the same 2D material, enabling for the first time the detection of 2D polaritonic nanoresonators with spectral resolution. The device is suitable for miniaturization and shows record levels of lateral confinement and high-quality factors simultaneously.

      

      
        Microplastics and PFAS: Combined risk and greater environmental harm
        The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.

      

      
        AI eye to eye with ophthalmologists in diagnosing corneal infections, study finds
        Eye care specialists could see artificial intelligence help in diagnosing infectious keratitis (IK), a leading cause of corneal blindness worldwide, as a new study finds that deep learning models showed similar levels of accuracy in identifying infection.

      

      
        Screen-free bedtimes boost toddler sleep, new research shows
        A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.

      

      
        Dangers of the metaverse and VR for US youth revealed in new research
        Research of online victimization in the metaverse is sorely lacking. A new study explored harm in the metaverse and VR devices among a sample of 5,005 U.S. teens aged 13 to 17. Findings show a significant percentage of youth reported harm in these spaces, including hate speech, bullying, harassment, sexual harassment, grooming behaviors (predators building trust with minors), and unwanted exposure to violent or sexual content. The study also revealed notable gender differences in experiences, emp...

      

      
        Showing AI users diversity in training data boosts perceived fairness and trust
        While artificial intelligence (AI) systems, such as home assistants, search engines or large language models like ChatGPT, may seem nearly omniscient, their outputs are only as good as the data on which they are trained. However, ease of use often leads users to adopt AI systems without understanding what training data was used or who prepared the data, including potential biases in the data or held by trainers. A new study suggests that making this information available could shape appropriate e...

      

      
        People hate stories they think were written by AI: Even if they were written by people
        AI-written stories are getting better, but people still distrust AI-generated art.

      

      
        Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes
        Researchers who work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise after treating samples to view under an electron microscope: they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across, taking a form that makes them 100 times more efficient.

      

      
        Combining satellite methods provides drought detection from space
        Observing sites like the Amazon basin from space has underscored the capability of satellites to better detect signs of drought, according to a new study. The researchers combined Global Positioning System (GPS) and the Gravity Recovery and Climate Experiment (GRACE methods to improve monitoring of hydrological droughts.

      

      
        Scientists unveil new insights into air pollution formation
        Researchers have made a groundbreaking discovery in understanding how air pollution forms at the molecular level. Their investigation sheds light on the complex chemical processes occurring at the boundary between liquid, in particular aqueous solutions, and vapor in our atmosphere.

      

      
        Cloud computing captures chemistry code
        The speed and agility of cloud computing opens doors to completing advanced computational chemistry workflows in days instead of months.

      

      
        AI could transform how hospitals produce quality reports
        Researchers find advanced AI could lead to easier, faster and more efficient hospital quality reporting.

      

      
        Finding could help turn trees into affordable, greener industrial chemicals
        Specific molecular property of lignin in trees determines difficulty of using microbial fermentation to turn trees and other plants into industrial chemicals.

      

      
        Professor tackles graph mining challenges with new algorithm
        A professor has helped create a powerful new algorithm that uncovers hidden patterns in complex networks, with potential uses in fraud detection, biology and knowledge discovery.

      

      
        New strategy unlocks magnetic switching with hydrogen bonding at molecular level
        A research team has successfully developed a new approach to create switchable magnetic materials by using hydrogen bonding at the molecular level. This groundbreaking study shows how certain metal complexes, previously unresponsive to external stimuli, can now exhibit sharp and complete magnetic transitions by introducing chiral hydrogen bonds.

      

      
        Neutron stars may be shrouded in axions
        Physicists have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.

      

      
        Researchers unlock the 'silicate magic' for safer, cheaper, and more efficient batteries
        A research team is exploring new battery technologies for grid energy storage. The team's recent results suggest that iron, when treated with the electrolyte additive silicate, could create a high-performance alkaline battery anode.

      

      
        New benchmark helps solve the hardest quantum problems
        Predicting the behavior of many interacting quantum particles is a complicated process but is key to harness quantum computing for real-world applications. Researchers have developed a method for comparing quantum algorithms and identifying which quantum problems are the hardest to solve.
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NRL coronagraph captures unique images of a dusty comet | ScienceDaily
U.S. Naval Research Laboratory (NRL) imaging instruments on three sun-orbiting observatories have captured sequences of comet C/2023 A3, known as Tsuchinshan-ATLAS, as it passed between the Earth and the Sun during the beginning of October 2024.


						
The comet, discovered in 2023, traversed the field of view of NRL's Large Angle and Spectrometric Coronagraph (LASCO) telescope between Oct. 7-11. After the nucleus itself had left the scene, its massive dust trail remained visible for several days.

LASCO has operated on the joint NASA and European Space Agency (ESA) Solar and Heliospheric Observatory (SOHO) spacecraft since the mission launch in 1995. From its vantage point at the Lagrange (L1) position in space, the comet passed almost directly between the Sun and the spacecraft. This resulted in a substantial boost in its apparent brightness as sunlight illuminated the dust surrounding the comet's nucleus was illuminated from behind.

Despite having seen thousands of comets in its almost 29-years of solar observing, comet Tsuchinshan-ATLAS' passage revealed a rare facet of comet dust that LASCO has never seen before.

For a brief period on Oct. 14, the extensive dusty trail of the comet coalesced into a narrow, dense trail spanning the entire field of view. This unique density enhancement was the result of the SOHO spacecraft crossing the comet's orbital plane and observing the comet's vast dust sheet edge-on. The dust plane then moved into the lower-half of the data, where it could be seen globally illuminating half of the field of view.

"LASCO has seen many beautiful comet transits during its decades of operations, but seeing a side-on view of a comet's dust plane absolutely ranks as one of the most spectacular that we have seen," said NRL scientist and LASCO Principal Investigator Karl Battams, Ph.D.

Scientists were curious if it would be the brightest comet ever observed by LASCO, surpassing Comet McNaught in 2007. It did not quite reach the same peak, but did get brighter than a visual magnitude of -4.0[KB1] , earning it the title of the second brightest comet observed.




"We knew this comet was going to be bright, but the extremely fortuitous viewing geometry here has led to a truly spectacular sequence of images," added Battams.

LASCO also plays a significant role in the NASA-funded and NRL-based Sungrazer Project. Since 2003, the Sungrazer Project has been a citizen science program that enables the discovery and reporting of previously unknown comets in heliophysics imaging data, primarily the LASCO and NASA Solar Terrestrial Relations Observatory-A (STEREO-A) observations.

The project is responsible for discovering over half of all officially documented comets and has led to numerous scientific publications looking at comet dynamics, evolution, composition, and more. Through these studies of the interaction between comets and the sun, scientists have gained new insights into the nature of the near-sun environment and solar outflows that drive space weather.

A number of CMEs were also observed during this transit, some of which likely interacted with the comet's dust and gas tails. Observing the reaction of comet tails under such circumstances has historically led to unique insights about the near-Sun environment.

LASCO was not the only NRL instrumentation to observe the comet. NRL's HI-1 heliospheric imager, operating on the NASA STEREO-A spacecraft since 2006, also observed it from Oct. 4-9, as did the recently-launched Compact Coronagraph (CCOR-1) instrument on National Oceanic and Atmospheric Administration (NOAA) GOES-19.

Comet Tsuchinshan is now moving into the early evening skies for northern hemisphere observers, and is currently visible to the naked eye shortly after sunset for observers with a clear view of the horizon. As it moves higher into the evening skies it will gradually fade but should still be a binocular object for several weeks. It will ultimately return to the Oort Cloud -- a vast and distant reservoir of comets at the farthest reaches of our solar system -- following a trajectory that will likely eventually see it ejected from our solar system entirely.
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Implantable device may prevent death from opioid overdose | ScienceDaily
The opioid epidemic claims more 70,000 lives each year in the U.S., and lifesaving interventions are urgently needed. Although naloxone, sold as an over-the-counter nasal spray or injectable, saves lives by quickly restoring normal breathing during an overdose, administrating the medication requires a knowledgeable bystander - limiting its lifesaving potential.


						
A team from Washington University School of Medicine in St. Louis and Northwestern University in Chicago has developed a device that may rescue people from overdose without bystander help. In animal studies, the researchers found that the implantable device detects an overdose, rapidly delivers naloxone to prevent death and can alert emergency first responders.

The findings are available Oct. 23 in Science Advances.

"Naloxone has saved many lives," said Robert W. Gereau, PhD, the Dr. Seymour and Rose T. Brown Professor of Anesthesiology and director of the WashU Medicine Pain Center. "But during an overdose, people are often alone and unable to realize they are overdosing. If someone else is present, they need access to naloxone -- also known as Narcan -- and need to know how to use it within minutes. We identified an opportunity to save more lives by developing a device that quickly administers naloxone to at-risk individuals without human intervention."

Prescription opioids -- such as oxycodone -- have helped people manage the physical and mental challenges of daily debilitating pain. But the addictive properties of painkillers can lead to their misuse and abuse, which are among the driving forces behind the opioid epidemic. In addition, cheap and easy-to-access synthetic drugs -- fentanyl, for example -- have flooded the illicit market. Such ultrapotent drugs have accelerated the rise in overdose deaths in the U.S. and were responsible for roughly 70% of such deaths in 2023.

The researchers worked with experts in engineering and material sciences led by John A. Rogers, PhD, a professor of materials science and engineering, biomedical engineering and neurological surgery at Northwestern University, to develop a device - the Naloximeter -- that uses a drop in oxygen levels as a signal for a potential overdose. Overdosing on opioids leads to slow and shallow breathing. Minutes after the drugs begin to impact respiratory function, breathing stops. Implanted under the skin, the Naloximeter senses oxygen in the surrounding tissues, sending a warning notification to a mobile application if the levels drop below a threshold. If the user doesn't abort the rescue process within 30 seconds, the device releases stored naloxone.

The researchers implanted the device in the neck, chest or back of small and large animals. The device detected signs of overdose within a minute of dropping oxygen levels, and all animals fully recovered within five minutes of receiving naloxone from the devices.




Naloxone displaces harmful opioids from receptors on the surface of brain cells, altering the cells' activity. But the drug doesn't stick around; when the opioids reoccupy and reactivate the receptors, overdose symptoms can return. To provide additional support, the device relays an emergency alert to first responders.

"An additional benefit of calling first responders is that it helps people re-engage with health-care providers," said Jose Moron-Concepcion, PhD, the Henry E. Mallinckrodt Professor of Anesthesiology at WashU Medicine and an author on the study. "We want to save people from dying from an overdose and also reduce harm from opioids by helping people access the resources and treatments to prevent future overdoses from occurring."

The researchers were awarded a patent -- with some help from the Office of Technology Management at WashU -- to protect the intellectual property of the device. They are evolving the technology while also looking for industry partners in preparation for deployment on a larger scale and testing of the device in clinical trials with people.

"The Naloximeter is a proof-of-concept platform that isn't limited to the opioid crisis," said Joanna Ciatti, a graduate student in Rogers' lab. "This technology has far-reaching implications for those threatened by other emergent medical conditions such as anaphylaxis or epilepsy. Our study lays important groundwork for future clinical translation. We hope others in the field can build off of these findings to help make autonomous rescue devices a reality."

Ciatti JL, Vazquez-Guardado A, Brings VE, Park J, Ruyle B, Ober RA, McLuckie AJ, Talcott MR, Carter EA, Burrell AR, Sponenburg RA, Trueb J, Gupta P, Kim J, Avila R, Seong M, Slivicki RA, Kaplan MA, Villalpando-Hernandez B, Massaly N, Montana MC, Pet M, Huang Y, Moron JA, Gereau IV RW, Rogers JA. An autonomous implantable device for the prevention of death from opioid overdose. Science Advances. Oct. 23, 2024.

This work was supported by the National Institutes of Health (NIH) through the Helping to End Addiction Long-Term (HEAL) Initiative, grant numbers UG3DA050303 and UH3DA050303; the National Science Foundation Graduate Research Fellowship, grant number DGE-2234667; North Carolina State University, grant number 201473-02139; the NIH, grant number T32GM108539. The content is solely the responsibility of the authors and does not necessarily represent the views of the NIH.

Ciatti JL, Vazquez-Guardado A, Brings VE, Ruyle B, Moron JA, Gereau IV RW, Rogers JA have been awarded a patent (number: WO2022261492A1) based on the research described in this manuscript.
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Adapting GenAI for the next generation of learning | ScienceDaily

Key considerations included understanding how to use GenAI to enhance human learning while fostering skills for critical thinking and self-reflection in humans to effectively partner with GenAI.

The Centre for Learning Analytics (CoLAM) Director at Monash University's Faculty of Information Technology and the senior author of the paper, Professor Dragan Gasevic, said powerful AI tools are set to become integral to society, transforming how we learn, work and live and GenAI technologies could permeate every aspect of human learning.

"Imagine students engaging in debates with digital twins of Socrates to explore ancient Greek philosophy, learning impressionist painting techniques from a humanoid robotic mentor modelled after Claude Monet, or visualising Einstein's special theory of relativity in virtual realities," Professor Gasevic said.

"This kind of integration needs a dual approach to learning: educating ourselves both about and with GenAI. This can be achieved through careful development of education tools informed by rigorous research and supported by unified efforts from education institutions, technologists and government policies."

The study signalled that assessment processes should reward genuine knowledge and skill improvement over AI-generated illusions, that teachers needed support to adapt to the new GenAI landscape, and highlighted the need to promote human-AI interaction to maximise human learning while preventing over-reliance on GenAI.

The paper also emphasised that policymakers and tech companies must ensure accountability, develop appropriate ethical guidelines, and consider inclusivity when regulating and designing GenAI tools for education.




While AI tools can enhance learning processes and abilities they still present ethical dilemmas of transparency, privacy and equality, and have already caused disruptions in assessment processes.

The study's first author and CoLAM Research Fellow Dr Lixiang Yan said improving AI literacy for students and teachers alike is one of the crucial needs to be addressed to ensure the effective integration of AI into human learning.

"We anticipate a shift in educators' roles, with GenAI reducing the burden of knowledge dissemination, allowing teachers to focus on deeper connections with students as mentors and facilitators," Dr Yan said.

"Educational institutions must invest in ongoing professional development and support systems to help teachers manage techno-stress and workload burdens from adopting these new technologies."

This research paper was a collaboration between learning analytics experts at Monash University's CoLAM and researchers from the University of Luxembourg and Goethe-University Frankfurt.

The research was supported by the Australian Research Council, Australian Government through Digital Health CRC, Defense Advanced Research Project Agency, and Jacobs Foundation.

In addition to previous research on learning analytics, CoLAM experts are working on new projects to develop tools for assessing human-AI collaborative writing, improving knowledge sharing for educators, and enhancing workplace learning for healthcare professionals.

The researchers are also conducting a study with secondary students in 10 countries across four continents using pioneering GenAI tools to explain and enhance human skills in the age of AI.
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Listening skills bring human-like touch to robots | ScienceDaily
Imagine sitting in a dark movie theater wondering just how much soda is left in your oversized cup. Rather than prying off the cap and looking, you pick up and shake the cup a bit to hear how much ice is inside rattling around, giving you a decent indication of if you'll need to get a free refill.


						
Setting the drink back down, you wonder absent-mindedly if the armrest is made of real wood. After giving it a few taps and hearing a hollow echo however, you decide it must be made from plastic.

This ability to interpret the world through acoustic vibrations emanating from an object is something we do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment their rapidly growing set of sensing abilities.

Set to be published at the Conference on Robot Learning (CoRL 2024) being held Nov. 6-9 in Munich, Germany, new research from Duke University details a system dubbed SonicSense that allows robots to interact with their surroundings in ways previously limited to humans.

"Robots today mostly rely on vision to interpret the world," explained Jiaxun Liu, lead author of the paper and a first-year Ph.D. student in the laboratory of Boyuan Chen, professor of mechanical engineering and materials science at Duke. "We wanted to create a solution that could work with complex and diverse objects found on a daily basis, giving robots a much richer ability to 'feel' and understand the world."

SonicSense features a robotic hand with four fingers, each equipped with a contact microphone embedded in the fingertip. These sensors detect and record vibrations generated when the robot taps, grasps or shakes an object. And because the microphones are in contact with the object, it allows the robot to tune out ambient noises.

Based on the interactions and detected signals, SonicSense extracts frequency features and uses its previous knowledge, paired with recent advancements in AI, to figure out what material the object is made out of and its 3D shape. If it's an object the system has never seen before, it might take 20 different interactions for the system to come to a conclusion. But if it's an object already in its database, it can correctly identify it in as little as four.




"SonicSense gives robots a new way to hear and feel, much like humans, which can transform how current robots perceive and interact with objects," said Chen, who also has appointments and students from electrical and computer engineering and computer science. "While vision is essential, sound adds layers of information that can reveal things the eye might miss."

In the paper and demonstrations, Chen and his laboratory showcase a number of capabilities enabled by SonicSense. By turning or shaking a box filled with dice, it can count the number held within as well as their shape. By doing the same with a bottle of water, it can tell how much liquid is contained inside. And by tapping around the outside of an object, much like how humans explore objects in the dark, it can build a 3D reconstruction of the object's shape and determine what material it's made from.

While SonicSense is not the first attempt to use this approach, it goes further and performs better than previous work by using four fingers instead of one, touch-based microphones that tune out ambient noise and advanced AI techniques. This setup allows the system to identify objects composed of more than one material with complex geometries, transparent or reflective surfaces, and materials that are challenging for vision-based systems.

"While most datasets are collected in controlled lab settings or with human intervention, we needed our robot to interact with objects independently in an open lab environment," said Liu. "It's difficult to replicate that level of complexity in simulations. This gap between controlled and real-world data is critical, and SonicSense bridges that by enabling robots to interact directly with the diverse, messy realities of the physical world."

These abilities make SonicSense a robust foundation for training robots to perceive objects in dynamic, unstructured environments. So does its cost; using the same contact microphones that musicians use to record sound from guitars, 3D printing and other commercially available components keeps the construction costs to just over $200.

Moving forward, the group is working to enhance the system's ability to interact with multiple objects. By integrating object-tracking algorithms, robots will be able to handle dynamic, cluttered environments -- bringing them closer to human-like adaptability in real-world tasks.

Another key development lies in the design of the robot hand itself. "This is only the beginning. In the future, we envision SonicSense being used in more advanced robotic hands with dexterous manipulation skills, allowing robots to perform tasks that require a nuanced sense of touch," Chen said. "We're excited to explore how this technology can be further developed to integrate multiple sensory modalities, such as pressure and temperature, for even more complex interactions."

This work was supported by the Army Research laboratory STRONG program (W911NF2320182, W911NF2220113) and DARPA's FoundSci program (HR00112490372) and TIAMAT (HR00112490419).

CITATION: "SonicSense: Object Perception from In-Hand Acoustic Vibration," Jiaxun Liu, Boyuan Chen. Conference on Robot Learning, 2024. ArXiv version available at: 2406.17932v2 and on the General Robotics Laboratory website.
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Femtosecond-fieldoscopy accesses molecules fingerprints at near-infrared spectral range | ScienceDaily
In a breakthrough that could revolutionise biomarker detection, researchers at the Max Planck Institute for the Science of Light have developed a novel technique called 'femtosecond-fieldoscopy'. This method enables the precise measurement of minute liquid quantities, down to the micromolar level, with unmatched sensitivity in the near-infrared region. It opens up new possibilities for label-free bio-imaging and the detection of target molecules in aqueous environments, paving the way for advanced biomedical applications.


						
Ultrashort laser pulses can make molecules vibrate impulsively, similarly to how a quick tap can make a bell ring. When the molecules are excited by these short light pulses, they produce a signal, called 'free-induction decay' (FID), which carries important information about the molecules. This signal lasts for only a very brief moment (up to one trillions of a second) and provides a clear 'fingerprint' of the molecule's vibration. In femtosecond fieldsocpy by using an ultrashort laser pulse the molecule's signal is separated from the laser pulse itself, making it easier to detect the vibrational response in a background-free manner. This allows scientists to identify specific molecules with high precision, opening up new possibilities for detecting biological markers in a clean, interference-free way. As a proof of principle, the researchers successfully demonstrated for the first time the ability to measure weak combination bands in water and ethanol at concentrations as low as 4.13 micromoles.

At the heart of this technique is the creation of high power ultrashort light pulses, achieved using photonic crystal fibers filled with gas. These pulses, compressed to nearly a single cycle of a light wave, are combined with phase-stable near-infrared pulses for detection. A field detection method, electro-optic sampling, can measure these ultrafast pulses with near-petahertz detection bandwidth, capturing fields with 400 attoseconds temporal resolution. This extraordinary time resolution enables scientists to observe molecular interactions with incredible precision.

"Our findings significantly enhance the analytical capabilities for liquid samples analysis, providing higher sensitivity and a broader dynamic range," said Anchit Srivastava, PhD student at the Max Planck Institute for the Science of Light. "Importantly, our technique allows us to filter out signals from both liquid and gas phases, leading to more accurate measurements."

Hanieh Fattahi explains: "By simultaneously measuring both phase and intensity information, we open new possibilities for high-resolution biological spectro-microscopy. This research not only pushes the boundary of field-resolved metrology but also deepens our understanding of ultrafast phenomena and has potential applications across various fields, including chemistry and biology, where precise molecular detection is essential."
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New method for producing innovative 3D molecules | ScienceDaily
As its name suggests, ring-shaped "cage molecules" resemble a cage, and it is this three-dimensional structure that makes them significantly more stable than related, flat molecules. Consequently, they could be of interest to drug developers as they represent a possible alternative to conventional molecular rings from the group of aromatic compounds. A research team at the University of Munster (Germany) led by chemist Prof Frank Glorius has developed a new method for producing so-called heteroatom-substituted 3D molecules and has published the results in the journal Nature Catalysis. The innovative structures are created by precisely inserting a triatomic unit into the strained (high-energy) ring of a reaction partner.


						
Aromatic rings are flat rings in organic molecules. They are among the most common ingredients in pharmaceuticals and agrochemicals. However, these structures can be unstable under physiological conditions and thus hamper the effectiveness of pharmaceutical compounds. To solve this problem, scientists have been exploring complex three-dimensional alternatives -- cage-like rings that are stiffer and thus more stable. While such 3D substitutes for simple flat rings such as benzene (a ring with six carbon atoms) are already available, it has been much more difficult to synthesise 3D versions of flat rings that contain one or more other important atoms such as nitrogen, oxygen or sulphur. These so-called "heteroaromatic" rings are particularly common in drugs.

The breakthrough by the team from the University of Munster came by using bicyclobutane, a highly reactive molecule, and triggering the chemical reaction with light energy. "By using a light-sensitive catalyst, we were able to precisely insert nitrogen, oxygen and carbon atoms into this very reactive small bicyclic molecule which allowed us to synthesise a new type of 3D ring," explains Prof Glorius. The previous studies mainly focused on inserting carbon atoms into the bicyclobutane. In contrast, inserting heteroatoms such as nitrogen and/or oxygen leads to new analogues of cage-like 3D rings. "These new rings could potentially serve as a substitute for flat heteroaromatic rings in drug molecules, opening up new possibilities for drug development," says Dr Chetan Chintawar. The synthesised rings are stable, versatile and can be easily modified, making them useful building blocks for creating numerous other cyclic molecules.

The researchers carried out experimental and computational studies to understand the mechanism of the reaction. They suggest that the reaction is initiated by the light-induced electron transfer event from the excited catalyst to the reactants delivering the final products.
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Thread-like, flexible thermoelectric materials applicable for extreme environments | ScienceDaily
A team of Korean researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments. It has dramatically resolved the dilemma of striking the balance between achieving good performance and the mechanical flexibility of thermoelectric materials, which has been a long-standing challenge in the field of thermoelectric materials, and has also proven the possibility of commercialization.


						
KAIST (President Kwang-Hyung Lee) announced on the 21st that a joint research team of Professor Yeon Sik Jung of the Department of Materials Science and Engineering and Professor Inkyu Park of the Department of Mechanical Engineering, in collaboration with the research teams of Professor Min-Wook Oh of Hanbat National University (President Yong Jun Oh) and Dr. Jun-Ho Jeong of the Korea Institute of Machinery and Materials (President Seoghyun Ryu), have successfully developed 'bismuth telluride (Bi2Te3) thermoelectric fibers,' an innovative energy harvesting solution for next-generation flexible electronic devices.

Thermoelectric materials are materials that generate voltage when there is a temperature difference and convert thermal energy into electrical energy. Currently, about 70% of energy being lost as wasted heat, so due attention is being given to research on these as sustainable energy materials that can recover and harvesting energy from this waste heat.

Most of the heat sources around us are curved, such as the human body, vehicle exhaust pipes, and cooling fins. Inorganic thermoelectric materials based on ceramic materials boast high thermoelectric performance, but they are fragile and difficult to produce in curved shapes. On the other hand, flexible thermoelectric materials using existing polymer binders can be applied to surfaces of various shapes, but their performance was limited due to the low electrical conductivity and high thermal resistance of the polymer.

Existing flexible thermoelectric materials contain polymer additives, but the inorganic thermoelectric material developed by the research team is not flexible, so they overcame these limitations by twisting nano ribbons instead of additives to produce a thread-shaped thermoelectric material. Inspired by the flexibility of inorganic nano ribbons, the research team used a nanomold-based electron beam deposition technique to continuously deposit nano ribbons and then twisted them into a thread shape to create bismuth telluride (Bi2Te3) inorganic thermoelectric fibers.

These inorganic thermoelectric fibers have higher bending strength than existing thermoelectric materials, and showed almost no change in electrical properties even after repeated bending and tensile tests of more than 1,000 times. The thermoelectric device created by the research team generates electricity using temperature differences, and if clothes are made with fiber-type thermoelectric devices, electricity can be generated from body temperature to operate other electronic devices.

In fact, the possibility of commercialization was proven through a demonstration of collecting energy by embedding thermoelectric fibers in life jackets or clothing. In addition, it opened up the possibility of building a high-efficiency energy harvesting system that recycles waste heat by utilizing the temperature difference between the hot fluid inside a pipe and the cold air outside in industrial settings.

Professor Yeon Sik Jung said, "The inorganic flexible thermoelectric material developed in this study can be used in wearable devices such as smart clothing, and it can maintain stable performance even in extreme environments, so it has a high possibility of being commercialized through additional research in the future." Professor Inkyu Park also emphasized, "This technology will become the core of next-generation energy harvesting technology, and it is expected to play an important role in various fields from waste heat utilization in industrial sites to personal wearable self-power generation devices."

This study, in which Hanhwi Jang, a Ph.D. student at KAIST's Department of Materials Science and Engineering, Professor Junseong Ahn of Korea University, Sejong Campus, and Dr. Yongrok Jeong of Korea Atomic Energy Research Institute contributed equally as joint first authors, was published in the online edition of the international academic journal Advanced Materials on September 17, and was selected as the back-cover paper in recognition of its excellence. (Paper title: Flexible All-Inorganic Thermoelectric Yarns)

Meanwhile, this study was conducted through the Mid-career Researcher Support Program and the Future Materials Discovery Program of the National Research Foundation of Korea, and the support from the Global Bio-Integrated Materials Center, the Ministry of Trade, Industry and Energy, and the Korea Institute of Industrial Technology Evaluation and Planning (KEIT) upon the support by the Ministry of Science and ICT.
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Data security: Breakthrough in research with personalized health data | ScienceDaily
The research project Federated Secure Computing, funded by the Stifterverband, handles cancer patient data analysis in the European health data space across national borders without sharing any actual data, utilizing the modern cryptographic method -- secure multiparty computation. The European research team includes scientists from LMU Munich, Germany, Fondazione Policlinico Universitario Agostino Gemelli IRCCS, Italy, and cryptography experts from Cybernetica, Estonia.


						
In a new pilot study, the researchers have now presented and tested an approach that overcomes the technical and legal challenges in the demanding context of clinical research on cancer patients while complying with strict European regulations on the protection of patient privacy and data protection. The results of the study have recently been published in the journal npj Digital Medicine.

Hendrik Ballhausen, the initiator of Federated Secure Computing at LMU explains how several partner institutions form a secure computer network: "Neither party has access to the others' data. End-to-end encrypted calculations take place on secret shares across the network. The protocol is mathematically proven to ever only reveal the result of the joint calculation, but never the data of the individual patients."

Health data from patients at LMU University Hospital and the Policlinico Universitario Fondazione Agostino Gemelli in Rome served as the data set. Specifically, the procedure benefits patients with adrenal gland tumours undergoing radiotherapy. Professor Stefanie Corradini, Deputy Clinic Director of Radiotherapy at LMU University Hospital, summarises the motivation: "Through this research, we understand risk factors more precisely and may develop targeted therapies with fewer side effects. This increases the survival rate and quality of life of patients."

"Our institutions provide cutting edge radiotherapy guided by magnetic resonance imaging," adds Luca Boldrini, physician at the Advanced Radiation Therapy Centre "Gemelli ART." "We are just beginning to see data from this modality. By joining forces, our two institutions contribute data on this innovative, and still uncommon, radiotherapy technology twice as fast as it would be possible without the cooperation agreement."

The team built an architecture around Sharemind MPC, the industry-grade platform for secure computing by Estonian company Cybernetica. "Secure Multiparty Computing can vastly enhance privacy and interoperability in the healthcare sector," says Dr. Dan Bogdanov, Chief Scientific Officer at Cybernetica. "If you need strong end-to-end security and proven policy enforcement and compliance, cryptography can provide the tools," Dr. Bogdanov continues.

Close cooperation with data use and access committees, as well as data protection officers was an important part of the effort. The project was supported by a specialist law firm and governed by a cooperation agreement between the three partner institutions, ethics votes and written consent from the patients. "In the future, we need to make better research use of health data, and faster. This is precisely the aim of the Bavarian Cloud for Health Research as part of the Bavarian Highmed agenda," emphasizes Professor Markus Lerch, CEO and Medical Director of LMU University Hospital, supporting the project.

The team is already working on further use cases. Hendrik Ballhausen encourages interested parties from industries, science, and the public sector: "We would like to provide advisory to apply our approach to other areas. Federated Secure Computing stands for modern European data protection that renders data more valuable. This new approach to data protection does not slow down cooperation, instead it facilitates and accelerates further activities."
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Rocky planets orbiting small stars could have stable atmospheres needed to support life | ScienceDaily
Since its launch in late 2021, NASA's James Webb Space Telescope has raised the possibility that we could detect signs of life on exoplanets, or planets outside our solar system.


						
Top candidates in this search are rocky, rather than gaseous, planets orbiting low-mass stars called M-dwarfs -- easily the most common stars in the universe. One nearby M-dwarf is TRAPPIST-1, a star about 40 light years away that hosts a system of orbiting planets under intense scrutiny in the search for life on planets orbiting stars other than the sun.

Previous research questioned the habitability of planets orbiting TRAPPIST-1, finding that intense UV rays would burn away their surface water. That would leave the planet's surface desiccated and, if only the hydrogen part of the water vapor molecules escapes, potentially with huge amounts of reactive oxygen that would inhibit origin-of-life chemistry.

Now, a University of Washington-led study recently published in Nature Communications finds that a sequence of events during the evolution of certain rocky planets orbiting M-dwarfs creates an atmosphere that would be stable over time.

"One of the most intriguing questions right now in exoplanet astronomy is: Can rocky planets orbiting M-dwarf stars maintain atmospheres that could support life?" said lead author Joshua Krissansen-Totton, a UW assistant professor of Earth and space sciences. "Our findings give reason to expect that some of these planets do have atmospheres, which significantly enhances the chances that these common planetary systems could support life."

The James Webb Space Telescope is sensitive enough that it can observe a select few of these planetary systems. Data coming back so far suggests that the hottest rocky planets, closest to the TRAPPIST-1 star, do lack significant atmospheres. But the telescope has not yet been able to clearly characterize planets in the "Goldilocks zone," slightly farther from their star, at a distance most favorable to supporting liquid water and life.

The new study modeled a rocky planet through the course of its molten formation and cooling over hundreds of millions of years into a solid terrestrial planet. Results showed that hydrogen or other light gases did initially escape into outer space. But for planets farther away from the star, where the temperature is more moderate, hydrogen also reacted with oxygen and iron in the planet's interior. This produced water and other, heavier, gases, forming an atmosphere that results show is stable over time.




Results also showed that for these "Goldilocks zone" planets, water rains out of the atmosphere fairly quickly, making the water less likely to escape.

"It's easier for the JWST to observe hotter planets closest to the star because they emit more thermal radiation, which isn't as affected by the interference from the star. For those planets we have a fairly unambiguous answer: They don't have a thick atmosphere," Krissansen-Totton said. "For me, this result is interesting because it suggests that the more temperate planets may have atmospheres and ought to be carefully scrutinized with telescopes, especially given their habitability potential."

The JWST has not yet been able to see whether the planets a little farther from the TRAPPIST-1 star have atmospheres. But if they do, that means they could have surface liquid water and a temperate climate conducive to life.

"With the telescopes that we have now, the James Webb and the extremely large ground-based telescopes coming soon, we're really only going to be able to look at a very small number of habitable zone rocky planets' atmospheres -- it's the TRAPPIST-1 planets and a couple of others," Krissansen-Totton said. "Given the huge interest in the search for life elsewhere, our result suggests that it's worthwhile investing telescope time to continue studying the habitability of these systems with the technology we have now, rather than waiting for the next generation of more powerful telescopes."

Co-authors are Nicholas Wogan, who did this work as a UW graduate student and is now at NASA; Maggie Thompson at Carnegie Institution for Science in Washington, D.C.; and Jonathan Fortney at the University of California, Santa Cruz. This research was supported by NASA.
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A multi-level breakthrough in optical computing | ScienceDaily
For the first time, an international cadre of electrical engineers has developed a new method for photonic in-memory computing that could make optical computing a reality in the near future.


						
The team includes researchers from the University of Pittsburgh Swanson School of Engineering, the University of California -- Santa Barbara, the University of Cagliari, and the Tokyo Institute of Technology (now the Institute of Science Tokyo). Their results were published today in the journal Nature Photonics.

This research has been a collaborative effort jointly coordinated by Nathan Youngblood, assistant professor of electrical and computer engineering at Pitt, together with Paulo Pintus, previously at UC Santa Barbara and now assistant professor at the University of Cagliari, Italy; and Yuya Shoji, associate professor at the Institute of Science Tokyo, Japan.

Until now, researchers have been limited in developing photonic memory for AI processing -- gaining one important attribute like speed while sacrificing another like energy usage. In the article, the international team demonstrates a unique solution that addresses current limitations of optical memory that have yet to combine non-volatility, multibit storage, high switching speed, low switching energy, and high endurance in a single platform.

"The materials we use in developing these cells have been available for decades. However, they have primarily been used for static optical applications, such as on-chip isolators rather than a platform for high performance photonic memory," Youngblood explained. "This discovery is a key enabling technology toward a faster, more efficient, and more scalable optical computing architecture that can be directly programmed with CMOS (complementary metal-oxide semiconductor) circuitry -- which means it can be integrated into today's computer technology.

"Additionally, our technology showed three orders of magnitude better endurance than other non-volatile approaches, with 2.4 billion switching cycles and nanosecond speeds."

The authors propose a resonance-based photonic architecture which leverages the non-reciprocal phase shift in magneto-optical materials to implement photonic in-memory computing.




A typical approach to photonic processing is to multiply a rapidly changing optical input vector with a matrix of fixed optical weights. However, encoding these weights on-chip using traditional methods and materials has proven challenging. By using magneto-optic memory cells comprised of heterogeneously integrated cerium-substituted yttrium iron garnet (Ce:YIG) on silicon micro-ring resonators, the cells cause light to propagate bidirectionally, like sprinters running opposite directions on a track.

Computing by Controlling the Speed of Light

"It's like the wind is blowing against one sprinter while helping the other run faster," explained Pintus, who led the experimental work at UC Santa Barbara. "By applying a magnetic field to the memory cells, we can control the speed of light differently depending on whether the light is flowing clockwise or counterclockwise around the ring resonator. This provides an additional level of control not possible in more conventional non-magnetic materials."

The team is now working to scale up from a single memory cell to a large-scale memory array which can support even more data for computing applications. They note in the article that the non-reciprocal magneto-optic memory cell offers an efficient non-volatile storage solution that could provide unlimited read/write endurance at sub-nanosecond programming speeds.

"We also believe that future advances of this technology could use different effects to improve the switching efficiency," Shoji at Tokyo added, "and that new fabrication techniques with materials other than Ce:YIG and more precise deposition can further advance the potential of non-reciprocal optical computing."

Other researchers on this project include:
    	John E. Bowers, distinguished faculty at University of California at Santa Barbara
    	Mario Dumont, graduate student researcher at University of California at Santa Barbara
    	Duanni Huang, former researcher at University of California at Santa Barbara
    	Galan Moody, faculty at University of California at Santa Barbara
    	Toshiya Murai, researcher at National Institute of Advanced Industrial Science and Technology, Japan
    	Vivswan Shah, graduate student researcher at University of Pittsburgh
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Researchers develop new coatings to boost turbine engine efficiency | ScienceDaily
A University of Virginia-led research team has developed new protective coatings that allow turbine engines to run at higher temperatures before components begin to fail.


						
"Hotter engines are more efficient," said Elizabeth J. Opila, professor and chair of the Department of Materials Science and Engineering at UVA and a lead researcher on the project.

Turbine engines are known for aircraft propulsion, but stationary turbines have many industrial uses, including power generation. They burn fuel to rotate turbine blades, converting mechanical energy to electricity.

"You get more work output per heat input at higher temperatures," Opila said. "The potential benefits drive interest in coatings that act as a barrier against the reactive gases produced by combustion at these high temperatures that can damage turbine blades."

Efficiency translates to less fuel consumption and reduced emissions and operating costs -- which helps account for why the U.S. Department of Energy's ARPA-E ULTIMATE program funded the team's work. They published their findings in the October print issue of Scripta Materialia.

Limits of Today's High-Temperature Materials

Two primary material systems are used in the hot section of turbine engines today:
    	Coated nickel-based superalloys can tolerate up to about 2,200degF -- well short of the DOE's goal of nearly 3,300degF.
    	Ceramic composites use several coating layers to protect against degradation from oxidation, a chemical reaction that occurs with exposure to air and moisture. However, these systems are limited by the melting temperature of one layer, silicon, which melts at 2,577degF.

The UVA-led team focused on another material option called refractory metal alloys. Refractory metals were studied extensively in the 1960s. While durable and heat-resistant, they were abandoned due to poor oxidation resistance.




To protect the alloy, the researchers experimented with rare earth oxides -- chemical compounds that naturally possess strong protective properties -- to come up with one do-it-all coating.

"By combining multiple rare earth oxides, tailoring properties to better protect the underlying substrate can be achieved with just a single layer," said Kristyn Ardrey, a Ph.D. alumna of Opila's lab and first author of the paper. "This allowed us to achieve better performance without complex multi-layer coatings."

A Multidisciplinary Team Approach

Opila's lab created and tested new combinations of rare earth elements, such as yttrium, erbium and ytterbium. To predict the best combinations and improve performance, they worked with UVA associate professors Bi-Cheng Zhou and Prasanna Balachandran, whose labs specialize in computer simulations and machine learning, a form of artificial intelligence.

The team applied the coatings to alloys using two standard manufacturing methods. One technique heats the material to a molten state before spraying on the surface. The other is applied as a liquid mixture that dries and hardens. The researchers tested and compared how well each method performed under extreme heat and reactive conditions, such as exposure to high-temperature steam.

They also partnered with UVA Professor Patrick Hopkins' ExSiTE Lab, which specializes in using lasers to measure heat resistance and material strength.




"This was a collaborative effort," Opila said. "Using machine learning and computational methods allowed us to explore a huge range of possible material combinations, and Patrick's lab was key to understanding the physical characteristics of the materials we developed."

More Work To Be Done

As one of the first research groups to experiment with multicomponent rare earth oxides, the team knows more testing and refinement are needed. Using computer simulations will help them continue improving the coatings and analyze the best ways to apply them.

But their results represent an important step forward in turbine engine technology -- and that's good for everyone.

"Reducing fuel consumption and emissions while improving engine performance is not only good for industries like energy and aviation," Opila said. "It also means a cleaner environment and lower costs for everyday consumers."
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Researchers flip genes on and off with AI-designed DNA switches | ScienceDaily
Researchers at The Jackson Laboratory (JAX), the Broad Institute of MIT and Harvard, and Yale University, have used artificial intelligence to design thousands of new DNA switches that can precisely control the expression of a gene in different cell types. Their new approach opens the possibility of controlling when and where genes are expressed in the body, for the benefit of human health and medical research, in ways never before possible.


						
"What is special about these synthetically designed elements is that they show remarkable specificity to the target cell type they were designed for," said Ryan Tewhey, PhD, an associate professor at The Jackson Laboratory and co-senior author of the work. "This creates the opportunity for us to turn the expression of a gene up or down in just one tissue without affecting the rest of the body."

In recent years, genetic editing technologies and other gene therapy approaches have given scientists the ability to alter the genes inside living cells. However, affecting genes only in selected cell types or tissues, rather than across an entire organism, has been difficult. That is in part because of the ongoing challenge of understanding the DNA switches, called cis-regulatory elements (CREs), that control the expression and repression of genes.

In a paper published in Oct. 23 advanced online issue of Nature, Tewhey and his collaborators not only designed new, never-before-seen synthetic CREs, but used the CREs to successfully activate genes in brain, liver or blood cells without turning on those genes in other cell types.

Tissue- and time-specific instructions

Although every cell in an organism contains the same genes, not all the genes are needed in every cell, or at all times. CREs help ensure that genes needed in the brain are not used by skin cells, for instance, or that genes required during early development are not activated in adults. CREs themselves are not part of genes, but are separate, regulatory DNA sequences -- often located near the genes they control.

Scientists know that there are thousands of different CREs in the human genome, each with slightly different roles. But the grammar of CREs has been hard to figure out, "with no straightforward rules that control what each CRE does," explained Rodrigo Castro, PhD, a computational scientist in the Tewhey lab at JAX and co-first author of the new paper. "This limits our ability to design gene therapies that only effect certain cell types in the human body."

"This project essentially asks the question: 'Can we learn to read and write the code of these regulatory elements?'" said Steven Reilly, PhD, assistant professor of genetics at Yale and one of the senior authors of the study. "If we think about it in terms of language, the grammar and syntax of these elements is poorly understood. And so, we tried to build machine learning methods that could learn a more complex code than we could do on our own."




Using a form of artificial intelligence (AI) called deep learning, the group trained a model using hundreds of thousands of DNA sequences from the human genome that they measured in the laboratory for CRE activity in three types of cells: blood, liver and brain. The AI model allowed the researchers to predict the activity for any sequence from the almost infinite number of possible combinations. By analyzing these predictions, the researchers discovered new patterns in the DNA, learning how the grammar of CRE sequences in the DNA impact how much RNA would be made -- a proxy for how much a gene is activated.

The team, including Pardis Sabeti, MD, DPhil, co-senior author of the study and a core institute member at the Broad Institute and professor at Harvard, then developed a platform called CODA (Computational Optimization of DNA Activity), which used their AI model to efficiently design thousands of completely new CREs with requested characteristics, like activating a particular gene in human liver cells but not activating the same gene in human blood or brain cells. Through an iterative combination of 'wet' and 'dry' investigation, using experimental data to first build and then validate computational models, the researchers refined and improved the program's ability to predict the biological impact of each CRE and enabled the design of specific CREs never before seen in nature.

"Natural CREs, while plentiful, represent a tiny fraction of possible genetic elements and are constrained in their function by natural selection," said study co-first author Sager Gosai, PhD, a postdoctoral fellow in Sabeti's lab. "These AI tools have immense potential for designing genetic switches that precisely tune gene expression for novel applications, such as biomanufacturing and therapeutics, that lie outside the scope of evolutionary pressures."

Pick-and-choose your organ

Tewhey and his colleagues tested the new, AI-designed synthetic CREs by adding them into cells and measuring how well they activated genes in the desired cell type, as well as how good they were at avoiding gene expression in other cells. The new CREs, they discovered, were even more cell-type-specific than naturally occurring CREs known to be associated with the cell types.

"The synthetic CREs semantically diverged so far from natural elements that predictions for their effectiveness seemed implausible," said Gosai. "We initially expected many of the sequences would misbehave inside living cells."

"It was a thrilling surprise to us just how good CODA was at designing these elements," said Castro.




Tewhey and his collaborators studied why the synthetic CREs were able to outperform naturally occurring CREs and discovered that the cell-specific synthetic CREs contained combinations of sequences responsible for expressing genes in the target cell types, as well as sequences that repressed or turned off the gene in the other cell types.

Finally, the group tested several of the synthetic CRE sequences in zebrafish and mice, with good results. One CRE, for instance, was able to activate a fluorescent protein in developing zebrafish livers but not in any other areas of the fish.

"This technology paves the way toward the writing of new regulatory elements with pre-defined functions," said Tewhey. "Such tools will be valuable for basic research but also could have significant biomedical implications where you could use these elements to control gene expression in very specific cell types for therapeutic purposes."
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Physicists discover first 'black hole triple' | ScienceDaily
Many black holes detected to date appear to be part of a pair. These binary systems comprise a black hole and a secondary object -- such as a star, a much denser neutron star, or another black hole -- that spiral around each other, drawn together by the black hole's gravity to form a tight orbital pair.


						
Now a surprising discovery is expanding the picture of black holes, the objects they can host, and the way they form.

In a study appearing in Nature, physicists at MIT and Caltech report that they have observed a "black hole triple" for the first time. The new system holds a central black hole in the act of consuming a small star that's spiraling in very close to the black hole, every 6.5 days -- a configuration similar to most binary systems. But surprisingly, a second star appears to also be circling the black hole, though at a much greater distance. The physicists estimate this far-off companion is orbiting the black hole every 70,000 years.

That the black hole seems to have a gravitational hold on an object so far away is raising questions about the origins of the black hole itself. Black holes are thought to form from the violent explosion of a dying star -- a process known as a supernova, by which a star releases a huge amount of energy and light in a final burst before collapsing into an invisible black hole.

The team's discovery, however, suggests that if the newly-observed black hole resulted from a typical supernova, the energy it would have released before it collapsed would have kicked away any loosely bound objects in its outskirts. The second, outer star, then, shouldn't still be hanging around.

Instead, the team suspects the black hole formed through a more gentle process of "direct collapse," in which a star simply caves in on itself, forming a black hole without a last dramatic flash. Such a gentle origin would hardly disturb any loosely bound, faraway objects.

Because the new triple system includes a very far-off star, this suggests the system's black hole was born through a gentler, direct collapse. And while astronomers have observed more violent supernovae for centuries, the team says the new triple system could be the first evidence of a black hole that formed from this more gentle process.




"We think most black holes form from violent explosions of stars, but this discovery helps call that into question," says study author Kevin Burdge, a Pappalardo Fellow in the MIT Department of Physics. "This system is super exciting for black hole evolution, and it also raises questions of whether there are more triples out there."

The study's co-authors at MIT are Erin Kara, Claude Canizares, Deepto Chakrabarty, Anna Frebel, Sarah Millholland, Saul Rappaport, Rob Simcoe, and Andrew Vanderburg, along with Kareem El-Badry at Caltech.

Tandem motion

The discovery of the black hole triple came about almost by chance. The physicists found it while looking through Aladin Lite, a repository of astronomical observations, aggregated from telescopes in space and all around the world. Astronomers can use the online tool to search for images of the same part of the sky, taken by different telescopes that are tuned to various wavelengths of energy and light.

The team had been looking within the Milky Way galaxy for signs of new black holes. Out of curiosity, Burdge reviewed an image of V404 Cygni -- a black hole about 8,000 light years from Earth that was one of the very first objects ever to be confirmed as a black hole, in 1992. Since then, V404 Cygni has become one of the most well-studied black holes, and has been documented in over 1,300 scientific papers. However, none of those studies reported what Burdge and his colleagues observed.

As he looked at optical images of V404 Cygni, Burdge saw what appeared to be two blobs of light, surprisingly close to each other. The first blob was what others determined to be the black hole and an inner, closely orbiting star. The star is so close that it is shedding some of its material onto the black hole, and giving off the light that Burdge could see. The second blob of light, however, was something that scientists did not investigate closely, until now. That second light, Burdge determined, was most likely coming from a very far-off star.




"The fact that we can see two separate stars over this much distance actually means that the stars have to be really very far apart," says Burdge, who calculated that the outer star is 3,500 astronomical units (AU) away from the black hole (1 AU is the distance between the Earth and sun). In other words, the outer star is 3,500 times father away from the black hole as the Earth is from the sun. This is also equal to 100 times the distance between Pluto and the sun.

The question that then came to mind was whether the outer star was linked to the black hole and its inner star. To answer this, the researchers looked to Gaia, a satellite that has precisely tracked the motions of all the stars in the galaxy since 2014. The team analyzed the motions of the inner and outer stars over the last 10 years of Gaia data and found that the stars moved exactly in tandem, compared to other neighboring stars. They calculated that the odds of this kind of tandem motion are about one in 10 million.

"It's almost certainly not a coincidence or accident," Burdge says. "We're seeing two stars that are following each other because they're attached by this weak string of gravity. So this has to be a triple system."

Pulling strings

How, then, could the system have formed? If the black hole arose from a typical supernova, the violent explosion would have kicked away the outer star long ago.

"Imagine you're pulling a kite, and instead of a strong string, you're pulling with a spider web," Burdge says. "If you tugged too hard, the web would break and you'd lose the kite. Gravity is like this barely bound string that's really weak, and if you do anything dramatic to the inner binary, you're going to lose the outer star."

To really test this idea, however, Burdge carried out simulations to see how such a triple system could have evolved and retained the outer star.

At the start of each simulation, he introduced three stars (the third being the black hole, before it became a black hole). He then ran tens of thousands of simulations, each one with a slightly different scenario for how the third star could have become a black hole, and subsequently affected the motions of the other two stars. For instance, he simulated a supernova, varying the amount and direction of energy that it gave off. He also simulated scenarios of direct collapse, in which the third star simply caved in on itself to form a black hole, without giving off any energy.

"The vast majority of simulations show that the easiest way to make this triple work is through direct collapse," Burdge says.

In addition to giving clues to the black hole's origins, the outer star has also revealed the system's age. The physicists observed that the outer star happens to be in the process of becoming a red giant -- a phase that occurs at the end of a star's life. Based on this stellar transition, the team determined that the outer star is about 4 billion years old. Given that neighboring stars are born around the same time, the team concludes that the black hole triple is also 4 billion years old.

"We've never been able to do this before for an old black hole," Burdge says. "Now we know V404 Cygni is part of a triple, it could have formed from direct collapse, and it formed about 4 billion years ago, thanks to this discovery."

This work was supported, in part, by the National Science Foundation.
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A 'chemical ChatGPT' for new medications | ScienceDaily
Researchers from the University of Bonn have trained an AI process to predict potential active ingredients with special properties. Therefore, they derived a chemical language model -- a kind of ChatGPT for molecules. Following a training phase, the AI was able to exactly reproduce the chemical structures of compounds with known dual-target activity that may be particularly effective medications. The study has now been published in Cell Reports Physical Science.


						
Anyone who wants to delight their granny with a poem on her 90th birthday doesn't need to be a poet nowadays: A short prompt in ChatGPT is all it takes, and within a few seconds the AI spits out a long list of words that rhyme with the birthday girl's name. It can even produce a sonnet to go with it if you like.

Researchers at the University of Bonn have implemented a similar model in their study -- known as a chemical language model. This does not, however, produce rhymes. Instead, the AI displays the structural formulas of chemical compounds that may have a particularly desirable property: They are able to bind to two different target proteins. In the organism, this means, for example, they can inhibit two enzymes at once.

Wanted: Active ingredients with a double effect

"In pharmaceutical research, these types of active compounds are highly desirable due to their polypharmacology," explains Prof. Dr. Jurgen Bajorath. The computational chemistry expert heads the AI in Life Sciences area at the Lamarr Institute for Machine Learning and Artificial Intelligence and the Life Science Informatics program at b-it (Bonn-Aachen International Center for Information Technology) at Uni Bonn. "Because compounds with desirable multi-target activity influence several intracellular processes and signaling pathways at the same time, they are often particularly effective -- such as in the fight against cancer." In principle, this effect can also be achieved by co-administration of different drugs. However, there is a risk of unwanted drug-drug interactions and different compounds are also often broken down at different rates in the body, making it difficult to administer them together.

Finding a molecule that specifically influences the effect of a single target protein is no easy task. Designing compounds that have a predefined double effect is even more complicated. Chemical language models may help here in the future. ChatGPT is trained with billions of pages of written text and learns to formulate sentences itself. Chemical language models work in a similar way, but only have comparably very small amounts of data available for learning. However, in principle, they are also fed with texts, such as what are known as SMILES strings, which show organic molecules and their structure as a sequence of letters and symbols. "We have now trained our chemical language model with pairs of strings," says Sanjana Srinivasan from Bajorath's research group. "One of the strings described a molecule that we know only acts against one target protein. The other represented a compound that, in addition to this protein, also influences a second target protein."

AI learns chemical connections

The model was fed with more than 70,000 of these pairs. This allowed it to acquire an implicit knowledge of how the normal active compounds differed from those with the double effect. "When we then fed it with a compound against a target protein, it suggested molecules on this basis that would act not only against this protein but also against another," explains Bajorath.

The training compounds with the double effect often target proteins that are similar and thus perform a similar function in the body. In pharmaceutical research, however, people are also looking for active ingredients that influence completely different classes of enzymes or receptors. To prepare the AI for this task, fine-tuning took place after the general learning phase. The researchers used several dozen special training pairs to teach the algorithm which different classes of proteins the suggested compounds should target. This is a bit like instructing ChatGPT not to create a sonnet this time, but instead a limerick.

After the fine-tuning, the model actually spat out molecules that have already been shown to act against the desired combinations of target proteins. "This shows that the process works," says Bajorath. In his opinion, however, the strength of the approach is not that new compounds exceeding the effect of available pharmaceuticals can immediately be found. "It is more interesting, from my point of view, that the AI often suggests chemical structures that most chemists would not even think of right away," he explains. "To a certain extent, it triggers 'out of the box' ideas and comes up with original solutions that can lead to new design hypotheses and approaches."
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Capturing carbon from the air just got easier | ScienceDaily
Capturing and storing the carbon dioxide humans produce is key to lowering atmospheric greenhouse gases and slowing global warming, but today's carbon capture technologies work well only for concentrated sources of carbon, such as power plant exhaust. The same methods cannot efficiently capture carbon dioxide from ambient air, where concentrations are hundreds of times lower than in flue gases.


						
Yet direct air capture, or DAC, is being counted on to reverse the rise of CO2 levels, which have reached 426 parts per million (ppm), 50% higher than levels before the Industrial Revolution. Without it, according to the Intergovernmental Panel on Climate Change, we won't reach humanity's goal of limiting warming to 1.5 degC (2.7 degF) above preexisting global averages.

A new type of absorbing material developed by chemists at the University of California, Berkeley, could help get the world to negative emissions. The porous material -- a covalent organic framework (COF) -- captures CO2 from ambient air without degradation by water or other contaminants, one of the limitations of existing DAC technologies.

"We took a powder of this material, put it in a tube, and we passed Berkeley air -- just outdoor air -- into the material to see how it would perform, and it was beautiful. It cleaned the air entirely of CO2. Everything," said Omar Yaghi, the James and Neeltje Tretter Professor of Chemistry at UC Berkeley and senior author of a paper that will appear online Oct. 23 in the journal Nature.

"I am excited about it because there's nothing like it out there in terms of performance. It breaks new ground in our efforts to address the climate problem," he added.

According to Yaghi, the new material could be substituted easily into carbon capture systems already deployed or being piloted to remove CO2 from refinery emissions and capture atmospheric CO2 for storage underground.

UC Berkeley graduate student Zihui Zhou, the paper's first author, said that a mere 200 grams of the material, a bit less than half a pound, can take up as much CO2 in a year -- 20 kilograms (44 pounds) -- as a tree.




"Flue gas capture is a way to slow down climate change because you are trying not to release CO2 to the air. Direct air capture is a method to take us back to like it was 100 or more years ago," Zhou said. "Currently, the CO2 concentration in the atmosphere is more than 420 ppm, but that will increase to maybe 500 or 550 before we fully develop and employ flue gas capture. So if we want to decrease the concentration and go back to maybe 400 or 300 ppm, we have to use direct air capture."

COF vs MOF

Yaghi is the inventor of COFs and MOFs (metal-organic frameworks), both of which are rigid crystalline structures with regularly spaced internal pores that provide a large surface area for gases to stick or adsorb. Some MOFs that he and his lab have developed can adsorb water from the air, even in arid conditions, and when heated, release the water for drinking. He has been working on MOFs to capture carbon since the 1990s, long before DAC was on most people's radar screens, he said.

Two years ago, his lab created a very promising material, MOF-808, that adsorbs CO2, but the researchers found that after hundreds of cycles of adsorption and desorption, the MOFs broke down. These MOFs were decorated inside with amines (NH2 groups), which efficiently bind CO2 and are a common component of carbon capture materials. In fact, the dominant carbon capture method involves bubbling exhaust gases through liquid amines that capture the carbon dioxide. Yaghi noted, however, that the energy intensive regeneration and volatility of liquid amines hinders their further industrialization.

Working with colleagues, Yaghi discovered why some MOFs degrade for DAC applications -- they are unstable under basic, as opposed to acidic, conditions, and amines are bases. He and Zhou worked with colleagues in Germany and Chicago to design a stronger material, which they call COF-999. Whereas MOFs are held together by metal atoms, COFs are held together by covalent carbon-carbon and carbon-nitrogen double bonds, among the strongest chemical bonds in nature.

As with MOF-808, the pores of COF-999 are decorated inside with amines, allowing uptake of more CO2 molecules.




"Trapping CO2 from air is a very challenging problem," Yaghi said. "It's energetically demanding, you need a material that has high carbon dioxide capacity, that's highly selective, that's water stable, oxidatively stable, recyclable. It needs to have a low regeneration temperature and needs to be scalable. It's a tall order for a material. And in general, what has been deployed as of today are amine solutions, which are energy intensive because they're based on having amines in water, and water requires a lot of energy to heat up, or solid materials that ultimately degrade with time."

Yaghi and his team have spent the last 20 years developing COFs that have a strong enough backbone to withstand contaminants, ranging from acids and bases to water, sulfur and nitrogen, that degrade other porous solid materials. The COF-999 is assembled from a backbone of olefin polymers with an amine group attached. Once the porous material has formed, it is flushed with more amines that attach to NH2 and form short amine polymers inside the pores. Each amine can capture about one CO2 molecule.

When 400 ppm CO2 air is pumped through the COF at room temperature (25 degC) and 50% humidity, it reaches half capacity in about 18 minutes and is filled in about two hours. However, this depends on the sample form and could be speeded up to a fraction a minute when optimized. Heating to a relatively low temperature -- 60 degC, or 140 degF -- releases the CO2, and the COF is ready to adsorb CO2 again. It can hold up to 2 millimoles of CO2 per gram, standing out from other solid sorbents.

Yaghi noted that not all the amines in the internal polyamine chains currently capture CO2, so it may be possible to enlarge the pores to bind more than twice as much.

"This COF has a strong chemically and thermally stable backbone, it requires less energy, and we have shown it can withstand 100 cycles with no loss of capacity. No other material has been shown to perform like that," Yaghi said. "It's basically the best material out there for direct air capture."

Yaghi is optimistic that artificial intelligence can help speed up the design of even better COFs and MOFs for carbon capture or other purposes, specifically by identifying the chemical conditions required to synthesize their crystalline structures. He is scientific director of a research center at UC Berkeley, the Bakar Institute of Digital Materials for the Planet (BIDMaP), which employs AI to develop cost-efficient, easily deployable versions of MOFs and COFs to help limit and address the impacts of climate change.

"We're very, very excited about blending AI with the chemistry that we've been doing," he said.

The work was funded by King Abdulaziz City for Science and Technology in Saudi Arabia, Yaghi's carbon capture startup, Atoco Inc., Fifth Generation's Love, Tito's, and BIDMaP. Yaghi's collaborators include Joachim Sauer, a visiting scholar from Humboldt University in Berlin, Germany, and computational scientist Laura Gagliardi from the University of Chicago.
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Ultra-small spectrometer yields the power of a 1,000 times bigger device | ScienceDaily
Spectrometers are technology for reading light that date back to the era of famed 17th-century physicist Isaac Newton. They work by breaking down light waves into their different colors -- or spectra -- to provide information about the makeup of the objects being measured.


						
UC Santa Cruz researchers are designing new ways to make spectrometers that are ultra-small but still very powerful, to be used for anything from detecting disease to observing stars in distant galaxies. Their inexpensive production cost makes them more accessible and customizable for specific applications.

The team of researchers, led by an interdisciplinary collaboration between UC Santa Cruz Professor of Electrical and Computer Engineering Holger Schmidt and Professor of Astronomy and Astrophysics Kevin Bundy, published the details of their device in a paper in APL Photonics, a premier journal in the field.

The researchers demonstrate a novel, extremely high-performance spectrometer that can measure light with a 0.05 nanometers wavelength resolution. That's about 1.6 million times smaller than the width of a human hair, and the same resolution that can be achieved on a device 1,000 times bigger.

"That's essentially as good as a big, standard, expensive spectrometer," said Schmidt, the senior author on the paper and a long-time expert in developing chips for light detection. "That's really pretty impressive and very competitive."

Miniature devices

Miniaturizing spectrometers is an active area of research, as spectrometers are used in many fields but can be as big as a three-story building and extremely expensive. However, miniaturized spectrometers often do not perform as well as bigger instruments, or they are very difficult and expensive to manufacture because they require extremely precise nanofabrication.




UC Santa Cruz researchers have created a device that is able to achieve high performance without such costly manufacturing. Their device is a miniature, high-powered waveguide which is mounted on a chip and used to guide light into a specific pattern, depending on its color.

Information from the chip is fed into a machine learning algorithm that reads the patterns created by different wavelengths of light in order to reconstruct the image with extremely high accuracy and precision -- an approach is called "reconstructive" spectrometry.

This technique produces accurate results because the machine learning algorithms don't require highly precise input to be able to distinguish the light patterns, and can constantly improve upon their own performance and optimize themselves to the hardware.

Because of this, the researchers can make the chips with relatively easy and inexpensive fabrication techniques, in a process that takes hours rather than weeks. The lightweight, compact chips for this project were designed at UCSC, and fabricated and optimized at Brigham Young University in partnership with Schmidt's longtime collaborator Professor Aaron Hawkins and his undergraduate students.

"Compared to more sophisticated chip design, this only requires one photolithography mask which makes the fabrication much easier and much faster," Hawkins said. "Someone with some basic capabilities could reproduce this and create a similar device tuned to their own needs."

Reading the stars

The researchers envision that this technology can be used for a wide range of applications, though their preliminary focus is to create powerful instruments for astronomy research. Because their devices are relatively inexpensive, astronomers could specialize them to their specific research interests, which is practically impossible on much larger instruments that cost millions of dollars.




The research team is working to make the chips functional on the UC-operated Lick Observatory telescope, first to take in light from a star and later to study other astrological events. With such high accuracy on these devices, astronomers could start to understand phenomena such as the makeup of atmospheres on exoplanets, or probing the nature of dark matter in faint dwarf galaxies. The comparatively low cost of these devices would make it easier for scientists to optimize them for their specific research interests, something nearly impossible on traditional devices.

Leveraging long standing expertise at UC Santa Cruz in adaptive optics systems for astronomy, the researchers are collaborating to figure out how to best capture the faint glimmers of light from distant stars and galaxies and feed it through into the miniaturized spectrometer.

"In astronomy, when you try to put something on a telescope and get light through it, you always discover new challenges -- it's much harder than just doing it in the lab. The beauty of this collaboration is that we actually have a telescope, and we can try deploying these devices on the telescope with a good adaptive optics system," Bundy said.

Uses for health and beyond

Beyond astronomy, the research team shows in this paper that the tool is capable of fluorescence detection, which is a noninvasive imaging technique used for many medical applications, such as cancer screening and infectious disease detection.

In the future, they plan to develop the technology for Raman scattering analysis. This is a technique that uses light scattering for the detection of any unique molecule, often used as a specialized test to look for a specific chemical substance, such as the presence of drugs in the human body or toxic pollutants in the environment. Because the system is so straightforward and does not require the use of heavy instrumentation or fluidics like other techniques, it would be convenient and robust for use in the field.

The researchers also demonstrate that the compact waveguides can be placed alongside each other to enhance the performance of the system, as each chip can measure a different spectra and provide more information about whatever light it is observing. In the paper the researchers demonstrate the power of four waveguides working together, but Schmidt envisions that hundreds of chips could be used at once.

This is the first device shown to be able to use multiple chips at once in this way. The researchers will continue to work to improve the sensitivity of the device to get even higher spectral resolution.
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Symbiosis in ancient Corals | ScienceDaily
A research team led by researchers from the Max Planck Institute for Chemistry in Mainz has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.


						
Coral reefs rank among the most biodiverse habitats on Earth and are often referred to as the rainforests of the sea. Modern reef building corals evolved in the Triassic Period around 250 million years ago. They can live in symbiosis with tiny organisms, often algae, that can carry out photosynthesis. This photosymbiosis is particularly beneficial in nutrient-poor waters because it helps the corals to recycle scarce nutrients.

Geological evidence reveals that corals already existed in the Devonian period, over 385 million years ago, for example in the Eifel and Sauerland regions in Germany. Fossilized corals of the extinct orders Tabulata ("honeycomb corals") and Rugosa ("horn corals ") found in these regions indicate that the Rhenish Massif was once covered by a tropical sea during the Middle Devonian period, where huge reefs thrived. However, it is not clear whether the extinct groups of corals of the Devonian had photosymbionts or not.

A research team led by researchers from the Max Planck Institute for Chemistry, the Goethe University Frankfurt, and the Senckenberg Research Institute and Natural History Museum Frankfurt has now demonstrated, using nitrogen isotope analyses, that some extinct corals from the Middle Devonian period were already symbiotic. This represents geochemical evidence of the oldest confirmed photosymbiosis in corals.

Comparison of symbiotic and non-symbiotic corals

The researchers were able to demonstrate the symbiosis by comparing nitrogen isotope values in the organic material of today's symbiotic and of non-symbiotic corals. Nitrogen isotope values, specifically the ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N), are suitable for differentiating between different stages of the food pyramid. For example, researchers can analyze the nitrogen isotopes to determine whether a living organism had a vegetarian or meat-based diet. The higher an organism is in the food pyramid, the higher its nitrogen isotope value. This is because organisms metabolize lighter nitrogen more quickly than heavier nitrogen, leading to easier excretion of the lighter isotope.

Analyzing modern corals revealed a consistent difference: corals that obtain their energy primarily from the photosynthesis of symbiotic algae have lower nitrogen isotope values. In contrast, corals that feed themselves by actively catching plankton have nitrogen isotope values that are higher.




Jonathan Jung from the Max Planck Institute for Chemistry says: "The constant difference in nitrogen isotope values is in line with our expectations and shows the typical jump in the food chain. This is because symbiotic corals are one level below non-symbiotic corals in this hierarchy." The marine geochemist Jung is the first author of the study now published in the journal Nature.

Fossil samples from the Sauerland, Eifel, Western Sahara, and Morocco

Co-author and co-initiator Simon Felix Zoppe from the Goethe University Frankfurt states: "On the basis of this knowledge, we were able to investigate which niche the corals occupied in the Devonian."

To this end, the researchers analyzed freshly collected fossil corals from the Sauerland, and museum specimens from the Eifel, the Western Sahara, and Morocco from the collection of the Senckenberg Research Institute and Natural History Museum Frankfurt.

The difficulty lies in the fact that, in fossils, the proportion of organic material required for analysis is extremely low. However, a team led by Alfredo Martinez-Garcia from the Max Planck Institute laboratory used a novel analytical method that only requires a few milligrams of finely ground fossil coral material.

The fossils also revealed a consistent difference in nitrogen isotope values among individual coral species. Typically, the colony-forming corals of the order Tabulata and Rugosa showed significantly lower nitrogen isotope values than the mostly solitary corals of the order Rugosa. This led the scientists to conclude that certain coral species were already living in photosymbiosis during the Middle Devonian period. "Photosymbiosis could explain why ancient reefs were highly productive and enormous in size despite the nutrient-poor environment," says Alfredo Martinez-Garcia.




The study serves as the start for a more detailed investigation into the nutrient cycle of the Paleozoic era, which includes the Devonian. The method aids in understanding the extent to which the mass extinction of corals and other reef inhabitants towards the end of the Devonian period is connected to ocean nutrient levels. "Moreover, this new insight allows for a better understanding of the food chains of early reefs," adds Eberhard Schindler from the Senckenberg Research Institute and Natural History Museum Frankfurt. This could, in turn, offer valuable insights for understanding contemporary coral ecosystems. Additionally, the researchers aspire to extend their research further into the geological past.

Devonian

The Devonian is a geological period of the Paleozoic Era. It began around 419 million years ago and ended around 359 million years ago. During the Devonian, the tectonic plates on Earth were very active and the Laurussia and Gondwana supercontinents moved closer towards each other together. Huge coral reefs formed in the Middle Devonian, many of which are preserved as fossilized structures in present-day Europe, North America, North Africa, Australia, Siberia, and China.

Nitrogen isotope analysis

The higher the ratio of the nitrogen isotopes 15N to 14N in a sample, the higher the animal's position in the food chain. Animal metabolism generates nitrogenous waste products like ammonium or urea. The excretion of these metabolic products results in an increased ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N) in the organism compared to its food.
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Researchers develop method to 'hear' defects in promising nanomaterial | ScienceDaily
An international research team led by NYU Tandon School of Engineering and KAIST (Korea Advanced Institute of Science and Technology) has pioneered a new technique to identify and characterize atomic-scale defects in hexagonal boron nitride (hBN), a two-dimensional (2D) material often dubbed "white graphene" for its remarkable properties.


						
This advance could accelerate the development of next-generation electronics and quantum technologies.

The team reported that it was able to detect the presence of individual carbon atoms replacing boron atoms in hBN crystals. This discovery was made possible by listening to the electronic "noise" in specially designed transistors, akin to hearing a whisper in a quiet room.

ACS Nano selected the research paper as its cover story for the October 22, 2024 edition.

"In this project, we essentially created a stethoscope for 2D materials," said Davood Shahrjerdi, one of the paper's corresponding authors along with Yong-Hoon Kim. "By analyzing the tiny and rhythmic fluctuations in electrical current, we can 'perceive' the behavior of single atomic defects."

Shahrjerdi is an associate professor in NYU Tandon's Electrical and Computer Engineering Department, a faculty member of NYU WIRELESS, and the Director of the NYU Nanofabrication Cleanroom (NanoFab) that opened in 2023. Kim is Professor of Electrical Engineering at KAIST. Shahrjerdi and Kim are also affiliated faculty at NYU-KAIST Global Innovation and Research Institute where they lead collaborations in the NYU-KAIST Next-Gen Semiconductor Devices and Chips research group.

The NYU-KAIST partnership was officially launched at NYU in September 2022 by the President of South Korea. This historic partnership combines the distinctive strengths of both universities to drive advances in research and education and currently involves over 200 faculty from both institutions.




Single-crystal hBN has emerged as a wonder material in scientific circles, promising to transform fields from unconventional electronics to quantum technologies.

hBN's atomically thin structure and excellent insulating properties make it an ideal medium for hosting exotic physical phenomena that are not possible with conventional materials. The atomic defects in hBN can degrade its electronic properties, sometimes in ways that could be harnessed for quantum technologies.

The NYU team built a transistor using a few-layer thin molybdenum disulfide (another 2D semiconducting material) sandwiched between layers of hBN. By cooling this device to cryogenic temperatures and applying precise electrical voltages, they were able to observe discrete jumps in the current flowing through the transistor.

These jumps, known as random telegraph signals (RTS), occur when electrons are captured and released by defects in the hBN. By carefully analyzing these signals at different temperatures and voltages, the team was able to determine the energy levels and spatial locations of the defects.

"It's like we've developed a microscope that can 'see' individual atoms, but instead of light, we're using electricity," said Zhujun Huang, the paper's first author who was an NYU Tandon ECE Ph.D. student at the time of the study.

The KAIST team then used advanced computer simulations to clarify the atomistic origins of the experimental observations. Specifically, this combination of experiment and theory revealed that the defects are carbon atoms sitting in places where boron atoms should be in the hBN crystal structure.

"Understanding and controlling the defects in 2D materials could have significant implications for the future of electronics and quantum technologies," explained Sharhrjerdi and Kim. "For example, we might be able to create more perfect quantum material platforms for discovery of new physics or single-photon emitters for secure communications."
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NASA reveals prototype telescope for gravitational wave observatory | ScienceDaily
NASA has revealed the first look at a full-scale prototype for six telescopes that will enable, in the next decade, the space-based detection of gravitational waves -- ripples in space-time caused by merging black holes and other cosmic sources.


						
The LISA (Laser Interferometer Space Antenna) mission is led by ESA (European Space Agency) in partnership with NASA to detect gravitational waves by using lasers to measure precise distances -- down to picometers, or trillionths of a meter -- between a trio of spacecraft distributed in a vast configuration larger than the Sun. Each side of the triangular array will measure nearly 1.6 million miles, or 2.5 million kilometers.

"Twin telescopes aboard each spacecraft will both transmit and receive infrared laser beams to track their companions, and NASA is supplying all six of them to the LISA mission," said Ryan DeRosa, a researcher at NASA's Goddard Space Flight Center in Greenbelt, Maryland. "The prototype, called the Engineering Development Unit Telescope, will guide us as we work toward building the flight hardware."

The Engineering Development Unit Telescope, which was manufactured and assembled by L3Harris Technologies in Rochester, New York, arrived at Goddard in May. The primary mirror is coated in gold to better reflect the infrared lasers and to reduce heat loss from a surface exposed to cold space since the telescope will operate best when close to room temperature.

The prototype is made entirely from an amber-colored glass-ceramic called Zerodur, manufactured by Schott in Mainz, Germany. The material is widely used for telescope mirrors and other applications requiring high precision because its shape changes very little over a wide range of temperatures.

The LISA mission is slated to launch in the mid-2030s.
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A fully automated AI-based system for assessing IVF embryo quality | ScienceDaily
A new artificial intelligence-based system can accurately assess the chromosomal status of in vitro-fertilized (IVF) embryos using only time-lapse video images of the embryos and maternal age, according to a study from investigators at Weill Cornell Medicine.


						
The new system, called "BELA," and described in a paper published Sept. 5 in Nature Communications, is the team's latest AI-based platform for assessing whether an embryo has a normal (euploid) or abnormal (aneuploid) number of chromosomes -- a key determinant of IVF success. Unlike prior AI-based approaches, BELA does not need to consider embryologists' subjective assessments of embryos. It thus offers an objective, generalizable measure and, if its utility is confirmed in clinical trials, could someday be used widely in embryology clinics to improve the efficiency of the IVF process.

"This is a fully automated and more objective approach compared to prior approaches, and the larger amount of image data it uses can generate greater predictive power," said study senior author Dr. Iman Hajirasouliha, associate professor of physiology and biophysics and a member of the Englander Institute for Precision Medicine at Weill Cornell Medicine.

The study's first author was Suraj Rajendran, a doctoral student in Dr. Hajirasouliha's laboratory. The embryology work for the study was headed by Dr. Nikica Zaninovic, associate professor of embryology in clinical obstetrics and gynecology and director of the Embryology Laboratory at the Ronald O. Perelman and Claudia Cohen Center for Reproductive Medicine (CRM) at Weill Cornell Medicine and NewYork-Presbyterian/Weill Cornell Medical Center. Dr. Zev Rosenwaks, director and physician-in-chief of the CRM and the Revlon Distinguished Professor of Reproductive Medicine in Obstetrics and Gynecology at Weill Cornell Medicine, co-authored the study.

Embryologists typically assess an IVF embryo's quality by examining it under a microscope. If it looks relatively normal but there are reasons to suspect possible problems, such as in cases of advanced maternal age, they may test its chromosomal status more directly. The "gold standard" test is a somewhat risky, biopsy-like procedure called preimplantation genetic testing for aneuploidy (PGT-A). In recent years, embryologists have been teaming up with computer/AI experts to find ways to automate some of this workflow and improve outcomes. In a 2022 study, Dr. Hajirasouliha and colleagues developed an AI-based system called STORK-A, which uses a single microscopic image of an embryo, plus maternal age and embryologists' scoring, to predict the embryo's ploidy status with about 70 percent accuracy.

The researchers developed BELA to generate accurate ploidy prediction independently of embryologists' assessments. The heart of the system is a machine-learning model that analyzes nine time-lapse video images of an embryo under a microscope in a key interval about five days after fertilization to generate an embryo quality score. The system then uses this score and maternal age to predict euploidy or aneuploidy.

The researchers trained the model on a Weill Cornell Medicine CRM deidentified dataset with image sequences of nearly 2,000 embryos and their PGT-A-tested ploidy status. They then tested the model on new Weill Cornell Medicine CRM datasets and those from separate, large IVF clinics in Florida and Spain. They found that the model predicted ploidy status with moderately higher accuracy than previous versions and worked well for the external and internal datasets.




The next step, the researchers say, is to test BELA's predictive power prospectively in a randomized, controlled clinical trial, which they are currently planning.

"BELA and AI models like it could expand the availability of IVF to areas that don't have access to high-end IVF technology and PGT testing, improving equity in IVF care across the world," Dr. Zaninovic said.

The fact that BELA is set up to process a vast amount of image data for each embryo also suggests to the researchers that it could be used for more than ploidy prediction.

"Our hope is that this model could be useful also for general embryo quality estimation, prediction of the embryo development stage, and other functions that an embryology clinic could tailor for its own needs," Rajendran said.

Many Weill Cornell Medicine physicians and scientists maintain relationships and collaborate with external organizations to foster scientific innovation and provide expert guidance. The institution makes these disclosures public to ensure transparency. For this information, see profiles for Dr. Iman Hajirasouliha and Dr. Nikica Zaninovic. 

The research reported in this story was supported in part by the National Institute of General Medical Sciences, part of the National Institutes of Health, through grant number R35GM138152.
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Reaction conditions tune catalytic selectivity | ScienceDaily
Chemists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have developed a new theoretical framework for more accurately predicting the behavior of catalysts. These collections of atoms lower the energy needed for countless chemical reactions. The study reveals how conditions such as temperature and pressure can change a catalyst's structure, efficiency, and even the products it makes. The findings are published in the journal Chem Catalysis.


						
"Our results highlight the significant impact the reaction environment can have on catalytic performance," said Ping Liu, a theorist in Brookhaven Lab's Chemistry Division who is also an adjunct professor at Stony Brook University (SBU) and oversaw the research. "We show that these catalyst-environment interactions can be used to tune the efficiency and selectivity of catalysts, which could point to new ways to design better catalysts."

For the study, the scientists modeled catalysts that help hydrogen (H2) convert carbon dioxide (CO2), a greenhouse gas, into a range of other products, including methanol. The catalysts were made of palladium (Pd) partnered with other metals -- zinc (Zn) or silver (Ag) -- that scientists had previously shown to be effective for the "CO2 hydrogenation" reaction.

They were motivated by a big discrepancy in earlier research on this reaction. In previously published experiments, metallic palladium preferentially produced formic acid (HCOOH). But theoretical calculations predicted that methanol (H3COH) should be the most energetically favorable product.

"This contradiction between theory and experiment made us wonder why there are differences. What are we missing?" Liu asked.

Hong Zhang, Liu's graduate student at SBU and the first author on the paper, designed a way to find out by modeling what happens during the reaction.

"We developed a framework based on density function theory and kinetic modeling to capture the dynamic behavior and structure of the catalyst under operational reaction conditions," Zhang said.




The density function theory calculations determine the most likely arrangements and interactions of atoms. The kinetic modeling shows how reactants are transformed from one step of the reaction to the next through a series of intermediates. The idea behind this approach is to bridge the gap between studies of catalysts in their purest, just-made condition and studies that look at catalysts after a reaction is complete.

"The reality is that a catalyst often undergoes significant structural changes or phase transitions in the reaction environment," Liu said. "But those reaction-driven dynamics are difficult to capture experimentally at the atomic level, even using the amazing characterization tools we have for studying catalysts in real time."

She noted that the new modeling framework, together with the experimental characterization tools, will provide the precise understanding of catalytic mechanisms that's needed to guide future catalyst designs.

The modeling framework

Zhang explained how the framework works.

"We start with modeling the as-prepared catalyst -- in this case, zinc deposited onto the palladium surface," he said. "Experimentally, after preparing the catalyst, scientists expose the sample to the mixture of hydrogen and carbon dioxide. We do the same thing using modeling," Zhang said.




"We consider many representative 'species' -- reactants and intermediates -- that could be present or could form in the particular reaction conditions and have the potential to be stable, as well as how the surface of the catalyst might change."

Then, the scientists mapped out those "phase changes" in the catalyst under different pressures of carbon dioxide and hydrogen at different temperatures. They discovered which conditions pushed the reaction forward and changed the pathway to produce different products.

At room temperature, they found that the catalytic surface was essentially covered with hydrogen, which blocked the reaction from starting. Raising the temperature produced hydrogen vacancies and gave carbon dioxide access to the active palladium sites. That access initiated the conversion of carbon dioxide and hydrogen to formic acid.

"Going to higher temperatures, we saw even more of a decrease in hydrogen coverage," Liu said.

More hydrogen vacancies further increased the conversion of carbon dioxide.

"This was expected since most reactions proceed faster at higher temperatures," Liu explained. "But we also saw a change in selectivity. The reaction went from producing formic acid to producing more and more carbon monoxide and methanol," she said.

The change in selectivity was somewhat unexpected, but it explained the prior discrepancy between theory and experiment.

"We found that changing the temperature actually changes the active sites of the catalyst, from single hydrogen vacancies to dimers or trimers -- pairs or triplets -- of missing hydrogens," Liu said. "Those larger hydrogen vacancies change the catalyst's selectivity to favor methanol production," she said.

The scientists then validated and verified that the framework will work for modeling other catalysts. They tested it on pure palladium, a bulk alloy of palladium and zinc where the zinc is not just on the subsurface layer, and a bulk alloy of palladium and silver.

"We simply calculated the surface diagram of these catalysts under the experimental conditions that others have studied. Depending on the coverage of the surface in these conditions, we can easily predict the selectivity," Liu said. "In all three cases, the framework we developed can accurately describe the experimentally observed selectivity with significantly reduced computing cost."

This work, she said, has strengthened the interaction of the theoretical and experimental approaches to understanding catalyst structures and mechanisms, as well as how reaction conditions can be used to tune catalytic activity.

"This whole framework goes way beyond the CO2 hydrogenation reaction and the palladium-based catalysts," Liu said. "It provides a way to gain a deeper understanding of catalysts' active sites and how they work under operating conditions. This will help establish a structure-catalysis relationship with enhanced precision, which is essential for the design of active and selective catalysts."

This work was funded by the DOE Office of Science. The calculations used computational resources at the Center for Functional Nanomaterials (CFN), a DOE Office of Science user facility at Brookhaven Lab, and the high-performance SeaWulf computing system of Stony Brook University, made possible by a grant from the National Science Foundation.
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Get a grip: The best thumb position for disc launch speed and spin rate | ScienceDaily
Disc golf is a sport growing in popularity, but there hasn't been much research into the best techniques -- until now.


						
Researcher Zachary Lindsey and his team studied professional and amateur disc golf players in Georgia to analyze the effect of thumb grip on disc-throwing.

"Participants were eager and excited to engage in the study, as there is clearly a thirst for scientific evidence and data to drive progress in the sport so that disc golf enthusiasts can improve their game in recreational and competitive contexts," Lindsey explained.

Research published in AIP Advances, by AIP Publishing, determined that a thumb position of approximately 3 cm from the outer edge of the disc corresponded to the most favorable combination of spin rates and launch speeds.

"While the optimal parameters of a disc golf throw may vary based on physical build, arm speed, and other characteristics of the individual, our data suggests that the ~3 cm position is a sensible starting point for amateur players who might be unsure of where to place their thumb on the disc," Lindsey said.

Lindsey and his team studied 24 total players, with skill level groupings determined by their Professional Disc Golf Association ratings. Like regular golf, there are different types of discs for different distances. The researchers used a mid-range disc equipped with a sensor and took measurements of the angular speed, translational speed, and torque of the disc based on different thumb positions. The thumb positions investigated ranged from 9.40 cm to 2.61 cm from the center of the disc.

Each player performed five throws per grip, resulting in 600 total throws throughout the study. While maximum angular speed and torque were observed when the thumb was furthest from the center, a thumb position of ~3 cm from the outer edge exhibited simultaneously high average angular and translational speeds for all participants.

"We were particularly surprised to observe such a strong linear correlation between spin rate and launch speed across all throws performed in the study. Results showed that throws achieving higher spin rates also tended to have higher launch speeds as well," Lindsey explained.

More research needs to be performed on different discs to solidify this conclusion, but this result could be a great starting point for individuals hoping to increase launch speed and distance.

"Considering the lack of data relating the various details of a disc golf throw to resulting performance, we hope that this study serves as a catalyst for similar research to commence at other institutions."
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How fast is quantum entanglement? | ScienceDaily
Quantum theory describes events that take place on extremely short time scales. In the past, such events were regarded as 'momentary' or 'instantaneous': An electron orbits the nucleus of an atom -- in the next moment it is suddenly ripped out by a flash of light. Two particles collide -- in the next moment they are suddenly 'quantum entangled'.


						
Today, however, the temporal development of such almost 'instantaneous' effects can be investigated. Together with research teams from China, TU Wien (Vienna) has developed computer simulations that can be used to simulate ultrafast processes. This makes it possible to find out how quantum entanglement arises on a time scale of attoseconds. The results have now been published in the journal 'Physical Review Letters'.

Two particles -- one quantum object

If two particles are quantum entangled, it makes no sense to describe them separately. Even if you know the state of this two-particle system perfectly well, you cannot make a clear statement about the state of a single particle. "You could say that the particles have no individual properties, they only have common properties. From a mathematical point of view, they belong firmly together, even if they are in two completely different places," explains Prof. Joachim Burgdorfer from the Institute of Theoretical Physics at TU Wien.

In experiments with entangled quantum particles, scientists are usually interested in maintaining this quantum entanglement for as long as possible -- for example, if they want to use quantum entanglement for quantum cryptography or quantum computers. "We, on the other hand, are interested in something else -- in finding out how this entanglement develops in the first place and which physical effects play a role on extremely short time scales," says Prof. Iva Brezinova, one of the authors of the current publication.

One electron rushes away, one stays with the atom

The researchers looked at atoms that were hit by an extremely intense and high-frequency laser pulse. An electron is torn out of the atom and flies away. If the radiation is strong enough, it is possible that a second electron of the atom is also affected: It can be shifted into a state with higher energy and then orbit the atomic nucleus on a different path.




So after the laser pulse, one electron flies away and one remains with the atom with unknown energy. "We can show that these two electrons are now quantum entangled," says Joachim Burgdorfer. "You can only analyze them together -- and you can perform a measurement on one of the electrons and learn something about the other electron at the same time."

The electron itself does not know when it was 'born'

The research team has now been able to show, using a suitable measurement protocol that combines two different laser beams, that it is possible to achieve a situation in which the 'birth time' of the electron flying away, i.e. the moment it left the atom, is related to the state of the electron that remains behind. These two properties are quantum entangled.

"This means that the birth time of the electron that flies away is not known in principle. You could say that the electron itself doesn't know when it left the atom," says Joachim Burgdorfer. "It is in a quantum-physical superposition of different states. It has left the atom at both an earlier and a later point in time."

Which point in time it 'really' was cannot be answered -- the 'actual' answer to this question simply does not exist in quantum physics. But the answer is quantum-physically linked to the -- also undetermined -- state of the electron remaining with the atom: If the remaining electron is in a state of higher energy, then the electron that flew away was more likely to have been torn out at an early point in time; if the remaining electron is in a state of lower energy, then the 'birth time' of the free electron that flew away was likely later -- on average around 232 attoseconds.

This is an almost unimaginably short period of time: an attosecond is a billionth of a billionth of a second. "However, these differences can not only be calculated, but also measured in experiments," says Joachim Burgdorfer. "We are already in talks with research teams who want to prove such ultrafast entanglements."

The temporal structure of 'instantaneous' events

The work shows that it is not enough to regard quantum effects as 'instantaneous': Important correlations only become visible when one manages to resolve the ultra-short time scales of these effects. "The electron doesn't just jump out of the atom. It is a wave that spills out of the atom, so to speak -- and that takes a certain amount of time," says Iva Brezinova. "It is precisely during this phase that the entanglement occurs, the effect of which can then be precisely measured later by observing the two electrons."
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New fingerprint mass spectrometry method paves the way to solving the proteome | ScienceDaily
Caltech scientists have developed a method driven by machine learning that allows them to accurately measure the mass of individual particles and molecules using complex nanoscale devices. The new technique opens the possibility of using a variety of devices for the measurement of mass and, therefore, the identification of proteins, and could pave the way to determining the sequence of the complete proteome, the collection of all the proteins in an organism.


						
Proteins are the engines of living systems. Which proteins are made, where, and in what amounts can provide important information about the health of systems, clues as to what happens in the case of disease, and potential approaches to fighting disease. But scientists do not yet have a way of characterizing entire proteomes.

"We're now talking about mass spectrometry at the single molecule level; the ability to look at entire proteins in real time without chopping them up," says Michael Roukes, the Frank J. Roshek Professor of Physics, Applied Physics, and Bioengineering and an author of a paper in the journal Nature Communications that describes the new technique. "If we have a single-molecule technique that has high enough throughput so we can measure millions of proteins within a reasonable time, then we can actually understand the complete proteome of organisms, including humans."

Mass spectrometry is a common analytical tool scientists use to accomplish all sorts of molecular sleuthing. Start with a mysterious sample, ionize it (i.e., give it a charge by removing one or more electrons), and send it speeding along a specified path. Then use a magnetic or electric field to give the ions a shove from the side and see how far they move. The lighter and more positively charged the ions, the more they will get deflected; this provides a way to measure the mass and charge of each of the various ions present. With that information, researchers can try to solve for the sample's chemical makeup.

Mass spectrometry is used for many purposes, including the analysis of trace elements in forensics, detection of disease biomarkers, and analysis of pesticide residues. But the initial ionization step is not ideal for all samples, especially biological samples that can be altered by the process.

Things get more complicated when samples become minuscule -- for example, when scientists want to determine the mass of an individual protein. Over the past two decades, with the development of sophisticated nanoscale devices called nanoelectromechanical systems (NEMS), it has become possible to perform a type of mass spectrometry that does not require a sample to first be ionized. This has led to routine measurements of the masses of small molecules in real time. With this approach, scientists do not have to make best guesses when interpreting which chemical species are most likely to be found in a sample. But the method has ruled out certain complex NEMS devices from being used for mass spectrometry.

NEMS mass spectrometry is typically accomplished with a silicon device that you can think of as a tiny beam tethered on either end. When the beam is struck, it resonates like a guitar string and moves up and down with certain mode shapes occurring at different frequencies.




If a sample is placed on such a beam, the individual frequencies of the beam's vibrational modes will change. "From these frequency changes, you can infer the mass of the sample," says John Sader, a Caltech research professor of aerospace and applied physics and lead author of the new paper. "But to do that, you need to know the shape of each mode. That's at the core of all these measurements currently -- you need to know how these devices vibrate."

With the newest NEMS devices, it is not always possible to determine a precise mode shape. That is because, at the nanoscale, there are device-to-device variations or imperfections that can slightly change the mode shapes. And the advanced NEMS devices that researchers have developed to study the fundamental physics of the quantum realm have extremely complicated three-dimensional modes whose frequencies are very close to each other. "You can't just simply calculate the mode shapes and their frequencies using theory and assume these hold during a measurement," Sader says.

A further complication is that the precise location at which a sample is dropped within a device affects the frequency measurements of the beam. Thinking again of that simple beam device, if the sample is placed close to one of the tethered ends, the frequency will not change as much as if it were placed near the center, for example, where the vibrational amplitude is likely to be greater. But with devices roughly a single micron by a single micron in size, it is not possible to visualize the exact placement of a sample.

Fingerprints Indicate Location and Lead to Mass

Sader, Roukes, and their colleagues have developed a new technique they call "fingerprint nanoelectromechanical mass spectrometry," which bypasses these problems.

Following this method, the researchers randomly place a single particle on the NEMS device under ultrahigh vacuum and at ultralow temperature. In real time, they measure how the frequencies of several device modes change with that placement. This allows them to construct a high-dimensional vector representing those changes in frequency, with one vector dimension for each mode. By doing this repeatedly for particles placed in a variety of random locations, they built a library of vectors for the device that is used to train the machine-learning software.




It turns out that each vector is something of a fingerprint. It has an identifying shape -- or direction -- that changes uniquely depending on where a particle lands.

"If I take a particle with an unknown mass and place it anywhere on the NEMS device -- I don't know where it has landed; in fact, I don't really care -- and measure the frequencies of the vibrational modes, it will give me a vector that points in a specific direction," Sader explains. "If I then compare it to all the vectors in the database and find the one which is most parallel to it, that comparison will give me the unknown particle mass. It's simply the magnitude ratio of the two vectors."

Roukes and Sader say that this fingerprint technique can work with any device. The Caltech team theoretically analyzed phononic crystal NEMS devices developed in the lab of their colleague, Stanford physicist Amir Safavi-Naeni, for this study. These advanced NEMS devices effectively trap vibrations so that at certain frequencies they continue to "ring" for a long while, giving researchers plenty of time to gather quality measurements. The fingerprint method enables mass spectrometry measurements with these state-of-the-art devices. In preparation, the team used alternate devices to benchmark their fingerprint method. This included measuring the mass of individual particles of GroEL, a molecular chaperone protein that helps with proper protein folding in the cell.

Roukes notes that for large protein complexes and membrane proteins such as GroEL, standard methods of mass spectrometry are problematic for several reasons. First, those methods provide the total mass and charge, and those measurements do not uniquely identify a single species. For such large complexes, there would be many possible candidates. "You need to disambiguate that in some way," Roukes says. "The preeminent method of disambiguation at this point is taking the puzzle and chopping it up into fragments that are between 3 and 20 amino acids long." Then, he says, you would use pattern recognition to identify the mother molecule from all the daughter fragments. "But you no longer have a unique identifier of what the configuration or conformation of the original thing was because you destroyed it in the process of chopping it up."

The new fingerprint technique, Roukes notes, "is heading toward an alternative called native single-molecule mass spectrometry, where you look at large proteins and protein complexes, one-by-one, in their native form without chopping them up."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241022153832.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Making it easier to verify an AI model's responses | ScienceDaily
Despite their impressive capabilities, large language models are far from perfect. These artificial intelligence models sometimes "hallucinate" by generating incorrect or unsupported information in response to a query.


						
Due to this hallucination problem, an LLM's responses are often verified by human fact-checkers, especially if a model is deployed in a high-stakes setting like health care or finance. However, validation processes typically require people to read through long documents cited by the model, a task so onerous and error-prone it may prevent some users from deploying generative AI models in the first place.

To help human validators, MIT researchers created a user-friendly system that enables people to verify an LLM's responses much more quickly. With this tool, called SymGen, an LLM generates responses with citations that point directly to the place in a source document, such as a given cell in a database.

Users hover over highlighted portions of its text response to see data the model used to generate that specific word or phrase. At the same time, the unhighlighted portions show users which phrases need additional attention to check and verify.

"We give people the ability to selectively focus on parts of the text they need to be more worried about. In the end, SymGen can give people higher confidence in a model's responses because they can easily take a closer look to ensure that the information is verified," says Shannon Shen, an electrical engineering and computer science graduate student and co-lead author of a paper on SymGen.

Through a user study, Shen and his collaborators found that SymGen sped up verification time by about 20 percent, compared to manual procedures. By making it faster and easier for humans to validate model outputs, SymGen could help people identify errors in LLMs deployed in a variety of real-world situations, from generating clinical notes to summarizing financial market reports.

Shen is joined on the paper by co-lead author and fellow EECS graduate student Lucas Torroba Hennigen; EECS graduate student Aniruddha "Ani" Nrusimha; Bernhard Gapp, president of the Good Data Initiative; and senior authors David Sontag, a professor of EECS, a member of the MIT Jameel Clinic, and the leader of the Clinical Machine Learning Group of the Computer Science and Artificial Intelligence Laboratory (CSAIL); and Yoon Kim, an assistant professor of EECS and a member of CSAIL. The research was recently presented at the Conference on Language Modeling.




Symbolic references

To aid in validation, many LLMs are designed to generate citations, which point to external documents, along with their language-based responses so users can check them. However, these verification systems are usually designed as an afterthought, without considering the effort it takes for people to sift through numerous citations, Shen says.

"Generative AI is intended to reduce the user's time to complete a task. If you need to spend hours reading through all these documents to verify the model is saying something reasonable, then it's less helpful to have the generations in practice," Shen says.

The researchers approached the validation problem from the perspective of the humans who will do the work.

A SymGen user first provides the LLM with data it can reference in its response, such as a table that contains statistics from a basketball game. Then, rather than immediately asking the model to complete a task, like generating a game summary from those data, the researchers perform an intermediate step. They prompt the model to generate its response in a symbolic form.

With this prompt, every time the model wants to cite words in its response, it must write the specific cell from the data table that contains the information it is referencing. For instance, if the model wants to cite the phrase "Portland Trailblazers" in its response, it would replace that text with the cell name in the data table that contains those words.




"Because we have this intermediate step that has the text in a symbolic format, we are able to have really fine-grained references. We can say, for every single span of text in the output, this is exactly where in the data it corresponds to," Torroba Hennigen says.

SymGen then resolves each reference using a rule-based tool that copies the corresponding text from the data table into the model's response.

"This way, we know it is a verbatim copy, so we know there will not be any errors in the part of the text that corresponds to the actual data variable," Shen adds.

Streamlining validation

The model can create symbolic responses because of how it is trained. Large language models are fed reams of data from the internet, and some data are recorded in "placeholder format" where codes replace actual values.

When SymGen prompts the model to generate a symbolic response, it uses a similar structure.

"We design the prompt in a specific way to draw on the LLM's capabilities," Shen adds.

During a user study, the majority of participants said SymGen made it easier to verify LLM-generated text. They could validate the model's responses about 20 percent faster than if they used standard methods.

However, SymGen is limited by the quality of the source data. The LLM could cite an incorrect variable, and a human verifier may be none-the-wiser.

In addition, the user must have source data in a structured format, like a table, to feed into SymGen. Right now, the system only works with tabular data.

Moving forward, the researchers are enhancing SymGen so it can handle arbitrary text and other forms of data. With that capability, it could help validate portions of AI-generated legal document summaries, for instance. They also plan to test SymGen with physicians to study how it could identify errors in AI-generated clinical summaries.
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Can cell phone signals help land a plane? | ScienceDaily
Dangling from a weather balloon 80,000 feet above New Mexico, a pair of antennas sticks out from a Styrofoam cooler. From that height, the blackness of space presses against Earth's blue skies. But the antennas are not captivated by the breathtaking view. Instead, they listen for signals that could make air travel safer.


						
Researchers from Sandia National Laboratories and Ohio State University are taking experimental navigation technology to the skies, pioneering a backup system to keep an airplane on course when it cannot rely on global positioning system satellites.

More than 15 miles below the floating cooler, cell phone towers emit a steady hum of radio frequency waves. Hundreds of miles above, non-GPS communications satellites do the same.

The idea is to use these alternative signals to calculate a vehicle's position and velocity.

"We're not trying to replace GPS," Sandia lead researcher Jennifer Sanderson said. "We're just trying to assist it in situations where it's degraded or compromised," which can lead to dangerous situations for pilots and passengers.

The team presented its preliminary data at the Institute of Navigation GNSS+ conference, held from Sept. 16-20 in Baltimore. The research is supported by Sandia's Laboratory Directed Research and Development program.

The case for a GPS backup

There is no question GPS is still the gold standard for navigation. It's fast, precise and reliable. Which might raise the question: Why are researchers developing new navigation methods?




"I worry about relying too heavily on it without a backup," said Sanderson, an expert in navigation algorithms.

GPS, she said, has become part of the fabric of our modern, technological world. As a society, we are constantly plugged into it, whether we are landing a plane, driving through town, mapping crop yields or timing transactions in stock markets. This reliance has researchers like Sanderson concerned about the consequences if the connection is disrupted.

"The impacts of losing GPS could be felt throughout society," she said. Disruptions to GPS are not uncommon. Pilots flying near conflict areas are increasingly likely to lose GPS or discover it is unreliable. The longer they fly without GPS, the higher the risk of accidents.

"Commercial GPS receivers are susceptible to a couple different threats, one being jamming," Sanderson said. Jammers, devices that overwhelm receivers with meaningless signals on GPS frequencies, are illegal but commercially available.

Another problem, she said, is spoofing, which involves using a fake signal to mislead receivers into believing they are in a different location. The technique is no secret, as gaming communities use it to cheat in location-based games like Pokemon Go.

"There are actual apps you can download that allow you to spoof your location, and entire subreddits dedicated to showing you how to use it for various games," Sanderson said.




While spoofing a game may be relatively harmless, Sanderson emphasized it can have real-world consequences when directed at a vehicle. Pilots might not be able to tell if a signal is spoofed or genuine, leading them in the wrong direction.

Project studies signals-of-opportunity at high altitude

Sanderson's idea of navigating using non-GPS signals that happen to be nearby is not entirely new. Scientists refer to it as "signals of opportunity" but have primarily studied it on and near the ground. It has been proposed as a way for autonomous vehicles to navigate through urban canyons, where GPS signals are blocked by towering buildings.

However, it is not a simple task. Instead of extracting time and location information from a GPS signal, receivers of signals-of-opportunity sometimes measure the physical characteristics of radio frequency waves instead.

For example, they can use what's called the Doppler effect. Radio waves from a satellite moving toward a receiver become compressed as they travel, while radio waves from a satellite moving away become stretched out. With some advanced mathematics and enough signals, scientists can determine the source of the signals and calculate the receiver's position.

Sanderson and her team are studying signals-of-opportunity navigation at high altitudes. If they can collect signal data from the stratosphere, they may be able to develop a way to guide vehicles, such as aircraft, using a network of atmospheric radio frequency waves. "So, we strap our payloads to these weather balloons and launch them into the air," she said.

The payloads, which consist of electronic packages attached to a pair of antennas and bundled into an insulated foam cooler, hold the key to understanding signals high above the clouds. Satellite signals are expected to be strong, but there may be dead zones due to the cone-shaped transmission pattern that narrows closer to the source. Satellite coverage over rural areas, like much of New Mexico, may be too sporadic to be useful. The strength of cell tower signals can be calculated theoretically, but it needs to be characterized to be useful in a real-world situation.

"So far, the highest altitude we've reached is about 80,000 feet. In comparison, other studies we've seen have focused on 5,000 to 7,000 feet."

Processing data is the next step of team's scientific journey

As researchers continue to process their first batch of data, they look forward to new milestones and new challenges.

"The not-sexy but very important side of navigation is understanding all your error sources," Sanderson said. "My goal is to have a robust dataset to develop algorithms for real-time systems, enabling hardware tests using actual live-sky data."

Eventually, a functional navigation system will need to match signals to their transmitters in real-time and then calculate position and velocity relative to those sources. However, in this early stage of the research, her team is manually matching received signals to nearby satellites using reference data.

"It can be quite tedious. So, one big aspect we need to address is automating this process," she said.

Despite the challenges, she remains optimistic.

"While we are still processing the flight data, we believe our preliminary findings indicate that we detected cell tower signal beacons at our peak altitude of about 82,000 feet. If these signals are clean enough for navigation, it will significantly change what we thought was possible for alternative navigation," Sanderson said.

Sandia National Laboratories is a multimission laboratory operated by National Technology and Engineering Solutions of Sandia LLC, a wholly owned subsidiary of Honeywell International Inc., for the U.S. Department of Energy's National Nuclear Security Administration. Sandia Labs has major research and development responsibilities in nuclear deterrence, global security, defense, energy technologies and economic competitiveness, with main facilities in Albuquerque, New Mexico, and Livermore, California.
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Soft microelectronics technologies enabling wearable AI for digital health | ScienceDaily
Leveraging rapid technological advances for human health is a global trend, driving the rise of biomedical engineering research. A fast-rising field is wearable biosensors, which have the potential to realise digital healthcare and AI medicine.


						
Developing edge-computing and AI capabilities from wearable sensors enhances their intelligence, critical for the AI of Things, and reduces power consumption by minimising data exchange between sensory terminals and computing units. This enables wearable devices to process data locally, offering real-time processing, faster feedback, and decreased reliance on network connectivity and external devices, thereby enhancing efficiency, privacy, and responsiveness in applications like health monitoring, activity tracking, and smart wearable technology.

However, current sensors lack computing capabilities and their mechanical mismatch with soft tissues leads to motion artifacts, restricting their practical wearable applications.

In response, a research team led by Professor Shiming Zhang of the Department of Electrical and Electronic Engineering at the University of Hong Kong (HKU) has introduced a groundbreaking wearable in-sensor computing platform. This platform is built on an emerging microelectronic device, an organic electrochemical transistor (OECT), invented explicitly for bioelectronics applications. The team established a standardised materials and fabrication protocol to endow OECTs with stretchability. Through those efforts, the built microelectronics platform integrates sensing, computing, and stretchability into one hardware entity, endowing it with an exclusively capability for wearable in-sensor computing applications.

The research team further developed an accessible, multi-channel printing platform to ease the fabrication of the sensors at scale. Through integration with circuits, they demonstrated the platform's ability to measure human electrophysiological signals in real time. Results showed stable, low-power in-situ computing even during motion.

The work has recently been published in Nature Electronics in an article titled "A wearable in-sensor computing platform based on stretchable organic electrochemical transistors."

"We built a wearable in-sensor computing platform using unconventional soft microelectronics technology, providing hardware solutions long sought by emerging fields such as human-machine interfacing, digital health, and AI medicine," said Professor Zhang.

The research team believes their work will push the boundaries of wearables and edge-AI for health. Their next steps include refining the platform and exploring its potential applications in various healthcare settings.

"This groundbreaking work not only showcases the innovative capabilities of the HKU team but also opens new opportunities for wearable technology. The team's dedication to improving the quality of life through advanced health technology is evident in this remarkable achievement." Professor Zhang added.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241022133034.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Going chiral: Breakthrough in synthesizing carbon nanotubes with precise chirality | ScienceDaily
Researchers have achieved a significant breakthrough in the synthesis of carbon nanotubes (CNTs) by developing a novel catalyst that allows for precise control over their atomic arrangement, known as chirality. This advancement paves the way for the creation of innovative semiconductor devices, addressing a challenge that has remained unresolved for over 30 years.


						
The team consisting of researchers across Japan, led by Associate Professor Toshiaki Kato from the Advanced Institute for Materials Research (WPI-AIMR), has successfully synthesized CNTs with a chiral index of (6,5) at an ultra-high purity of over 95%.

These findings were published in ACS Nano on August 20, 2024.

"A carbon nanotube is basically a sheet of carbon rolled into a hollow tube," explains Kato, "While it sounds simple, CNTs are highly sought after for properties such as their exceptional conductivity, optical characteristics, and mechanical strength."

It's no wonder they're nicknamed the "king of nanomaterials." This laundry list of desirable traits makes them a promising option for a truly broad number of applications -- from constructing aircrafts and spaceships to developing biomedical devices.

"The inability to control CNT chirality has been a major barrier to their industrial application, so this project was undertaken to find a catalyst that could consistently produce the desired target," says Kato. Thus far, single-chirality synthesis with a purity of over 90% has only been achieved for (14,4) and (12,6) chiralities.

By introducing a new catalyst composed of nickel (Ni), tin (Sn), and iron (Fe), the researchers have opened a new pathway for chirality-controlled synthesis. This NiSnFe catalyst acts as a highly specialized growth catalyst, enabling the selective synthesis of (6,5) chirality CNTs. Furthermore, these chirality-pure bundle structures of (6,5) CNTs show more than a 20-fold increase in their photoluminescence lifetime, compared to isolated (6,5) CNTs. This technique could potentially be used in the future to achieve other chiralities as well.

The research team anticipates that their findings will lead to significant advancements in how semiconductor devices are manufactured and utilized.
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Technology for precise diagnosis of electric vehicle batteries using small currents | ScienceDaily
Accurately diagnosing the state of electric vehicle (EV) batteries is essential for their efficient management and safe use. KAIST researchers have developed a new technology that can diagnose and monitor the state of batteries with high precision using only small amounts of current, which is expected to maximize the batteries' long-term stability and efficiency.


						
KAIST (represented by President Kwang Hyung Lee) announced on the 17th of October that a research team led by Professors Kyeongha Kwon and Sang-Gug Lee from the School of Electrical Engineering had developed electrochemical impedance spectroscopy (EIS) technology that can be used to improve the stability and performance of high-capacity batteries in electric vehicles.

EIS is a powerful tool that measures the impedance* magnitude and changes in a battery, allowing the evaluation of battery efficiency and loss. It is considered an important tool for assessing the state of charge (SOC) and state of health (SOH) of batteries. Additionally, it can be used to identify thermal characteristics, chemical/physical changes, predict battery life, and determine the causes of failures. *Battery Impedance: A measure of the resistance to current flow within the battery that is used to assess battery performance and condition.

However, traditional EIS equipment is expensive and complex, making it difficult to install, operate, and maintain. Moreover, due to sensitivity and precision limitations, applying current disturbances of several amperes (A) to a battery can cause significant electrical stress, increasing the risk of battery failure or fire and making it difficult to use in practice.

To address this, the KAIST research team developed and validated a low-current EIS system for diagnosing the condition and health of high-capacity EV batteries. This EIS system can precisely measure battery impedance with low current disturbances (10mA), minimizing thermal effects and safety issues during the measurement process.

In addition, the system minimizes bulky and costly components, making it easy to integrate into vehicles. The system was proven effective in identifying the electrochemical properties of batteries under various operating conditions, including different temperatures and SOC levels.

Professor Kyeongha Kwon (the corresponding author) explained, "This system can be easily integrated into the battery management system (BMS) of electric vehicles and has demonstrated high measurement accuracy while significantly reducing the cost and complexity compared to traditional high-current EIS methods. It can contribute to battery diagnosis and performance improvements not only for electric vehicles but also for energy storage systems (ESS)."
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Engineering creates molecules that target cancer-causing proteins | ScienceDaily
For some proteins, a single mutation, or change in its DNA instructions, is all it takes to tip the balance between functioning normally and causing cancer. But despite causing major disease, these slightly mutated proteins can resemble their normal versions so closely that treatments designed to target mutants could also harm healthy cells.


						
Led by researchers at NYU Langone Health and its Perlmutter Cancer Center, a new study describes the development of a biologic, a drug derived from natural biological systems, that targets a mutant cancer protein called HER2 (human epidermal growth factor receptor 2) without attacking its nearly identical normal counterpart on healthy cells. While still in the early stages, this technique could lead to new therapies to treat cancer patients with HER2 mutations with minimal side effects, the researchers say.

"We set out to make an antibody that can recognize a single change in the 600 amino acid building blocks that make up the exposed part of the HER2 protein, which conventional wisdom says is very difficult, said lead study author Shohei Koide, PhD, a professor in the Department of Biochemistry and Molecular Pharmacology at NYU Grossman School of Medicine and member of Perlmutter Cancer Center. "The fact that we were able to detect the difference of a single amino acid so cleanly was a surprise."

The new findings revolve around HER2, a protein that occurs on the surfaces of many cell types and that turns on signaling pathways that control cell growth. It can cause cancer when a single amino acid swap locks the protein into "always-active" mode, which in turn causes cells to divide and multiply uncontrollably.

Cancer can also result when cells accidentally make extra copies of the DNA instructions that code for the normal version of HER2 and express higher levels of the protein on their surfaces. There are a few FDA-approved therapies, including trastuzumab and pertuzumab, that can treat this kind of cancer, but these therapies all work at the level of HER2 on the cell surface, where only low levels of the mutated version of HER2 occur. "That means we cannot mark cancer cells just by looking at HER2 levels," said Dr. Koide, who also serves as director of cancer biologics at NYU Langone. In addition, since some approved therapies cannot tell the difference between mutant and normal HER2, they are more likely to harm healthy cells expressing normal HER2.

Publishing in the journal Nature Chemical Biology online Oct. 22,the study shows how the researchers harnessed their new protein-engineering technique to develop antibodies that recognize only mutant HER2. Antibodies are large, Y-shaped proteins that bind to specific targets and flag down immune cells to destroy those targets.

In a process that mimics natural antibody development, the researchers subjected antibodies to multiple rounds of mutation and selection, looking for variants that recognized mutant HER2 but not the normal version. By taking atomic images with a cryo-electron microscope, the team saw how their new antibodies interacted with HER2 spatially (kept two HER2 molecules from interacting to signal), which let the team continually refine their antibody designs.




But selectively recognizing mutant HER2 was only part of developing an effective cancer treatment, since antibodies need to work with the immune system to kill cancer cells. A particular challenge is the case in which cancer cells have only small numbers of mutant HER2 on their surfaces to which an antibody can attach.

To address this challenge, the researchers converted their antibody into a bispecific T cell engager, a molecule in which the antibody targeting the mutant protein is fused to another antibody that binds to and activates immune cells called T cells. One end of the antibody sticks to the mutant HER2 on a cancer cell, while the other triggers T cells to kill the cancer cell. Further testing showed this method killed mutant HER2 cancer cells in dishes but spared normal ones.

When the researchers tested their T-cell engagers in mice with mutant HER2 tumors, the treatment significantly reduced tumor growth. It did so without causing weight loss or visible sickness in the mice, which suggested the treatment had few side effects in the animals. However, Dr. Koide noted that because there are differences between mouse and human proteins, it is possible the lack of obvious side effects stemmed from the antibody binding even less to mouse wild-type HER2 than to the human version. Future studies will tell.

Moving forward, Dr. Koide said the researchers will continue fine-tuning their antibody with the goal of developing a treatment. While the T cell engager molecule was the most potent of the things they tried, he said, there could be better options they have not tested yet. In addition, they plan to apply their antibody engineering technique to develop highly specific antibodies that may treat other mutant proteins causing cancers.

In addition to Dr. Koide, other NYU Langone researchers involved in this study are lead author Injin Bang, as well as Takamitsu Hattori, Nadia Leloup, Alexis Corrado, Atekana Nyamaa, and Akiko Koide. Other study co-investigators include Ken Geles and Elizabeth Buck, at Black Diamond Therapeutics in New York City. This work was supported by National Institutes of Health grant P30CA01608.

Dr. Bang, Dr. Hattori, Dr. Leloup, Dr. A. Koide, Dr. Geles, Dr. Buck, and Dr. S. Koide are listed as inventors of a patent application for the therapy described in this study, from which they may benefit financially. Dr. S. Koide is a co-founder and holds equity in Aethon Therapeutics, and Revalia Bio, and receives consulting fees from Aethon Therapeutics. He has received research funding from Aethon Therapeutics, argenx BVBA, Black Diamond Therapeutics, and PureTech Health. Dr. Geles and Dr. Buck hold equity in Black Diamond Therapeutics. These relationships are managed in keeping with the policies of NYU Langone.
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Wearable cameras allow AI to detect medication errors | ScienceDaily
A team of researchers says it has developed the first wearable camera system that, with the help of artificial intelligence, detects potential errors in medication delivery.


						
In a test whose results were published today, the video system recognized and identified, with high proficiency, which medications were being drawn in busy clinical settings. The AI achieved 99.6% sensitivity and 98.8% specificity at detecting vial-swap errors.

The findings are reported Oct. 22 in npj Digital Medicine.

The system could become a critical safeguard, especially in operating rooms, intensive-care units and emergency-medicine settings, said co-lead author Dr. Kelly Michaelsen, an assistant professor of anesthesiology and pain medicine at the University of Washington School of Medicine.

"The thought of being able to help patients in real time or to prevent a medication error before it happens is very powerful," she said. "One can hope for a 100% performance but even humans cannot achieve that. In a survey of more than 100 anesthesia providers, the majority desired the system to be more than 95% accurate, which is a goal we achieved."

Drug administration errors are the most frequently reported critical incidents in anesthesia, and the most common cause of serious medical errors in intensive care. In the bigger picture, an estimated 5% to 10% of all drugs given are associated with errors. Adverse events associated with injectable medications are estimated to affect 1.2 million patients annually at a cost of $5.1 billion.

Syringe and vial-swap errors most often occur during intravenous injections in which a clinician must transfer the medication from vial to syringe to the patient. About 20% of mistakes are substitution errors in which the wrong vial is selected or a syringe is mislabeled. Another 20% of errors occur when the drug is labeled correctly but administered in error.




Safety measures, such as a barcode system that quickly reads and confirms a vial's contents, are in place to guard against such accidents. But practitioners might sometimes forget this check during high-stress situations because it is an extra step in their workflow.

The researchers' aim was to build a deep-learning model that, paired with a GoPro camera, is sophisticated enough to recognize the contents of cylindrical vials and syringes, and to appropriately render a warning before the medication enters the patient.

Training the model took months. The investigators collected 4K video of 418 drug draws by 13 anesthesiology providers in operating rooms where setups and lighting varied. The video captured clinicians managing vials and syringes of select medications. These video snippets were later logged and the contents of the syringes and vials denoted to train the model to recognize the contents and containers.

The video system does not directly read the wording on each vial, but scans for other visual cues: vial and syringe size and shape, vial cap color, label print size.

"It was particularly challenging, because the person in the OR is holding a syringe and a vial, and you don't see either of those objects completely. Some letters (on the syringe and vial) are covered by the hands. And the hands are moving fast. They are doing the job. They aren't posing for the camera," said Shyam Gollakota, a coauthor of the paper and professor at the UW's Paul G. Allen School of Computer Science & Engineering.

Further, the computational model had to be trained to focus on medications in the foreground of the frame and to ignore vials and syringes in the background.




"AI is doing all that: detecting the specific syringe that the healthcare provider is picking up, and not detecting a syringe that is lying on the table," Gollakota said.

This work shows that AI and deep learning have potential to improve safety and efficiency across a number of healthcare practices. Researchers are just beginning to probe the potential, Michaelsen said.

The study also included researchers from Carnegie Mellon University and Makerere University in Uganda. The Toyota Research Institute built and tested the system.

The Washington Research Foundation, Foundation for Anesthesia Education and Research, and a National Institutes of Health grant (K08GM153069) funded the work.
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New simultaneous lithium and magnesium extraction technology | ScienceDaily
Demand for lithium -- critical to powering sustainable technologies -- is rapidly growing but up to 75 percent of the world's lithium-rich saltwater sources remain untappable using current methods.


						
With some predicting global lithium supply could fall short of demand as early as 2025, the innovative technology -- EDTA-aided loose nanofiltration (EALNF) -- sets a new standard in lithium processing. The technology uniquely extracts both lithium and magnesium simultaneously, unlike traditional methods that treat magnesium salts as waste, making it smarter, faster and more sustainable.

The work, co-led by Dr Zhikao Li, from the Monash Suzhou Research Institute and the Department of Chemical and Biological Engineering, and Professor Xiwang Zhang from the University of Queensland, promises to meet the surging demand for lithium and paves the way for more sustainable and efficient extraction practices.

Studies undertaken on brines from China's Longmu Co Lake and Dongtai Lake, published today in Nature Sustainability, demonstrate how the innovative method could efficiently extract lithium from low-grade brines with high magnesium content. At the heart of the innovation is a type of nanofiltration that uses a selective chelating agent to separate lithium from other minerals, especially magnesium, which is often present in brines and difficult to remove.

"High-altitude salt brine flats in countries like China (Tibet and Qinghai) and Bolivia are examples of areas with tougher brine conditions that have traditionally been ignored. In remote desert areas, the vast amounts of water, chemicals and infrastructure required for conventional extraction just aren't available either, underscoring the need for innovative technologies," Dr Li said.

"With Monash University's EALNF technology, these can now be commercially viable sources of lithium and valuable contributors to the global supply chain. Our technology achieves 90 percent lithium recovery, nearly double the performance of traditional methods, while dramatically reducing the time required for extraction from years to mere weeks."

The technology also turns leftover magnesium into a valuable, high-quality product that can be sold, reducing waste and its impact on the environment.

Beyond its advanced efficiency, the EALNF system brings innovation to address major environmental concerns associated with lithium extraction. Unlike conventional methods that deplete vital water resources in arid regions, the technology produces freshwater as a by-product.

Dr Li said the system was flexible and ready for large-scale use, meaning it can quickly expand from testing to full industrial operations.

"This breakthrough is crucial for avoiding a future lithium shortage, making it possible to access lithium from hard-to-reach sources and helping power the shift to clean energy."
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Novel 2D electro-polaritonic platform for future miniaturized spectrometers | ScienceDaily
Polaritons are coupled excitations of electromagnetic waves with either charged particles or vibrations in the atomic lattice of a given material. They are widely used in nanophotonics because of their ability to confine light at extremely small volumes, on the order of nanometers, which is essential to enhance light-matter interactions. Two-dimensional materials (that is, materials only one-atom thick) are commonly used for this purpose, since the polaritons they host show even more extreme confinement, lower energy losses -resulting in longer lifetimes, and higher tunability than bulk materials. To achieve even greater control over light confinement and enhance polaritonic properties further, nanoscale structures called nanoresonators can be employed. Moreover, when light interacts with a nanoresonator, it excites polaritons, which oscillate and resonate at specific frequencies determined by the geometry and material properties of the resonator, enabling precise manipulation of light at the nanoscale.


						
While the use of polaritons for light confinement is an established practice, there is still room for improvement regarding the methods aimed at probing them. In the past years, optical measurements have become a common choice, but their bulky detectors require external equipment. This limits the miniaturization of the detection system and the signal clarity (known as the signal-to-noise ratio) one can obtain from the measurements, which in turn hinders the application of polaritonic properties in areas where these two features are essential, such as molecular sensing.

Now, researchers from ICFO Dr. Sebastian Castilla, Dr. Hitesh Agarwal, Dr. David Alcaraz, Dr. Adria Grabulosa, Matteo Ceccanti, Dr. Roshan Krishna Kumar, led by ICREA Prof. Frank Koppens; the University of Ioannina; Universidade do Minho; the International Iberian Nanotechnology Laboratory; Kansas State University; the National Institute for Materials Science (Tsukuba, Japan); POLIMA (University of Southern Denmark); and URCI (Institute of Materials Science and Computing, Ioannina) have demonstrated in a Nature Communications article the integration of 2D polaritons with a detection system into the same 2D material. The integrated device enables, for the first time, spectrally resolved electrical detection of 2D polaritonic nanoresonators, and marks a significant step towards device miniaturization.

The team applied electrical spectroscopy to a stack of three layers of 2D materials, specifically, an hBN (hexagonal boron-nitrate) layer was placed on top of graphene, which was layered on another hBN sheet. During the experiments, researchers identified several advantages of electrical spectroscopy compared to commercial optical techniques. With the former, the spectral range covered is significantly broader (that is, it spans a wider range of frequencies, including the infrared and terahertz ranges), the required equipment is significantly smaller, and the measurements present higher signal-to-noise ratios.

This electro-polaritonic platform represents a breakthrough in the field owing to two main features. First, an external detector for spectroscopy, required by most optical techniques, is no longer needed. A single device serves at the same time as a photodetector and a polaritonic platform, therefore enabling further miniaturization of the system. And second, while in general higher light confinement is detrimental to the quality of this confinement (for instance, shortening durations of light trapping), the integrated device successfully overcomes this limitation. "Our platforms have exceptional quality, achieving record-breaking optical lateral confinement and high-quality factors of up to 200, approximately. This exceptional level of both confinement and quality of graphene significantly enhances the photodetection efficiency," explains Dr. Sebastian Castilla, first co-author of the article.

Moreover, the electrical spectroscopy approach enables the probing of extremely small 2D polaritons (with lateral sizes of around 30 nanometers). "That was highly challenging to detect with conventional techniques due to the imposed resolution limitations ," he adds.

Castilla now reflects on what future discoveries could be unlocked by their new approach. "Sensing, hyperspectral imaging, and optical spectrometry applications could benefit from this electro-polaritonic integrated platform. For instance, in the case of sensing, on-chip electrical detection of molecules and gases could become possible," he suggests. "I believe that our work will open the door to many applications that the bulky nature of standard commercial platforms has been inhibiting."
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Microplastics and PFAS: Combined risk and greater environmental harm | ScienceDaily
The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.


						
Researchers at the University of Birmingham investigated the environmental effects of microplastics and PFAS and showed that, combined, they can be very harmful to aquatic life.

Microplastics are tiny plastic particles that come from plastic bottles, packaging, and clothing fibres. PFAS (Per- and Polyfluoroalkyl Substances) are a group of chemicals used in everyday items like non-stick cookware, water-resistant clothing, firefighting foams, and numerous industrial products. PFAS and microplastic are known as "forever chemicals" because they don't break down easily and can build up in the environment, leading to potential risks for both wildlife and humans.

Both PFAS and microplastics can be transported through water systems on long distances, all the way to the Arctic. They are often released together from consumer products. Yet, their combined effects, and also the ways in which they interact with other polluting compounds in the environment, remain poorly understood.

To better understand the combined impact of these pollutants, researchers used Daphnia, commonly known as water fleas. These tiny creatures are often used to monitor pollution levels because they are highly sensitive to chemicals, making them ideal for determining safe chemical limits in the environment.

In this study, published in Environmental Pollution, the team compared two groups of water fleas: one that had never been exposed to chemicals and another that had experienced chemical pollution in the past. This unique approach was possible thanks to Daphnia's ability to remain dormant for long periods, allowing researchers to "resurrect" older populations with different pollution histories.

Both groups of Daphnia were exposed for their entire life cycle to a mixture of microplastics of irregular shapes -- reflecting natural conditions- together with two PFAS chemicals at levels typically found in lakes.




The team showed that PFAS and microplastics together caused more severe toxic effects than each chemical alone. The most worrying result was developmental failures, observed together with delayed sexual maturity and stunted growth. When combined, the chemicals caused Daphnia to abort their eggs and to produce fewer offspring. These effects were more severe in Daphnia historically exposed to pollutants, making them less tolerant to the tested forever chemicals.

Importantly, the study found that the two chemicals lead to greater harm when combined -- 59% additive and 41% synergistic interactions were observed across critical fitness traits, such as survival, reproduction and growth.

Lead researcher Professor Luisa Orsini emphasized the importance of the findings: "Understanding the chronic, long-term effects of chemical mixtures is crucial, especially when considering that previous exposures to other chemicals and environmental threats may weaken organisms' ability to tolerate novel chemical pollution.

"Our research paves the way for future studies on how PFAS chemicals affect gene function, providing crucial insights into their long-term biological impacts. These findings will be relevant not only to aquatic species but also to humans, highlighting the urgent need for regulatory frameworks that address the unintended combinations of pollutants in the environment. Regulating chemical mixtures is a critical challenge for protecting our water systems."

Dr Mohamed Abdallah, co-leading the research, said: "Current regulatory frameworks focus on testing the toxicity of individual chemicals, mostly using acute (short) exposure approaches. It is imperative that we investigate the combined impacts of pollutants on wildlife throughout their lifecycle to get better understanding of the risk posed by these pollutants under real-life conditions. This is crucial to drive conservation efforts and inform policy on facing the growing threat of emerging contaminants such as forever chemicals."

Novel tools in chemical and biological screening with advances in artificial intelligence mean that we can understand the complex interactions among chemicals in the environment. Revising current methods for assessing environmental toxicity is therefore not only possible but imperative."
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AI eye to eye with ophthalmologists in diagnosing corneal infections, study finds | ScienceDaily
Eye care specialists could see artificial intelligence help in diagnosing infectious keratitis (IK), a leading cause of corneal blindness worldwide, as a new study finds that deep learning models showed similar levels of accuracy in identifying infection.


						
In a meta-analysis study published in eClinicalMedicine, Dr Darren Ting from the University of Birmingham conducted a review with a global team of researchers analysing 35 studies that utilised Deep Learning (DL) models to diagnose infectious keratitis.

AI models in the study matched the diagnostic accuracy of ophthalmologists, exhibiting a sensitivity of 89.2% and specificity of 93.2%, compared to ophthalmologists' 82.2% sensitivity and 89.6% specificity.

The models in the study had analysed over 136,000 corneal images combined, and the authors say that the results further demonstrate the potential use of artificial intelligence in clinical settings.

Dr Darren Ting, Senior author of the study, Birmingham Health Partners (BHP) Fellow and Consultant Ophthalmologist, University of Birmingham said:

"Our study shows that AI has the potential to provide fast, reliable diagnoses, which could revolutionise how we manage corneal infections globally. This is particularly promising for regions where access to specialist eye care is limited, and can help to reduce the burden of preventable blindness worldwide."

The AI models also proved effective at differentiating between healthy eyes, infected corneas, and the various underlying causes of IK, such as bacterial or fungal infections.

While these results highlight the potential of DL in healthcare, the study's authors emphasised the need for more diverse data and further external validation to increase the reliability of these models for clinical use.

Infectious keratitis, an inflammation of the cornea, affects millions, particularly in low- and middle-income countries where access to specialist eye care is limited. As AI technology continues to grow and play a pivotal role in medicine, it may soon become a key tool in preventing corneal blindness globally.
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Screen-free bedtimes boost toddler sleep, new research shows | ScienceDaily
A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.


						
It is widely recognised that poor sleep in early childhood is linked to negative outcomes such as health problems, developmental difficulties, and behavioural issues.

The Bedtime Boost study, funded by the Nuffield Foundation is the first RCT supporting paediatric guidance to limit toddler screen time before bed.

Researchers from University of Bath, University of the Arts London (UAL), Birkbeck, Queen Mary University of London, and King's College London recruited families with 16- to 30-month-old toddlers from across London.

One hundred and five families who already used screens with their child before bed were randomly allocated to either the intervention -- parents were asked to remove all screen time in the hour before bed and use a Bedtime Box containing non-screen-based activities instead (e.g. calming play, reading or puzzles) over a 7-week period; or to control conditions, with matched activities but no mention of screen time. Toddler sleep was recorded before and after the intervention using a wearable motion tracker.

Parents in the intervention group were able to successfully remove toddlers' screen time before bed, and toddlers' sleep quality improved, with more efficient nighttime sleep and fewer night awakenings.

Professor Rachael Bedford, who oversaw the research at the University of Bath and is now Head of the Queen Mary Child Development Lab and co-lead on the project said:

"We worked closely with parents and early years practitioners to ensure the Bedtime Boost intervention was low-cost and easy to implement. Results suggest the trial was highly feasible for parents, with all of the intervention families completing the trial. However, further work is needed to understand how the varied ways in which families use screen media may influence these effects."




Study lead Professor Tim Smith, UAL Creative Computing Institute, said:

"Previous correlational studies have shown that the more screen time toddlers have, the worse they sleep. But it was not possible to know if the screen use was causing sleep problems or vice versa. The Bedtime Boost study provides the first preliminary evidence that removing toddler screen use before bed may lead to better sleep. Further work is required to replicate these effects in a larger number of families."

The intervention was co-created with families and early-years experts, including representatives from the Early Years Alliance, National Childbirth Trust, The Sleep Charity, and children's centre staff, to ensure the intervention was as inclusive as possible.
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Dangers of the metaverse and VR for US youth revealed in new research | ScienceDaily
The metaverse, a space where the lines between physical and digital realities blur, is rising among younger populations. As of March, 33% of teens own a virtual reality (VR) device and 13% use it weekly.


						
With the metaverse offering richer emotional experiences, youth may be particularly vulnerable to significant harm in these immersive spaces, underscoring the need to explore potential risks.

Unfortunately, research of online victimization in the metaverse is sorely lacking. A new study by Florida Atlantic University, in collaboration with the University of Wisconsin-Eau Claire, is one of the first to examine the experiences of harm in the metaverse among youth in the United States. Using a nationally-representative sample of 5,005 13 to 17 year olds in the U.S., researchers focused on their experiences with VR devices, including 12 specific types of harm experienced, protective strategies employed, and differences in experiences between boys and girls.

Results of the study, published in the journal New Media & Society, found a significant percentage of youth reported experiencing various forms of harm in these spaces, including hate speech, bullying, harassment, sexual harassment, grooming behaviors (predators building trust with minors), and unwanted exposure to violent or sexual content. The study also revealed notable gender differences in experiences.

Among the study findings:
    	32.6% of youth own a VR headset (41% of boys vs. 25.1% of girls)
    	More than 44% received hate speech/slurs (8.9% many times); 37.6% experienced bullying; and 35% faced harassment
    	Almost 19% experienced sexual harassment; 43.3% dealt with trolling; 31.6% were maliciously obstructed; and 29.5% experienced threats
    	More than 18% were doxed (publicly revealing someone's personal information without their consent); and 22.8% were catfished (creating a false identity online to deceive someone, typically for romantic purposes)
    	Nearly 21% faced unwanted violent or sexual content; 18.1% experienced grooming or predatory behavior; and 30% were targeted for factors like weight, sexual preference, sexual orientation or political affiliation
    	Boys and girls experienced similar patterns of mistreatment, but girls experienced sexual harassment and grooming/predatory behavior more frequently than boys. Boys and girls were equally as likely to be targeted because of their voice, avatar, race, religion or disability.

"Certain populations of youth are disproportionately susceptible to harm such grooming, especially those who suffer from emotional distress or mental health problems, low self-esteem, poor parental relationships and weak family cohesion," said Sameer Hinduja, Ph.D., first author, a professor in the School of Criminology and Criminal Justice within FAU's College of Social Work and Criminal Justice, co-director of the Cyberbullying Research Center, and a faculty associate at the Berkman Klein Center at Harvard University. "Due to the unique characteristics of metaverse environments, young people may need extra attention and support. The immersive nature of these spaces can amplify experiences and emotions, highlighting the importance of tailored resources to ensure their safety and well-being."

Findings also reveal that girls employed in-platform safety measures significantly more so than boys such as "Space Bubble," "Personal Boundary" and "Safe Zone."

"We found that girls are more likely to select avatars designed to reduce the risk of harassment and to use in-platform tools to maintain a safe distance from others. Additionally, both boys and girls feel comfortable leaving metaverse rooms or channels like switching servers in response to potential or actual victimization, although overall, youth tend to use these safety features infrequently," said Hinduja.




Among the recommendations offered to youth by the researchers include:
    	Using platform-provided safety features to restrict unwanted interactions and infringements upon their personal space. It is also essential that youth understand and take advantage of the safety features available within metaverse experiences, including blocking, muting, and reporting functionalities.
    	Continued research and development in these areas to determine how to meet the needs of users in potential or actual victimization contexts
    	Streamlining platform reporting mechanisms to ensure swift action is taken against perpetrators
    	Age-gating mechanisms for metaverse environments where mature content and interactions proliferate
    	Encouraging parents and guardians to take the time to familiarize themselves with available parental control features on VR devices and metaverse platforms to set boundaries, monitor activities, and restrict certain features as needed. An active mediation approach is ideal, where they engage in open and supportive dialogue with children about their metaverse experiences.
    	The integration of updated, relevant, and accessible digital citizenship and media literacy modules into school curricula to provide youth with the necessary knowledge and skills to navigate VR and other emerging technologies safely and responsibly
    	Consideration by content creators of the ethical implications of their metaverse creations, ensuring that they promote inclusivity, respect, and discourage any form of harassment. They should strive to make their virtual experiences accessible to users from diverse backgrounds, languages, cultures and abilities.

"VR concerns of parents and guardians generally reflect and align with their historical anxieties about video games, excessive device use, its sedentary nature, cognitive development, and stranger danger," said Hinduja. "There remains so much promise with these new technologies, but vigilance is required when it comes to the unique challenges they present as well as the unique vulnerabilities that certain youth users may have. As such, it's 'all hands on deck' to build a safer and more inclusive metaverse as it continues to evolve."

Study co-author is Justin Patchin, Ph.D., a professor of criminal justice, University of Wisconsin-Eau Claire and co-director of the Cyberbullying Research Center.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241022104454.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Showing AI users diversity in training data boosts perceived fairness and trust | ScienceDaily
While artificial intelligence (AI) systems, such as home assistants, search engines or large language models like ChatGPT, may seem nearly omniscient, their outputs are only as good as the data on which they are trained. However, ease of use often leads users to adopt AI systems without understanding what training data was used or who prepared the data, including potential biases in the data or held by trainers. A new study by Penn State researchers suggests that making this information available could shape appropriate expectations of AI systems and further help users make more informed decisions about whether and how to use these systems.


						
The work investigated whether displaying racial diversity cues -- the visual signals on AI interfaces that communicate the racial composition of the training data and the backgrounds of the typically crowd-sourced workers who labeled it -- can enhance users' expectations of algorithmic fairness and trust. Their findings were recently published in the journal Human-Computer Interaction.

AI training data is often systematically biased in terms of race, gender and other characteristics, according to S. Shyam Sundar, Evan Pugh University Professor and director of the Center for Socially Responsible Artificial Intelligence at Penn State.

"Users may not realize that they could be perpetuating biased human decision-making by using certain AI systems," he said.

Lead author Cheng "Chris" Chen, assistant professor of communication design at Elon University, who earned her doctorate in mass communications from Penn State, explained that users are often unable to evaluate biases embedded in the AI systems because they don't have information about the training data or the trainers.

"This bias presents itself after the user has completed their task, meaning the harm has already been inflicted, so users don't have enough information to decide if they trust the AI before they use it," Chen said

Sundar said that one solution would be to communicate the nature of the training data, especially its racial composition.




"This is what we did in this experimental study, with the goal of finding out if it would make any difference to their perceptions of the system," Sundar said.

To understand how diversity cues can impact trust in AI systems, the researchers created two experimental conditions, one diverse and one non-diverse. In the former, participants viewed a short description of the machine learning model and data labeling practice, along with a bar chart showing an equal distribution of facial images in the training data from three racial groups: white, Black and Asian, each making up about one-third of the dataset. In the condition without racial diversity, the bar chart showed that 92% of the images belonged to a single dominant racial group. Similarly, for labelers' backgrounds, balanced representation was maintained with roughly one-third each of white, Black and Asian labelers. The non-diverse condition showed a bar chart conveying that 92% of labelers were from a single racial group.

Participants first reviewed data cards that showed training data characteristics of an AI-powered facial expression classification AI tool called HireMe. They then watched automated interviews of three equally qualified male candidates of different races. The candidates' neutral facial expressions and tone were analyzed in real time by the AI system and presented to participants, highlighting the most prominent expression and each candidate's employability.

Half the participants were exposed to racially biased performance by the system, in that it was manipulated by the experimenters to favor the white candidate, rating his neutral expression as joyful and suitable for the job, while interpreting the Black and Asian candidates' expressions as anger and fear, respectively. In the unbiased condition, the AI identified joy as each candidate's prominent expression and equally noting them as good fits for the position. Participants were then asked to provide feedback on the AI's analysis, rating their agreement on a five-point scale and selecting the most appropriate emotion if they disagreed.

"We found that showing racial diversity in training data and labelers' backgrounds increased users' trust in the AI," Chen said. "The opportunity to provide feedback also helped participants develop a higher sense of agency and increased their potential to use the AI system in the future."

However, the researchers noted that providing feedback about an unbiased system reduced usability for white participants. Because their perception was the the system was already functioning correctly and fairly, they saw little need to provide feedback and viewed it as an unnecessary burden.




The researchers found that, when multiple racial diversity cues were present, they work independently, but both data diversity and labeler diversity cues are effective in shaping users' perception of the system's fairness. The researchers emphasized the idea of the representativeness heuristic, meaning users tended to believe that the training of the AI model is racially inclusive if its racial composition matches their understanding of diversity.

"If AI is just learning expressions labeled mostly by people of one race, the system may misrepresent emotions of other races," said Sundar, who is also the James P. Jimirro Professor of Media Effects at the Penn State Bellisario College of Communications and co-director of the Media Effects Research Laboratory. "The system needs to take race into account when deciding if a face is cheerful or angry, for example, and that comes in the form of greater racial diversity of both images and labelers in the training process."

According to the researchers, for an AI system to be credible, the origin of its training data must be made available, so users can review and scrutinize it to determine their level of trust.

"Making this information accessible promotes transparency and accountability of AI systems," Sundar said. "Even if users don't access this information, its availability signals ethical practice, and fosters fairness and trust in these systems."
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People hate stories they think were written by AI: Even if they were written by people | ScienceDaily
Stories written by the latest version of ChatGPT were nearly as good as those written by human authors, according to new research on the narrative skills of artificial intelligence.


						
But when people were told a story was written by AI -- whether the true author was an algorithm or a person -- they rated the story poorly, a sign that people distrust and dislike AI-generated art.

"People don't like when they think a story is written by AI, whether it was or not," said Haoran "Chris" Chu, Ph.D., a professor of public relations at the University of Florida and co-author of the new study. "AI is good at writing something that is consistent, logical and coherent. But it is still weaker at writing engaging stories than people are."

The quality of AI stories could help people like public health workers create compelling narratives to reach people and encourage healthy behaviors, such as vaccination, said Chu, an expert in public health and science communication. Chu and his co-author, Sixiao Liu, Ph.D., of the University of Central Florida, published their findings Sept. 13 in the Journal of Communication.

The researchers exposed people to two different versions of the same stories. One was written by a person and the other by ChatGPT. Survey participants then rated how engaged they were with the stories.

To test how people's beliefs about AI influenced their ratings, Chu and Liu changed how the stories were labeled. Sometimes the AI story was correctly labeled as written by a computer. Other times people were told it was written by a human. The human-authored stories also had their labels swapped.

The surveys focused on two key elements of narratives: counterarguing -- the experience of picking a story apart -- and transportation. These two story components work at odds with one another.

"Transportation is a very familiar experience," Chu said. "It's the feeling of being so engrossed in the narrative you don't feel the sticky seats in the movie theater anymore. Because people are so engaged, they often lower their defenses to the persuasive content in the narrative and reduce their counterarguing."

While people generally rated AI stories as just as persuasive as their human-authored counterparts, the computer-written stories were not as good as transporting people into the world of the narrative.

"AI does not write like a master writer. That's probably good news for people like Hollywood screenwriters -- for now," Chu said.
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Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes | ScienceDaily
A group of McMaster researchers who routinely work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise while preparing slides to view under a powerful microscope.


						
After treating samples of what are informally called phages so they could be viewed alive under an electron microscope, the researchers were surprised to see they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across.

With a little prompting, nature had served up the very kind of structure experts in their field have been trying for decades to construct artificially -- one that turns out to be 100 times more efficient than unlinked phages at finding elusive bacterial targets.

Being able to create such structures opens possibilities for the detection and treatment of many forms of disease, all using natural materials and processes, the researchers say.

Their work is explained in a newly published article in the journal Advanced Functional Materials.

The initial discovery was a happy accident flowing from everyday laboratory work.

Rather than expose the sample phages to typical preparation processes, which involve temperatures or solvents that kill viruses, lead author Lei Tian and his colleagues had elected to treat them with high-pressure carbon dioxide instead. Tian, now a principal investigator at Southeast University in China, led the research while he was a PhD student and later a post-doctoral research fellow at McMaster.




While the researchers are used to seeing the microscopic viruses do amazing things, after the treatment they were stunned to see the phages had grouped together in such complex, natural and very useful forms.

"We were trying to protect the structure of this beneficial virus," Tian says. "That was the technical challenge we were trying to overcome. What we got was this amazing structure, which was made by nature itself."

The researchers captured images of the formations using the facilities of the Canadian Centre for Electron Microscopy, located at McMaster, and spent the last two years unlocking the process and showing how the new structures can serve very useful purposes in science and medicine.

"It was an accidental discovery," says the paper's corresponding author Tohid Didar, a mechanical engineer who holds the Canada Research Chair in Nano-biomaterials. "When we took them out of the high-pressure chamber and saw these beautiful flowers, it completely blew our minds. It took us two years to discover how and why this happened and opened the door to being able to create similar structures with other protein-based materials."

In. recent years, researchers in the lab of senior author Zeinab Hosseinidoust, a chemical and biomedical engineer who holds the Canada Research Chair in Bacteriophage Bioengineering, have made significant inroads in phage research by making it possible able to prompt the beneficial viruses to connect together like a living, microscopic fabric, and even to form a gel that is visible to the naked eye, opening new vistas for their application -- particularly in detecting and fighting infection.

Before the more recent discovery, though, it had not been possible to give the material shape and depth, which it now has through the wrinkles, peaks and crevices of the flower-like structures.




"This is really about building with nature," says Hosseinidoust. "This kind of beautiful, wrinkled structure is ubiquitous in nature. The mechanical, optical and biological properties of this kind of structure have inspired engineers over decades to build these kinds of structures artificially, in the hope of getting the same kind of properties out of them."

Now that they have triggered such a transformation and successfully duplicated the process, the researchers are marvelling at the collective efficiency the phages achieve by joining together and taking such forms, and they are exploring ways to use the same properties.

The porous, flower-like phage structures are 100 times better than their unlinked counterparts at finding scattered, diffuse targets even in complex environments, a fact the authors were able to prove by blending them with DNAzymes created by their colleagues in infectious disease research and using the blossom-like formations to find low concentrations of Legionella bacteria in water from commercial cooling towers.

Bacteriophages are re-emerging as treatments for many forms of infection, because they can be programmed to target specific bacteria while leaving others alone.

Work in the field had dropped off after the introduction of penicillin in the middle of the last century, but as antimicrobial resistance continues to erode the effectiveness of existing antibiotics, engineers and scientists, including the McMaster researchers, are returning their attention to phages.

The discovery of the process that causes them to link into flower shapes can boost their already impressive properties, both for finding and killing targeted bacteria, but also for serving as scaffolding for other beneficial microorganisms and materials.

"Nature is so powerful and so intelligent. As engineers, it's our job to learn how it works, so we can harness processes like this and put them to use," says Hosseinidoust.

"The possibilities are endless, because now we can make structures using biological building blocks."
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Combining satellite methods provides drought detection from space | ScienceDaily
Observing sites like the Amazon basin from space has underscored the capability of satellites to better detect signs of drought, according to a new study.


						
Led by Military University of Technology Poland and Griffith University, the researchers combined two advance satellite-based methods to improve monitoring of hydrological droughts.

Advance satellite-based methods, such as the Global Positioning System (GPS) and the Gravity Recovery and Climate Experiment (GRACE), have been invaluable in tracking changes in global freshwater, including groundwater.

However, Dr Christopher Ndehedehe, a co-author and an ARC DECRA Fellow at Griffith's Australian Rivers Institute said these methods have limitations.

"GRACE provides reliable data at large and regional scales but struggles at local levels, while GPS data can be affected by technical and environmental factors including, monument instability, thermal expansion of ground, the errors due to tidal aliases, and measuring real changes in the hydrosphere can sometimes be difficult, among several other issues," Dr Ndehedehe said.

"Both techniques also face challenges in capturing short-term extreme hydrological events like sudden droughts and could under- or overestimate the occurrence and severity of such events."

To circumvent this challenge, the research team developed the new approach by combining the strengths of GPS and GRACE-based vertical displacement data to monitor hydrological droughts more effectively.




This new method was tested in the Amazon basin and California Central Valley where hydrological changes were profound and could provide crucial insights for water management.

"By combining GPS and GRACE data, the novel drought indicator enhances our ability to track short-term drought events more accurately, offering timely and actionable information for decision-makers," said Dr Ndehedehe.

"Adaptation plans to mitigate the impacts of climate change must incorporate both prudent water resource management and the development of suitable indicators and metrics to assess drought impacts on freshwater."

While each technique (GPS and GRACE) individually showed good spatial and temporal agreement with traditional drought indices (e.g., standardised precipitation index), some extreme events were missed.

To overcome this, the team introduced a novel multivariate drought indicator (Multivariate Drought Severity Index) by combining the GPS and GRACE dataset, using advanced statistical methods known as Frank copulas, to merge data from the two satellite missions.

This allowed the researchers to detect previously unidentified drought events and the cascading impacts on freshwater systems.




According to Dr Artur Lenczuk, an Assistant Professor and lead author from the Military University of Technology in Poland: "droughts are complex, and their impacts can be devastating, particularly in regions with highly variable climatic conditions. Monitoring the onset and progression of droughts is essential for water resource management.

"The multivariate drought indicator showed strong temporal consistency with drought indicators based on in-situ river discharge data and satellite-based agricultural indices like the Enhanced Vegetation Index, further validating its accuracy and providing a more comprehensive picture of drought conditions.

This new approach provided a more holistic view of drought conditions, to support better resource management and represented a significant step forward in the quest for more effective drought monitoring, with broad implications for global water management strategies.

As climate change accelerated, regions across the globe faced more frequent and severe droughts, significantly affecting ecosystems, communities, and water resources.

Monitoring these shifts in climate and water storage was critical for informed water management.
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Scientists unveil new insights into air pollution formation | ScienceDaily
A team of researchers at the Fritz Haber Institute of the Max Planck Society in Berlin, the Qatar Environment and Energy Research Institute/Hamad Bin Khalifa University, the synchrotrons PETRA III in Hamburg and SOLEIL in Gif-sur-Yvette (France), the Sorbonne University in Paris, the ETH Zurich, and the PSI Center for Energy and Environmental Science (Switzerland) have made a groundbreaking discovery in understanding how air pollution forms at the molecular level. Their investigation, published in the journal Nature Communications, sheds light on the complex chemical processes occurring at the boundary between liquid, in particular aqueous solutions, and vapor in our atmosphere.


						
The international study focuses on the differences of complex acid-base equilibria (i.e., the ratio between basic and acidic components) inside the bulk of a solution on one hand, and at the very interface between the solution and the surrounding vapor on the other. While it is straightforward to measure acid-base equilibria in the bulk of a solution using state-of-the art methods, determining these equilibria at the boundary between a solution and the surrounding gas phase is challenging. 

Even though this boundary layer is about one hundred thousand times narrower than a human hair, it plays a very important role in processes that influence air pollution and climate change. Examining the chemistry of the solution-vapor boundary on a molecular scale thus helps to develop improved models for our understanding of the fate of aerosols in the atmosphere and their influence on the global climate.

Key Findings

1. Complex acid-base equilibria determined: The researchers used complementary spectroscopic methods to unravel the complex acid-base equilibria that result when the pollutant sulfur dioxide (SO2) is dissolved in water.

2. Unique behavior at the liquid-vapor interface: Under acidic conditions, the tautomeric equilibrium between bisulfite and sulfonate is strongly shifted towards the sulfonate species.

3. Stabilization at the interface: Molecular dynamic simulations revealed that the sulfonate ion and its acid (sulfonic acid) are stabilized at the interface due to ion pairing and higher dehydration barriers, respectively. This explains why the tautomeric equilibria are shifted at the interface.

Implications for Air Pollution

The findings highlight the contrasting behaviors of chemicals at the interface versus the bulk environment. This difference significantly impacts how sulfur dioxide is absorbed and reacts with other pollutants like nitrogen oxides (NOx) and hydrogen peroxide (H2O2) in the atmosphere. Understanding these processes is crucial for developing strategies to reduce air pollution and its harmful effects on health and the environment.
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Cloud computing captures chemistry code | ScienceDaily
Some computing challenges are so big that it's necessary to go all in. That's the approach a diverse team of scientists and computing experts led by the Department of Energy's Pacific Northwest National Laboratory, along with colleagues from Microsoft and other national laboratories and universities, are taking to democratize access to emerging cloud computing resources.


						
The effort, outlined in a recent peer-reviewed journal publication, provides a road map to moving scientific computing resources into a sustainable ecosystem that evolves as the technology advances. The research team demonstrated that cloud computing provides an agile, nimble complement to the powerful leadership computing facilities that have been the scientific computing workhorses for decades.

"This is an entirely new paradigm for scientific computing," said PNNL computational chemist Karol Kowalski, who led the cross-disciplinary effort. "We have shown that it's possible to bundle software as a service with cloud computing resources. This initial proof-of-concept shows that cloud computing can provide a menu of options to complement and supplement high-performance computing for solving complex scientific problems."

Sustainable software in the cloud

The cloud has moved well beyond a place to park an archive of photos and documents. The computing industry has moved to providing compute as a service to financial and pharmaceutical companies, among other industries. In this initiative, the research team focused on porting to the cloud computationally intensive algorithms used to determine the feasibility of proposed new chemicals for industry, advanced polymers, surface coatings and a host of other applications.

The initiative, called Transferring Exascale Computational Chemistry to Cloud Computing Environment and Emerging Hardware Technologies (TEC4), builds on momentum from within the computational chemistry community to port computing resources to users, recognizing the need for continued adaptation of software to meet both scientific needs and hardware evolution.

In their latest perspective article, the team provides information and technical data on the performance of both legacy computing algorithms, such as the popular NWChem software developed originally at PNNL, and the latest software designed to exploit the most advanced graphics processing unit (GPU) architectures. Their results showed that the speed and agility of cloud computing opens doors to completing advanced computational chemistry workflows in days instead of months.




"Microsoft's goal is to empower the scientific community to accelerate scientific discovery," said Nathan Baker, product leader for Microsoft's Azure Quantum Elements. "This collaboration with PNNL is a great example of how modern AI [artificial intelligence] and HPC tools can advance computational chemistry."

Filling an urgent need for energy solutions

Over the past decade, computational chemistry has shown its ability to not only solve complex science challenges but also to guide and interpret experiments, and ultimately to enable predictions. The most complex of these challenges are best served by the resources available at DOE's leadership computing facilities, particularly exascale computing capabilities.

As the tools and techniques have advanced, so has the time and cost of arriving at a solution. The leadership team at TEC4 recognized that cloud computing and industry collaboration afforded an opportunity to access computing resources for a wider variety of problem solving.

For example, the team used Microsoft Azure and sophisticated workflows to investigate molecular dynamics of complex chemistry problems. These simulations are useful for studying complex reactions that are difficult to observe experimentally. This powerful tool, used to investigate molecular interactions at the atomic level, requires significant computational resources because of its complexity. Here, the research team demonstrated a pathway toward breaking down the persistent environmental pollutant perfluorooctanoic acid. It's an example of how computational chemistry can be used to design real-world strategies in environmental remediation.

"We envision an ecosystem of use cases from low-tier to high-tier jobs that take advantage of GPU-based computing now being used extensively for artificial intelligence and machine learning applications," said Kowalski. "We want to allow users to take advantage of different layers of compute, paying only for what's needed and bundling software with compute access. This is the first step toward that future state."

A cloud computing ecosystem




The team is actively recruiting new collaborators both on the developer side and the user side to build a user base to test the new cloud ecosystem.

"We are building a family of codes," Kowalski added. "The goal is to build a community around this effort."

Along those lines, the team outlines its plan to train a cadre of students who are proficient in using these tools and will help fill the need for scientists capable of moving computational techniques into the future. The collaboration has led to a new course offered at the University of Texas at El Paso, with Central Michigan University and PNNL as collaborators starting in autumn 2024.
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AI could transform how hospitals produce quality reports | ScienceDaily
A pilot study led by researchers at University of California San Diego School of Medicine found that advanced artificial intelligence (AI) could potentially lead to easier, faster and more efficient hospital quality reporting while retaining high accuracy, which could lead to enhanced health care delivery.


						
The study results, published in the October 21, 2024 online edition of the New England Journal of Medicine (NEJM) AI, found an AI system using large language models (LLMs) can accurately process hospital quality measures, achieving 90% agreement with manual reporting, which could lead to more efficient and reliable approaches to health care reporting.

Researchers of the study, in partnership with the Joan and Irwin Jacobs Center for Health Innovation at UC San Diego Health (JCHI), found that LLMs can perform accurate abstractions for complex quality measures, particularly in the challenging context of the Centers for Medicare & Medicaid Services (CMS) SEP-1 measure for severe sepsis and septic shock.

"The integration of LLMs into hospital workflows holds the promise of transforming health care delivery by making the process more real-time, which can enhance personalized care and improve patient access to quality data," said Aaron Boussina, postdoctoral scholar and lead author of the study at UC San Diego School of Medicine. "As we advance this research, we envision a future where quality reporting is not just efficient but also improves the overall patient experience."

Traditionally, the abstraction process for SEP-1 involves a meticulous 63-step evaluation of extensive patient charts, requiring weeks of effort from multiple reviewers. This study found that LLMs can dramatically reduce the time and resources needed for this process by accurately scanning patient charts and generating crucial contextual insights in seconds.

By addressing the complex demands of quality measurement, the researchers believe the findings pave the way for a more efficient and responsive health care system.

"We remain diligent on our path to leverage technologies to help reduce the administrative burden of health care and, in turn, enable our quality improvement specialists to spend more time supporting the exceptional care our medical teams provide," said Chad VanDenBerg, study co-author and chief quality and patient safety officer at UC San Diego Health.




Other key findings of the study found that LLMs can improve efficiency by correcting errors and speeding up processing time; lowering administrative costs by automating tasks; enabling near-real-time quality assessments; and are scalable across various health care settings.

Future steps include the research team validating these findings and implementing them to enhance reliable data and reporting methods.

Co-authors of this study include Shamim Nemati, Rishivardhan Krishnamoorthy, Kimberly Quintero, Shreyansh Joshi, Gabriel Wardi, Hayden Pour, Nicholas Hilbert, Atul Malhotra, Michael Hogarth, Amy Sitapati, Karandeep Singh, and Christopher Longhurst, all with UC San Diego.

This study was funded, in part, by the National Institute of Allergy and Infectious Diseases (1R42AI177108-1), the National Library of Medicine (2T15LM011271-11 and R01LM013998) and the National Institute of General Medical Sciences (R35GM143121 and K23GM146092) and JCHI.
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Finding could help turn trees into affordable, greener industrial chemicals | ScienceDaily
Trees are the most abundant natural resource living on Earth's land masses, and North Carolina State University scientists and engineers are making headway in finding ways to use them as sustainable, environmentally benign alternatives to producing industrial chemicals from petroleum.


						
Lignin, a polymer that makes trees rigid and resistant to degradation, has proven problematic. Now those NC State researchers know why: They've identified the specific molecular property of lignin -- its methoxy content -- that determines just how hard, or easy, it would be to use microbial fermentation to turn trees and other plants into industrial chemicals.

The findings put us a step closer to making industrial chemicals from trees as an economically and environmentally sustainable alternative to chemicals derived from petroleum, said Robert Kelly, the corresponding author of a paper in the journal Science Advances detailing the discovery.

Kelly's group previously proved that certain extreme thermophilic bacteria, which thrive in places such as Yellowstone National Park hot springs, can degrade the cellulose in trees -- but "not to a great extent," he said. "In other words, not at the level that would make economic and environmental sense for producing industrial chemicals."

As Kelly explained, "It turns out that there's more than just low lignin at play."

To get around the high lignin problem with trees, Kelly, the director of NC State's Biotechnology Program and Alcoa Professor in the Department of Chemical and Biomolecular Engineering, has been working for over 10 years with Associate Professor Jack Wang, the head of the Forest Biotechnology Program in NC State's College of Natural Resources. Wang is also a faculty member with the N.C. Plant Sciences Initiative.

As reported in the journal Science in 2023, Wang and his colleagues used CRISPR genome editing technology to create poplar trees with modified lignin content and composition. They have focused on poplar trees because they are fast growing, require minimal use of pesticides and grow on marginal lands that are hard to grow food crops on.




Kelly's group found that some, but not all, of these CRISPR-edited trees worked well for microbial degradation and fermentation. As his former Ph.D. student Ryan Bing explained, it turns out that these bacteria have different appetites for different types of plants.

"We can harness the ability of certain thermophilic bacteria from hot springs in places like Yellowstone National Park to eat the plant matter and convert it to products of interest. However, these bacteria have varying appetites for different types of plants," said Bing, who now works as senior metabolic engineer for Capra Biosciences in Sterling, Virginia.

"The question was why? What makes one plant better than the next?" he explained. "We found an answer to this by looking at how these bacteria eat plant matter of various compositions."

In a follow-up study, Kelly and Bing tested how well a genetically engineered bacterium originally isolated from hot springs in Kamchutka, Russia, Anaerocellum bescii, broke down Wang's engineered poplar trees with markedly different lignin contents and composition.

The researchers found that the lower the tree's lignin methoxy content was, the more degradable it was.

"This cleared up the mystery of why lower lignin alone is not the key -- the devil was in the details," Kelly said. "Low methoxy content likely makes the cellulose more available to the bacteria."

Wang had created the low-lignin poplars to be better for papermaking and other fiber products, but the recent research suggests that engineered poplars that have not just low lignin but also low methoxy content are best for making chemicals through microbial fermentation.




Wang's engineered poplars grow well in the greenhouse, but results aren't in yet from field testing. Kelly's group has previously shown that low lignin poplar trees can be converted to industrial chemicals, such as acetone and hydrogen gas, with favorable economic outcomes as well as low environmental impact.

If these trees hold up in the field and "if we keep working on our end," Kelly said, "we will have microbes that make large amounts of chemicals from poplar trees, now that we know the marker to look for -- the methoxy content."

This gives researchers, like Wang, a specific target for producing poplar lines best suited for chemical production. Wang and colleagues have recently initiated field trials of advanced lignin modified poplar trees to address this question.

Right now, making chemicals from trees is doable by traditional means -- chopping the wood into smaller pieces and then using chemicals and enzymes to pretreat it for further processing.

Using engineered microbes to break down lignin offers advantages, including lower energy requirements and lower environmental impact, Kelly said.

Enzymes can be used to break down cellulose into simple sugars, but they continually need to be added to the process. Certain microorganisms, on the other hand, continually produce the key enzymes that make the microbial process more economical, he said.

"They also can do a much better job than enzymes and chemicals," Kelly added. "They not only break down the cellulose but also ferment it to products, such as ethanol -- all in one step.

"The high temperatures that these bacteria grow at also avoid the need to work under sterile conditions, as you would need to do with less thermophilic microorganisms to avoid contamination," he added. "This means that the process for turning trees into chemicals can operate like a conventional industrial process, making it more likely to be adopted."

Daniel Sulis, another author on the Science Advances paper and a postdoctoral researcher in Wang's lab, said that environmental disasters fueled by climate change highlight the urgent need to conduct research that finds ways to reduce dependence on fossil fuels.

"One promising solution lies in harnessing trees to meet society's needs for chemicals, fuels and other bio-based products while safeguarding both the planet and human well-being," Sulis added.

"These findings not only move the field forward but also lay the groundwork for further innovations in using trees for sustainable bio-based applications."
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Professor tackles graph mining challenges with new algorithm | ScienceDaily
University of Virginia School of Engineering and Applied Science professor Nikolaos Sidiropoulos has introduced a breakthrough in graph mining with the development of a new computational algorithm.


						
Graph mining, a method of analyzing networks like social media connections or biological systems, helps researchers discover meaningful patterns in how different elements interact. The new algorithm addresses the long-standing challenge of finding tightly connected clusters, known as triangle-dense subgraphs, within large networks -- a problem that is critical in fields such as fraud detection, computational biology and data analysis.

The research, published in IEEE Transactions on Knowledge and Data Engineering, was a collaboration led by Aritra Konar, an assistant professor of electrical engineering at KU Leuven in Belgium who was previously a research scientist at UVA.

Graph mining algorithms typically focus on finding dense connections between individual pairs of points, such as two people who frequently communicate on social media. However, the researchers' new method, known as the Triangle-Densest-k-Subgraph problem, goes a step further by looking at triangles of connections -- groups of three points where each pair is linked. This approach captures more tightly knit relationships, like small groups of friends who all interact with each other, or clusters of genes that work together in biological processes.

"Our method doesn't just look at single connections but considers how groups of three elements interact, which is crucial for understanding more complex networks," explained Sidiropoulos, a professor in the Department of Electrical and Computer Engineering. "This allows us to find more meaningful patterns, even in massive datasets."

Finding triangle-dense subgraphs is especially challenging because it's difficult to solve efficiently with traditional methods. But the new algorithm uses what's called submodular relaxation, a clever shortcut that simplifies the problem just enough to make it quicker to solve without losing important details.

This breakthrough opens new possibilities for understanding complex systems that rely on these deeper, multi-connection relationships. Locating subgroups and patterns could help uncover suspicious activity in fraud, identify community dynamics on social media, or help researchers analyze protein interactions or genetic relationships with greater precision.
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New strategy unlocks magnetic switching with hydrogen bonding at molecular level | ScienceDaily
A research team from Kumamoto University has successfully developed a new approach to create switchable magnetic materials by using hydrogen bonding at the molecular level. This groundbreaking study shows how certain metal complexes, previously unresponsive to external stimuli, can now exhibit sharp and complete magnetic transitions by introducing chiral hydrogen bonds.


						
The research team, led by Associate Professor Yoshihiro Sekine from Priority Organization for Innovation and Excellence (POIE), focused on creating switchable molecular assemblies composed of cobalt (Co2+) and iron (Fe3+) ions, that originally do not typically respond to external stimuli. The team's innovation lies in incorporating hydrogen bonding via a chiral carboxylic acid, allowing the molecules to switch between magnetic states (paramagnetic and diamagnetic) with remarkable precision. These assemblies, termed "Molecular Prussian Blue analogs," show promise for controlled electron transfer between cobalt and iron ions -- something that was unattainable in conventional materials.

The other key finding of the study is the role of molecular chirality in the performance of these assemblies. Enantiopure hydrogen-bond donor (HBD) molecules enabled sharp, complete magnetic transitions, while racemic mixtures led to disordered structures with broad, incomplete transitions. This highlights the importance of precise molecular arrangement in developing functional materials with predictable behavior."The chiral hydrogen-bonding units are crucial for achieving the cooperative and abrupt phase transitions that we observed," said Associate Professor Sekine. "This opens up new avenues for designing switchable materials at the molecular level."

These findings could lead to the development of advanced materials for magnetic storage devices, sensors, and other electronic applications. The study highlights how subtle changes in molecular structure can lead to dramatic differences in material behavior, providing a new pathway for the development of functional molecular machines and smart materials.
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Neutron stars may be shrouded in axions | ScienceDaily
A team of physicists from the universities of Amsterdam, Princeton and Oxford have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.


						
Earlier this week, the new research was published in the journal Physical Review X. The paper is a follow-up to previous work, in which the authors also studied axions and neutron stars, but from a completely different point of view. While in their previous work they investigated the axions that escape the neutron star, now the researchers focus on the ones that are left behind -- the axions that get captured by the star's gravity. As time goes by, these particles should gradually form a hazy cloud around the neutron star, and it turns out that such axion clouds may well be observable in our telescopes. But why would astronomers and physicists be so interested in hazy clouds around far away stars?

Axions: from soap to dark matter

Protons, neutrons, electrons, photons -- most of us are familiar with the names of at least some of these tiny particles. The axion is lesser known, and for a good reason: at the moment it is only a hypothetical type of particle -- one that nobody has yet detected. Named after a brand of soap, its existence was first postulated in the 1970s, to clean up a problem -- hence the soap reference -- in our understanding of one of the particles we could observe very well: the neutron. However, while theoretically very nice, if these axions existed they would be extremely light, making them very hard to detect in experiments or observations.

Today, axions are also known as a frontrunning candidate to explain dark matter, one of the biggest mysteries in contemporary physics. Many different pieces of evidence suggest that approximately 85% of the matter content in our Universe is 'dark', which simply means that it is not made up of any type of matter that we know and can currently observe. Instead, the existence of dark matter is only inferred indirectly through the gravitational influence it exerts on visible matter. Fortunately, this does not automatically mean that dark matter has no other interactions with visible matter at all, but if such interactions exist their strength is necessarily tiny. As the name suggests, any viable dark matter candidate is thus incredibly difficult to directly observe.

Putting one and one together, physicists have realized that the axion may be exactly what they are looking for to solve the dark matter problem. A particle that has not yet been observed, which would be extremely light, and have very weak interactions with other particles... could axions be at least part of the explanation for dark matter?

Neutron stars as magnifying glasses

The idea of the axion as a dark matter particle is nice, but in physics an idea is only truly nice if it has observable consequences. Would there be a way to observe axions after all, fifty years after their possible existence was first proposed?




When exposed to electric and magnetic fields, axions are expected to be able to convert into photons -- particles of light -- and vice versa. Light is something we know how to observe, but as mentioned, the corresponding interaction strength should be very small, and therefore so is the amount of light that axions generally produce. That is, unless one considers an environment containing a truly massive amount of axions, ideally in very strong electromagnetic fields.

This led the researchers to consider neutron stars, the densest known stars in our Universe. These objects have masses similar to that of our Sun but compressed into stars of 12 to 15 kilometres in size. Such extreme densities create an equally extreme environment that, notably, also contains enormous magnetic fields, billions of times stronger than any we find on Earth. Recent research has shown that if axions exist, these magnetic fields allow for neutron stars to mass-produce these particles near their surface.

The ones that stay behind

In their previous work, the authors focused on the axions that after production escaped the star -- they computed the amounts in which these axions would be produced, which trajectories they would follow, and how their conversion into light could lead to a weak but potentially observable signal. This time, they consider the axions that do not manage to escape -- the ones that, despite their tiny mass, get caught by the neutron star's immense gravity.

Due to the axion's very feeble interactions, these particles will stay around, and on timescales up to millions of years they will accumulate around the neutron star. This can result in the formation of very dense clouds of axions around neutron stars, which provide some incredible new opportunities for axion research. In their paper, the researchers study the formation, as well as the properties and further evolution, of these axion clouds, pointing out that they should, and in many cases must, exist. In fact, the authors argue that if axions exist, axion clouds should be generic (for a wide range of axion properties they should form around most, perhaps even all, neutron stars), they should in general be very dense (forming a density possibly twenty orders of magnitude larger than local dark matter densities), and because of this they should lead to powerful observational signatures. The latter potentially come in many types, of which the authors discuss two: a continuous signal emitted during large parts of a neutron star's lifetime, but also a one-time burst of light at the end of a neutron star's life, when it stops producing its electromagnetic radiation. Both of these signatures could be observed and used to probe the interaction between axions and photons beyond current limits, even using existing radio telescopes.

What's next?

While so far, no axion clouds have been observed, with the new results we know very precisely what to look for, making a thorough search for axions much more feasible. While the main point on the to do-list is therefore 'search for axion clouds', the work also opens up several new theoretical avenues to explore.




For one thing, one of the authors is already involved in follow-up work that studies how the axion clouds can change the dynamics of neutron stars themselves. Another important future research direction is the numerical modelling of axion clouds: the present paper shows great discovery potential, but there is more numerical modelling needed to know even more precisely what to look for and where. Finally, the present results are all for single neutron stars, but many of these stars appear as components of binaries -- sometimes together with another neutron star, sometimes together with a black hole. Understanding the physics of axion clouds in such systems, and potentially understanding their observational signals, would be very valuable.

Thus, the present work is an important step in a new and exciting research direction. A full understanding of axion clouds will require complementary efforts from multiple branches of science, including particle (astro)physics, plasma physics, and observational radio astronomy. This work opens up this new, cross-disciplinary field with lots of opportunities for future research.
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Researchers unlock the 'silicate magic' for safer, cheaper, and more efficient batteries | ScienceDaily
The world is rapidly transitioning to renewable power, but there are shortcomings. Solar power falls at night, and wind power recedes and ascends irregularly. New technologies need to be developed that can store energy from the electrical grid when there's a surplus and deploy it when there's not enough.


						
Rechargeable lithium-ion batteries play a crucial role in everyday life, powering devices from smartphones to electric vehicles. However, they rely on limited resources like lithium, nickel, and cobalt, raising concerns about sustainability and cost.

Xiaowei Teng, the James H. Manning Professor in Chemical Engineering at WPI, is leading a team to explore new battery technologies for grid energy storage. The team's recent results, published in the European scientific journal ChemSusChem, suggest that iron, when treated with the electrolyte additive silicate, could create a high-performance alkaline battery anode. The second most abundant metal in the Earth's crust after aluminum, iron is far more sustainable than nickel and cobalt. The United States alone recycles approximately over 40 million metric tons of iron and steel from scrap each year.

Teng notes that iron is already used as an alkaline battery anode in iron-nickel alkaline batteries -- invented by Thomas Edison in the 1900s -- but it has low energy efficiency and storage capacity due to the formation of hydrogen gas during charging and inert iron oxide during discharging.

"You don't want hydrogen gas formation when charging a battery," said Teng. "It impairs the energy efficiency of the battery system considerably. Without addressing these technical challenges, iron alkaline batteries are less attractive for modern energy storage systems to be coupled with electric grids."

In an Oct. 7 cover story featured in ChemSusChem, the team reported that adding silicate to the electrolytes allowed them to charge a battery without producing hydrogen.

A chemical compound of silicon and oxygen, silicate has long been used as an inexpensive and simple agent in glass, cement, insulation, and detergents, said Sathya Jagadeesan, a PhD student at WPI and lead author on the paper. The team discovered that silicate also strongly interacts with battery electrodes and suppresses hydrogen gas generation. Teng said this new process could improve the alkaline iron redox chemistries in iron-air and iron-nickel batteries for energy storage applications, such as microgrids or individual solar or wind farms.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241017173215.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New benchmark helps solve the hardest quantum problems | ScienceDaily
Predicting the behavior of many interacting quantum particles is a complicated process but is key to harness quantum computing for real-world applications. A collaboration of researchers led by EPFL has developed a method for comparing quantum algorithms and identifying which quantum problems are the hardest to solve.


						
From subatomic particles to complex molecules, quantum systems hold the key to understanding how the universe works. But there's a catch: when you try to model these systems, that complexity quickly spirals out of control -- just imagine trying to predict the behavior of a massive crowd of people where everyone is constantly influencing everyone else. Turn those people into quantum particles, and you are now facing a "quantum many-body problem."

Quantum many-body problems are efforts to predict the behavior of a large number of interacting quantum particles. Solving them can unlock huge advances in fields like chemistry and materials science, and even push the development of new tech like quantum computers.

But the more particles you throw into the mix, the harder it gets to model their behavior, especially when you're looking for the ground state, or lowest energy state, of the system. This matters because the ground state tells scientists which materials will be stable and could even reveal exotic phases like superconductivity.

For every problem, a solution: but which one?

For years, scientists have relied on a mix of methods like quantum Monte Carlo simulations and tensor networks (variational wave functions) to approximate solutions to these problems. Each method has its strengths and weaknesses, but it's hard to know which one works best for which problem. And until now, there hasn't been a universal way to compare their accuracy.

A large collaboration of scientists, led by Giuseppe Carleo at EPFL has now developed a new benchmark called the "V-score" to tackle this issue. The V-score ("V" for "Variational Accuracy") offers a consistent way to compare how well different quantum methods perform on the same problem. The V-score can be used to identify the hardest-to-solve quantum systems, where current computational methods struggle, and where future methods -- such as quantum computing -- might offer an advantage.




The breakthrough method is published in Science.

How the V-score works

The V-score is calculated using two key pieces of information: the energy of a quantum system and how much that energy fluctuates. Ideally, the lower the energy and the smaller the fluctuations, the more accurate the solution. The V-score combines these two factors into a single number, making it easier to rank different methods based on how close they come to the exact solution.

To create the V-score, the team compiled the most extensive dataset of quantum many-body problems to date. They ran simulations on a range of quantum systems, from simple chains of particles to complex, frustrated systems, which are notorious for their difficulty. The benchmark not only showed which methods worked best for specific problems, but also highlighted areas where quantum computing might make the biggest impact.

Solving the hardest quantum problems

Testing the V-score, the scientists found that some quantum systems are much easier to solve than others. For example, one-dimensional systems, such as chains of particles, can be tackled relatively easily using existing methods like tensor networks. But more complex, high-dimensional systems like frustrated quantum lattices, have significantly higher V-scores, suggesting that these problems are much harder to solve with today's classical computing methods.

The researchers also found that methods relying on neural networks and quantum circuits -- two promising techniques for the future -- performed quite well even when compared to established techniques. What this means is that, as quantum computing technology improves, we may be able to solve some of the hardest quantum problems out there.

The V-score gives researchers a powerful tool to measure progress in solving quantum problems, especially as quantum computing continues to develop. By pinpointing the hardest problems and the limitations of classical methods, the V-score could help direct future research efforts. For instance, industries that rely on quantum simulations, such as pharmaceuticals or energy, could use these insights to focus on problems where quantum computing could give them a competitive edge.
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      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Marri trees a lifeline for many native bee species in biodiversity hotspot
        New research has revealed Marri trees are critical to the survival of more than 80 species of native bee in Western Australia's South West region, which is one of the world's most biologically rich but threatened biodiversity hotspots.

      

      
        Maternal antibodies interfere with malaria vaccine responses
        Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to new research. The findings suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.

      

      
        Dolphins sense military sonar at much lower levels than regulators predict
        Scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.

      

      
        Breathing deep: A metabolic secret of ethane-consuming archaea unraveled
        Scientists characterize novel enzymes from deep-sea microbes with a key function in the ethane degradation process, revealing surprises in the metabolism of these organisms.

      

      
        Polar bears' exposure to pathogens is increasing as their environment changes
        As the Arctic warms, polar bears now face a greater risk of contracting several pathogens than bears three decades ago, according to a new study.

      

      
        Fossils unveil how southern Europe's ecosystem changed through Glacial-Interglacial Stages
        Fossils from more than 600,000 years ago reveal how Southern Europe's animal community shifted between warm and cold climate fluctuations, according to a new study.

      

      
        'Paleo-robots' to help scientists understand how fish started to walk on land
        The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.

      

      
        Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs
        The new mammal lived in Colorado 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the state, and animals like sharks, turtles and giant crocodiles abounded.

      

      
        Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies
        Long-term exposure to arsenic in water may increase cardiovascular risk and especially heart disease risk even at exposure levels below the federal regulatory limit, according to new research. A study describes exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.

      

      
        Ethical framework aims to counter risks of geoengineering research
        A new report says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them.

      

      
        Lyme borreliosis: New approach for developing targeted therapy
        Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics.

      

      
        Birth: It's a tight squeeze for chimpanzees, too
        According to a new study, chimpanzees, like humans, must contend with a confined bony birth canal when giving birth. In humans, the problem was exacerbated by our unique form of upright walking since this led to a twisting of the bony birth canal, while the fetal head got larger. The 'obstetrical dilemma' therefore evolved gradually over the course of primate evolution rather than suddenly in humans as originally argued.

      

      
        Thread-like, flexible thermoelectric materials applicable for extreme environments
        A team of researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments.

      

      
        Geography: Improving our understanding of complex crises
        Researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.

      

      
        New tool enables a more complete and rapid decoding of the language of algal gene expression
        A new method that research teams can use to measure and compare different forms of proteins and protein complexes helped reveal a previously unseen molecular signature of how algal genomes are controlled during the cell cycle.

      

      
        Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome
        Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.

      

      
        Researchers develop new coatings to boost turbine engine efficiency
        A multidisciplinary research group has formulated new protective coatings to allow turbine engines to run hotter -- with potential dividends for the environment and people.

      

      
        With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say
        Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. Bioengineers propose a radical new method of food production that they call 'electro-agriculture.' The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be geneti...

      

      
        Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae
        Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home. The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle has the potential to be a widely applicable met...

      

      
        Novel antibody platform tackles viral mutations
        Scientists have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies. Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and tre...

      

      
        Capturing carbon from the air just got easier
        In the face of rising CO2 levels, scientists are searching for sustainable ways of pulling carbon dioxide out of the air, so-called direct air capture. A new type of porous material, a covalent organic framework (COF) with attached amines, stands out because of its durability and efficient adsorption and desorption of CO2 at relatively low temperatures. The material would fit into carbon capture systems currently used for point source capture.

      

      
        Symbiosis in ancient Corals
        A research team has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.

      

      
        Gardens prevent pollinators from starving when farmland nectar is scarce
        Gardens offer a steady and reliable source of nectar all year round, helping to keep pollinators fed when farmland sources are limited, researchers have discovered.

      

      
        How climate change will impact outdoor activities in the US
        Scientists modeled the number of 'outdoor days' -- with comfortable temperatures for outside activities -- that U.S. regions will experience as climate warms. States in the Southeast will lose a significant number of outdoor days, while the Northwest should see a slight increase.

      

      
        From Catwoman to Han Solo, newly discovered wasps named after famous thieves
        Twenty-two new species of gall wasps have been identified and named, thanks to new research. The study nearly doubles the number of known species in this genus of wasps.

      

      
        Will tropical biodiversity run dry under climate change? Two visions for the future
        Changing precipitation patterns in the Neotropics, one of Earth's most biodiverse regions, could threaten two-thirds of the area's bird species by the year 2100 if climate change goes unchecked, according to research. This would represent a dramatic loss, as the region is home to 30% of all bird species globally.

      

      
        Geometric mechanics shape the dog's nose
        The noses of many mammals, such as dogs, ferrets and cows, feature grooves forming a multitude of polygons. A team has analyzed in detail how these patterns form in the embryo using 3D imaging techniques and computer simulations. The researchers discovered that differential growth of the skin tissue layers leads to the formation of domes, which are mechanically supported by the underlying blood vessels. This work describes for the first time this morphogenetic process, which could help explain th...

      

      
        Paws of polar bears sustaining ice-related injuries in a warming Arctic
        Polar bears in some parts of the high Arctic are developing ice buildup and related injuries to their feet. The changes appear to be an unexpected consequence of climate change, related to changing conditions in a warming Arctic.

      

      
        Invasive flathead catfish impacting Susquehanna's food chain
        Flathead catfish -- native to the Mississippi River basin -- were first detected in the Susquehanna River in Pennsylvania in 2002, according to the U.S. Geological Survey. In the two decades since then, the invasive species has spread throughout the river basin. The impact of the large predator on the waterway's food webs and ecology was unknown, but now a research team is beginning to understand what Susquehanna flatheads are eating and how their presence is affecting native aquatic species in t...

      

      
        Structural biology analysis of a Pseudomonas bacterial virus reveals a genome ejection motor
        Researchers describe the full molecular structure of the phage DEV. DEV infects and lyses Pseudomonas aeruginosa bacteria, an opportunistic pathogen in cystic fibrosis and other diseases. DEV is part of an experimental phage cocktail developed to eradicate P. aeruginosa infection in pre-clinical studies. Bacterial viruses, known as phages, are the most abundant biological entities on the planet and are increasingly used as biomedicines to eradicate antibiotic-resistant pathogenic bacteria.

      

      
        'Drowning continent': Western Australian coastline's complex history
        A study investigating the complex evolution of two iconic Western Australian landmarks, has traced their transformation over thousands of years and offers a glimpse into their future. Researchers collected sedimentary samples from multiple locations along Perth's coastline, waterways and even the sea floor to track changes which occurred as the ocean levels rose dozens of meters over thousands of years.

      

      
        How our gut cells detect harmful invaders
        Researchers have discovered that GPR31, found in certain immune cells in the human gut, plays a key role in responding to bacterial metabolites and activating immune responses. Specifically, in the presence of metabolite pyruvate, these cells extend dendrites to sample the gut environment, detect pathogens, and activate T cells through GPR31. This discovery could inform the development of new drugs, vaccines, and probiotics that enhance gut immunity by targeting this pathway.

      

      
        Researcher works to preserve the white shark in the Mediterranean Sea
        Biologists are working to save one of the most endangered white shark populations on the planet. The research team located signs of the remaining white sharks in the Sicilian Channel.

      

      
        New simultaneous lithium and magnesium extraction technology
        In the race for solutions to unlock untapped sources, engineers have developed new technology enabling direct lithium extraction from extreme environments like the desert.

      

      
        How the coronavirus defeats the innate immune response
        SARS-CoV-2 has an enzyme that can counteract a cell's innate defense mechanism against viruses, explaining why it is more infectious than the previous SARS and MERS-causing viruses. The discovery may point the way to the development of more effective drugs against this and possibly similar, future diseases.

      

      
        Microplastics and PFAS: Combined risk and greater environmental harm
        The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.

      

      
        Full-bodied cheese flavor quickly and efficiently
        Peptides formed during cheese ripening are crucial for the full-bodied flavor of aged cheeses, known as kokumi. A research team led by the Leibniz-Institute for Food Systems Biology at the Technical University of Munich has now developed a new method to analyze these flavor-relevant peptides precisely, quickly, and efficiently. Based on more than 120 cheese samples, the team has also created a database that can be used in the future to predict flavor development during cheese ripening.

      

      
        Scientists discover how fungi interact with soil actinomycetes
        In a recent study, researchers investigated the interactions between Pyricularia oryzae, the rice blast fungus, and the beneficial soil bacterium Streptomyces griseus. They found that P. oryzae significantly increased the pH of the growth medium, promoting the growth of S. griseus even without direct contact. These findings highlight the importance of soil microbial interactions, paving the way for development of environmentally sustainable biocontrol strategies for plant diseases.

      

      
        New ice core data provides insight into climate 'tipping points' during the last Ice Age
        New research from multiple ice cores collected across Greenland with data spanning up to 120,000 years provides new understanding of abrupt Dansgaard-Oeschger events, how they unfold and what that might mean for the future.

      

      
        What happened when a meteorite the size of four Mount Everests hit Earth?
        Scientists paint a compelling picture of what happened the day the S2 meteorite crashed into Earth 3.26 billion years ago.

      

      
        Weather-changing El Nino oscillation is at least 250 million years old
        A new modeling study shows that the El Nino event, a huge blob of warm ocean water in the tropical Pacific Ocean that can change rainfall patterns around the globe, was present at least 250 million years in the past, and was often of greater magnitude than the oscillations we see today.

      

      
        Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes
        New study reveals link between oxygen delivery and reproductive success among women living on the high Tibetan Plateau.

      

      
        Microbes drove methane growth between 2020 and 2022, not fossil fuels
        Microorganisms growing in landfills, on agricultural land and in wetlands are contributing to skyrocketing levels of atmospheric methane, a potent greenhouse gas, according to new research.

      

      
        Rapidly increasing industrial activities in Arctic
        More than 800,000 km2 of the Arctic were affected by human activity in 2013, according to an analysis of satellite-derived data on artificial light at night. On average, 85% of the light-polluted areas are due to industrial activities rather than urban development.

      

      
        Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes
        Researchers who work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise after treating samples to view under an electron microscope: they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across, taking a form that makes them 100 times more efficient.

      

      
        Plant CO2 uptake rises by nearly one third in new global estimates
        Plants the world over are absorbing about 31% more carbon dioxide than previously thought, according to a new assessment. The research is expected to improve Earth system simulations that scientists use to predict the future climate, and spotlights the importance of natural carbon sequestration for greenhouse gas mitigation.

      

      
        Shaking from April's sizable New Jersey earthquake traveled strangely far
        When a magnitude 4.8 earthquake struck northern New Jersey's Tewksbury township on April 5, it triggered widespread alarm as the biggest event since 1884. Based on existing models, it should have done substantial damage at its epicenter, but that didn't happen. Meanwhile, relatively distant New York City shook much harder than expected, causing damage, albeit minor. Outsize shaking extended all the way to Virginia and Maine. A new study suggests why this happened, calling into question some assum...

      

      
        Creating a spatial map of the sea: New research visualizes how fishing communities can change fishing habits to adapt to climate change
        In a massive research project spanning five years and stretching the length of the Northeast seaboard, scientists have created a spatial map of the sea that shows how individual fishing communities can change their fishing habits in order to adapt to climate change.

      

      
        Rare fossils of extinct elephant document the earliest known instance of butchery in India
        Scientists have discovered the earliest evidence of animal butchery by humans in India.

      

      
        Study combines woodchips and biochar to clean water of pharmaceuticals, nutrients
        In a new study, researchers show how a simple system using woodchips and a bit of glorified sawdust --- designer biochar --- can dramatically reduce nitrogen, phosphorus, and multiple common drugs in wastewater.
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Marri trees a lifeline for many native bee species in biodiversity hotspot | ScienceDaily
New Curtin-led research has revealed Marri trees are critical to the survival of more than 80 species of native bee in Western Australia's South West region, which is one of the world's most biologically rich but threatened biodiversity hotspots.


						
Lead author Dr Kit Prendergast, Adjunct Research Fellow from the Curtin School of Molecular and Life Sciences, said the study identified the Marri (Corymbia calophylla), which is native to the South West and was named a 'near threatened' species in 2019, as a crucial supplier of food for native bees and supporter of the region's ecosystem.

"The findings that these trees support at least 81 different species of foraging bee in the South West highlight their extraordinary role in the survival of native bee populations, particularly during late summer when most other plants have stopped flowering," Dr Prendergast said.

"Native bees in WA's South West are plentiful and incredibly diverse, and many depend heavily on native plants like the Marri for food.

"Marri trees provide vital nectar and pollen, especially at a time when few other plants are in bloom. For many bee species, Marri is often the only food source available at this time of year.

"Furthermore, this tree not only provides food sources for native bees, but also nesting resources, with species observed nesting in small holes and among the roots, and its copious iconic red sap is used by Megachilidae bees to seal off their nests."

Dr Prendergast said the research provides new evidence supporting the idea that certain species, like the Marri tree, serve as 'keystone species' or 'magnet species', which play an especially crucial role in maintaining biodiversity.




"The Marri serves as a vital resource for native bees, acting as a lifeline during critical periods when other plants have dried up," Dr Prendergast said.

"The findings point to an urgent need to protect Marri trees from threats such as logging, mining, fire events, disease, agriculture and urban and industrial development, because without this tree, many native bee species would struggle to survive."

The study also revealed Marri trees are often the main, or only, plant species visited by these bees year-round, making them indispensable in the local ecosystem, which underlines the importance of conserving this species, not just for bees, but for the health of the broader landscape.

The research was funded by the Forrest Research Foundation, Zanthorrea Nursery, and the Department of Biodiversity, Conservation and Attractions.

The full study, titled 'Corymbia calophylla (Marri): A Major Resource for Native Bees in the Southwest Western Australian Biodiversity Hotspot' will be published in the journal Pacific Conservation Biology.
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Maternal antibodies interfere with malaria vaccine responses | ScienceDaily
Maternal antibodies passed across the placenta can interfere with the response to the malaria vaccine, which would explain its lower efficacy in infants under five months of age, according to research led by the Barcelona Institute for Global Health (ISGlobal), in collaboration with seven African centers (CISM-Mozambique, IHI-Tanzania, CRUN-Burkina Faso, KHRC-Ghana, NNIMR-Ghana, CERMEL-Gabon, KEMRI-Kenya). The findings, published in Lancet Infectious Diseases, suggest that children younger than currently recommended by the WHO may benefit from the RTS,S and R21 malaria vaccines if they live in areas with low malaria transmission, where mothers have less antibodies to the parasite.


						
The world has reached an incredible milestone: the deployment of the first two malaria vaccines -RTS,S/AS01E and the more recent R21/Matrix-M- to protect African children against malaria caused by Plasmodium falciparum. Both vaccines target a portion of the parasite protein called circumsporozoite (CSP) and are recommended for children aged 5 months or more at the moment of the first dose.

"We know that the RTS,S/AS01E malaria vaccine is less effective in infants under five months of age, but the reason for this difference is still debated," says Carlota Dobano, who leads the Malaria Immunology group at ISGlobal, a centre supported by "la Caixa" Foundation.

To investigate this, Dobano and her team analysed blood samples from more than 600 children (age 5-17 months) and infants (age 6-12 weeks) who participated in the phase 3 clinical trial of RTS,S/AS01E. Using protein microarrays, they measured antibodies against 1,000 P. falciparum antigens before vaccination to determine if and how malaria exposure and age affected IgG antibody responses to the malaria vaccine.

"This microarray approach allowed us to accurately measure malaria exposure at the individual level, including maternal exposure for infants and past infections for older children," says Didac Macia, ISGlobal researcher and first author of the study.

The role of maternal antibodies 

The analysis of antibodies to P. falciparum in children who had received a control vaccine instead of RTS,S/AS01E revealed a typical "exposure" signature, with high levels in the first three months of life due to the passive transfer of maternal antibodies through the placenta, a decline during the first year of life, and then a gradual increase as a result of naturally acquired infections.




In children vaccinated with RTS,S/AS01E, antibodies induced by natural infections did not affect the vaccine response. However, in infants, high levels of antibodies to P. falciparum, presumably passed from their mothers during pregnancy, correlated with reduced vaccine responses. This effect was particularly strong for maternal anti-CSP antibodies targeting the central region of the protein. Conversely, infants with very low or undetectable maternal anti-CSP IgGs exhibited similar vaccine responses as those observed in children.

The molecular mechanisms underlying this interference by maternal antibodies are not fully understood, but the same phenomenon has been observed with other vaccines such as measles.

Overall, these findings confirm something that was already suspected but not clearly demonstrated: despite their protective function, maternal anti-CSP antibodies, which decline within the first three to six months of life, may interfere with vaccine effectiveness. The higher the level of malaria transmission, the more maternal antibodies are transmitted to the baby, resulting in lower vaccine effectiveness. These findings further suggest that infants below five months of age may benefit from RTS,S or R21 vaccination in low malaria transmission settings, during outbreaks in malaria-free regions, or in populations migrating from low to high transmission settings.

"Our study highlights the need to consider timing and maternal malaria antibody levels to improve vaccine efficacy for the youngest and most vulnerable infants," says Gemma Moncunill, ISGlobal researcher and co-senior author of the study, together with Dobano.

This study was supported by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health through grants R01AI095789 and U01AI165745.
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Dolphins sense military sonar at much lower levels than regulators predict | ScienceDaily
For the first time ever, a team including several UC Santa Cruz scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.


						
In a new study published on October 23 in the journal Royal Society Open Science, the international team sampled 34 dolphin groups, amounting to thousands of individuals, in experiments where simulated as well as operational military sonars were activated in carefully controlled conditions -- or deliberately not played in experimental '"control'" conditions. The researchers then determined the types and likelihood of responses to known sonar exposures, which revealed unexpected behaviors.

"We see clear evidence of acoustic responses -- fine-scale changes in movement including directed, sustained, strong avoidance, and changes in group configurations," said lead author Brandon Southall, a UC Santa Cruz research associate and senior scientist at Southall Environmental Associates (SEA). "While these behavioral changes occur and persist on variable time scales, they are surprising in that they collectively demonstrate responses at sound levels that are orders of magnitude lower than predicted in current regulatory impact assessments. These animals are clearly much more sensitive to noise exposure than we thought."

For this study, the team used a novel integration of research methods combining aerial drone imagery, underwater listening recorders, and shore-based visual observers to monitor two social dolphin species. The merging of methodologies and tools presented a holistic view of how these social animals behave and respond to acoustic disturbances, according to co-author Ari Friedlaender, professor of ocean sciences at UC Santa Cruz.

The researchers employed several substantial technological advances to measure these fast and playful species, for which fine-scale aspects of behavior had often been deemed too difficult to study. This included "drone photogrammetry," the process of taking measurements from photographs collected non-invasively with drones. John Durban, another senior scientist at SEA, noted that the firm has pioneered this process over the last decade to study whale and dolphin health. "In this study, we have been able to further develop this technique to geolocate dolphins with centimeter-level precision, enabling changes in behavior to be quantified in an objective way," said Durban, also a co-author of the study.

Social dolphins, which can gather in groups of hundreds or even thousands, are common off the coast of California and many other regions, where they regularly encounter powerful military sonar systems known to disturb, harm, and even kill other species. Until now, there were no direct data on whether and how these sonars might affect these most abundant dolphins, despite regulatory assessments predicting that millions of animals might be impacted annually.

In recent years, mass strandings of cetaceans coinciding with the use of sonar systems by navies around the world have raised concern that such noise exposure posed a potential threat to whales, dolphins, and porpoises. These incidents occurred when tactical sonars operated at "mid-frequency," which typically ranges from 1 to 10 kHz. But in most cases, sonars operate in the 3-4 kHz band, the study states.

"Understanding how these animals respond to these types of acoustic signals is important for mitigating the impacts that this type of disturbance can have on social animals that rely on acoustics for communication, feeding, and other critical facets of their lives," said study co-author Caroline Casey, a researcher at UC Santa Cruz.
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Breathing deep: A metabolic secret of ethane-consuming archaea unraveled | ScienceDaily
Seeps on the deep seafloor naturally emit alkanes, which are pollutants that are potentially dangerous to life and act on global warming. Fortunately, the sediments around the seeps host microbes that act as a biological filter: They consume most of the alkanes before their release into the oceans and our atmosphere. This so-called anaerobic oxidation of alkanes is an important yet poorly understood microbial process. Scientists from the Max Planck Institute for Marine Microbiology in Bremen, Germany, now present a study on the degradation of ethane, the second most abundant alkane in seeps. They characterized enzymes involved in the process and found that their reaction breaks an established dogma in the field of anaerobic biochemistry. Their results are published in Nature Communications.


						
A missing piece in the energy-retrieving machinery suspected from genomic data

The anaerobic oxidation of ethane was described a few years ago, and many of its secrets still have to be unraveled. "When drawing the chemical reactions of the pathway on paper, we found large gaps of uncharted biochemistry. We deduced that the involved organisms must acquire cellular energy through an unknown path," explains first author Olivier Lemaire. The two last enzymes of the process generate carbon dioxide (CO2) from the ethane. Other microbes use a protein called ferredoxin to take up electrons produced along the way. "That was also assumed in ethane oxidizers. However, when we looked at the genome of the microbes, we found that they don't have the enzymatic tools to obtain cellular energy by the use of ferredoxin. Thus, something else must be at play."

A challenging study achieved through a successful scientific collaboration 

Solving this riddle was only possible thanks to a close collaboration within the Max Planck Institute for Marine Microbiology. Gunter Wegener and his team sampled the ethane-degrading microbial consortium from the deep sea and managed to culture it in the lab, despite this being a very demanding task. Using these cultures, the group of Tristan Wagner managed to isolate and characterise the enzymes involved in ethane oxidation "Isolating enzymes from such a precious and complex microbial culture is a real challenge, but we managed with a lot of effort and meticulousness," says Tristan Wagner.

A different enzymatic composition leads to a metabolic rewiring

The analyses now published show that both enzymes harbor an additional protein, electronically connected to the rest of the enzyme through a wire made of iron and sulfur. This subunit allows the use of an alternative electron acceptor: The F420, a molecule based on flavin, which is a class of chemicals also important to humans (as vitamin B2, for example).




"Such assemblies of CO2-forming enzymes and F420-reductases were never before described or suspected," says Tristan Wagner. The researchers confirmed by additional experiments that both enzymes used F420 as an electron acceptor. "This discovery breaks a dogma in the scientific field of anaerobic metabolism, as it expands what these enzymes can do."

"We suppose that the coupling of CO2-generation with F420 as electron acceptor might stimulate the entire process. The electrons are then transferred across the cell membrane to another microbe, reducing sulfate, which is a common principle in alkane-oxidizing consortia" says Gunter Wegener.

A milestone in the understanding of ethane degradation

By elucidating this metabolic riddle, Lemaire and his colleagues reveal a key aspect of the ethane-degrading microbes, which play an important role in the carbon cycle. It also shows that the knowledge gained from a few model organisms cannot be simply transposed to related species and that the enzymes involved can be more versatile than assumed. "Our study illustrates how little we know about the metabolism of these microbes, which have lived on our planet for billions of years and can adapt to so many environments, and how important it is to understand them via experimental means," Wagner concludes.

The study has a far-reaching impact as the alkane oxidation process performed by this type of microorganism is a crucial element of the biological filter existing in marine seeps, preventing massive effluxes of naturally produced alkanes in the atmosphere and seawater.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023141949.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Polar bears' exposure to pathogens is increasing as their environment changes | ScienceDaily
As the Arctic warms, polar bears now face a greater risk of contracting several pathogens than bears three decades ago. Karyn Rode and Caroline Van Hemert of the U.S. Geological Survey report these findings in a new study published October 23, 2024, in the open-access journal PLOS ONE.


						
The environmental changes associated with global warming are creating new opportunities for viruses, bacteria and parasites to infect Arctic wildlife. Polar bears, a top predator with a large range, may be affected by changes in pathogen transmission.

In the new study, researchers examined blood samples from polar bears in the Chukchi Sea in 1987-1994 and then three decades later, 2008-2017, looking for antibodies to six pathogens. Five of these pathogens had become more common in the later samples: the parasites that cause toxoplasmosis and neosporosis, the bacteria that cause rabbit fever and brucellosis, and the canine distemper virus. The increases in the prevalence of these pathogens represent some of the most rapid changes in exposure ever reported among polar bears.

Researchers also looked at factors that increased the bears' risk of exposure to these pathogens and found that exposure varied with diet and was higher in females than males, potentially as a result of pregnant females denning on land to raise cubs.

In the Arctic, where warming is occurring at nearly four times the global rate and polar bears are experiencing a rapid loss of their sea ice habitat, infectious diseases present a growing concern to both wildlife managers and human communities. People living in the Arctic sometimes hunt polar bears for food, and many of the pathogens whose presence was detected in this study can also be transmitted to humans. The researchers conclude that since polar bears face multiple stressors related to climate change and are a subsistence food, further work is warranted to screen these populations for signs of disease.

The authors add: "For some pathogens, the number of polar bears testing positive for serum antibodies, an indicator of pathogen exposure, more than doubled and were among the highest levels identified in a population. These results suggest that pathogen transmission pathways have changed in this Arctic ecosystem."
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Fossils unveil how southern Europe's ecosystem changed through Glacial-Interglacial Stages | ScienceDaily
Fossils from more than 600,000 years ago reveal how Southern Europe's animal community shifted between warm and cold climate fluctuations, according to a study published October 23, 2024 in the open-access journal PLOS ONE by Beniamino Mecozzi from the Sapienza Universita di Roma, Italy and colleagues.


						
The Notarchirico site has long been valued as a source of information on the Early-Middle Pleistocene, with fossils stretching from around 695 thousand to 614 thousand years ago. The authors of the present study examined mammalian fossils at the site and how they might correlate with climate conditions over time.

The researchers note that the earliest era documented at Notarchirico corresponded with a relatively warm period, complete with fossil evidence of genera such as hippos (Hippopotamus) and rhinos (Stephanorhinus), as well as deer and macaque monkeys -- demonstrating that the area likely had woods, steppes and lakes or ponds.

But by around 660 thousand years ago, the macaques and hippos, both warm weather animals, had vanished. The mammal community had shifted to one dominated by the straight-tusked elephant (Palaeoloxodon antiquus), and cattle-like animals such as the Pleistocene wood bison (Bison schoetensacki), with relatively few deer. This indicates that the area was likely more open, with fewer forests, and representative of a colder climate, as this period is believed to have had some of the Pleistocene's most extensive glaciation.

Fossils from the upper levels of the deposit documented at Notarchirico include a lot of deer who ate from woody shrubs and trees, indicating that the climate had likely warmed again and the area had filled in with forests.

In addition to reflecting the changing climate of the time, the fossil evidence at Notarchirico provides more insight into how and when different species moved out of and into Europe during the Pleistocene. Fossils recovered on site include some of the oldest known evidence in all of Europe of the straight-tusked elephant (Palaeoloxodon antiquus) and the red deer (Cervus elaphus), as well as some of the oldest known evidence of the cave lion (Panthera spelaea) in southwestern Europe.

The authors add: "The results of this work highlight the importance of resuming excavation and research activities at sites that were excavated in the past, as well as revisiting old museum collections that are often forgotten. By integrating the review of paleontological collections gathered in the past with the study of unpublished materials from new research, it has been possible to observe how terrestrial ecosystems responded to nearly 100,000 years of climate change.

The work published here is part of the new research project LATEUROPE, coordinated by Dr. Marie Helene Moncel, with permission from the Soprintendenza Archeologia Belle Arti e Paesaggio of Basilicata, Direzione Regionale Musei Basilicata, and Musei e Parchi Archeologici di Melfi e Venosa, which also include the study of collections preserved at the Museo Archeologico Nazionale "Mario Torelli" and the Parco Paleolitico di Notarchirico."
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'Paleo-robots' to help scientists understand how fish started to walk on land | ScienceDaily
The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.


						
Writing in the journal Science Robotics, the research team, led by the University of Cambridge, outline how 'palaeo-inspired robotics' could provide a valuable experimental approach to studying how the pectoral and pelvic fins of ancient fish evolved to support weight on land.

"Since fossil evidence is limited, we have an incomplete picture of how ancient life made the transition to land," said lead author Dr Michael Ishida from Cambridge's Department of Engineering. "Palaeontologists examine ancient fossils for clues about the structure of hip and pelvic joints, but there are limits to what we can learn from fossils alone. That's where robots can come in, helping us fill gaps in the research, particularly when studying major shifts in how vertebrates moved."

Ishida is a member of Cambridge's Bio-Inspired Robotics Laboratory, led by Professor Fumiya Iida, the paper's senior author. The team is developing energy-efficient robots for a variety of applications, which take their inspiration from the efficient ways that animals and humans move.

With funding from the Human Frontier Science Program, the team is developing palaeo-inspired robots, in part by taking their inspiration from modern-day 'walking fish' such as mudskippers, and from fossils of extinct fish. "In the lab, we can't make a living fish walk differently, and we certainly can't get a fossil to move, so we're using robots to simulate their anatomy and behaviour," said Ishida.

The team is creating robotic analogues of ancient fish skeletons, complete with mechanical joints that mimic muscles and ligaments. Once complete, the team will perform experiments on these robots to determine how these ancient creatures might have moved.

"We want to know things like how much energy different walking patterns would have required, or which movements were most efficient," said Ishida. "This data can help confirm or challenge existing theories about how these early animals evolved."

One of the biggest challenges in this field is the lack of comprehensive fossil records. Many of the ancient species from this period in Earth's history are known only from partial skeletons, making it difficult to reconstruct their full range of movement.




"In some cases, we're just guessing how certain bones connected or functioned," said Ishida. "That's why robots are so useful -- they help us confirm these guesses and provide new evidence to support or rebut them."

While robots are commonly used to study movement in living animals, very few research groups are using them to study extinct species. "There are only a few groups doing this kind of work," said Ishida. "But we think it's a natural fit -- robots can provide insights into ancient animals that we simply can't get from fossils or modern species alone."

The team hopes that their work will encourage other researchers to explore the potential of robotics to study the biomechanics of long-extinct animals. "We're trying to close the loop between fossil evidence and real-world mechanics," said Ishida. "Computer models are obviously incredibly important in this area of research, but since robots are interacting with the real world, they can help us test theories about how these creatures moved, and maybe even why they moved the way they did."

The team is currently in the early stages of building their palaeo-robots, but they hope to have some results within the next year. The researchers say they hope their robot models will not only deepen understanding of evolutionary biology, but could also open up new avenues of collaboration between engineers and researchers in other fields.

The research was supported by the Human Frontier Science Program. Fumiya Iida is a Fellow of Corpus Christi College, Cambridge. Michael Ishida a Postdoctoral Research Associate at Gonville and Caius College, Cambridge.
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Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs | ScienceDaily
A team of paleontologists working near Rangely, Colorado, has uncovered a new (or, more accurately, very old) state resident -- a fossil mammal about the size of a muskrat that may have scurried through swamps during the Age of Dinosaurs.


						
The researchers, led by the University of Colorado Boulder's Jaelyn Eberle, published their findings Oct. 23 in the journal PLOS ONE.

Eberle and her colleagues named their discovery, which they identified from a piece of jawbone and three molar teeth, Heleocola piceanus. The animal lived in Colorado roughly 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the American West. (Fittingly, "Heleocola" roughly translates to "swamp dweller" in Latin).

"Colorado is a great place to find fossils, but mammals from this time period tend to be pretty rare," said Eberle, curator of fossil vertebrates at the CU Museum of Natural History and professor in the Department of Geological Sciences. "So it's really neat to see this slice of time preserved in Colorado."

Compared to much larger dinosaurs living at the time like tyrannosaurs or the horned ancestors of Triceratops, the new fossil addition to Colorado might seem tiny and insignificant. But it was surprisingly large for mammals at the time, Eberle said.

She's also glad to see Rangely, which sits in the northwest corner of the state not far from Dinosaur National Monument, get its due.

"It's a small town, but, in my experience as a paleontologist, a lot of cool things come out of rural environments," Eberle said. "It's nice to see western Colorado have an exciting discovery."

Land meets water




That cool discovery helps to paint a more complete picture of a Colorado that would be all but unrecognizable to residents today.

Paleontologists John Foster and ReBecca Hunt-Foster, co-authors of the new study, have been coming to this part of the state to dig up fossils every summer for about 15 years. Seventy million years ago, it was a place where land met water. Here, creatures like turtles, duck-billed dinosaurs and giant crocodiles may have flourished in and around marshes and estuaries, gorging themselves on wetland vegetation, fish and more.

"The region might have looked kind of like Louisiana," said ReBecca Hunt-Foster, a paleontologist at Dinosaur National Monument in Utah and western Colorado. "We see a lot of animals that were living in the water quite happily like sharks, rays and guitarfish."

John Foster first remembers seeing the bit of mammal jaw emerge from a slab of sandstone that he collected from the site in 2016. The fossil measured about an inch long.

"I said, 'Holy cow, that's huge," said Foster, a scientist at the Utah Field House of Natural History State Park Museum in Vernal, Utah.

One big mammal

Eberle explained that before an asteroid killed off the non-avian dinosaurs 66 million years ago, mammals tended to be small -- most were about the size of today's mice or rats. She largely identifies them from the tiny teeth they left behind.




H. piceanus, in comparison, was positively huge. Eberle estimates that the animal, a cousin to modern-day marsupials, weighed 2 pounds or more, larger than most Late Cretaceous mammals. (It's not quite a record -- another fossil mammal from the same period, known as Didelphodon, may have weighed as much as 11 pounds). Based on H. piceanus' teeth, the mammal likely dined on plants with a few insects or other small animals mixed in.

While dinosaurs get all the glory, the new find is another reason why paleontologists shouldn't overlook ancient mammals. Small or not, they played an important role in Colorado's ecosystems in the Late Cretaceous.

"They're not all tiny," Eberle said. "There are a few animals emerging from the Late Cretaceous that are bigger than what we anticipated 20 years ago."

Hunt-Foster said that the Mountain West is a special place for anyone who loves fossils. She also urged people visiting public lands not to collect vertebrate fossils, such as dinosaurs, they may come across while hiking to avoid disturbing important scientific information. Instead, they should note the location, take a photo and alert a representative from a nearby museum or public land agency.

"We have scientists that come from all over the world specifically to study our fossils," she said. "We really are lucky."
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Risk of cardiovascular disease linked to long-term exposure to arsenic in community water supplies | ScienceDaily
Long-term exposure to arsenic in water may increase cardiovascular disease and especially heart disease risk even at exposure levels below the federal regulatory limit (10mg/L) according to a new study at Columbia University Mailman School of Public Health. This is the first study to describe exposure-response relationships at concentrations below the current regulatory limit and substantiates that prolonged exposure to arsenic in water contributes to the development of ischemic heart disease.


						
The researchers compared various time windows of exposure, finding that the previous decade of water arsenic exposure up to the time of a cardiovascular disease event contributed the greatest risk. The findings are published in the journal Environmental Health Perspectives.

"Our findings shed light on critical time windows of arsenic exposure that contribute to heart disease and inform the ongoing arsenic risk assessment by the EPA. It further reinforces the importance of considering non-cancer outcomes, and specifically cardiovascular disease, which is the number one cause of death in the U.S. and globally," said Danielle Medgyesi, a doctoral Fellow in the Department of Environmental Health Sciences at Columbia Mailman School. "This study offers resounding proof of the need for regulatory standards in protecting health and provides evidence in support of reducing the current limit to further eliminate significant risk."

According to the American Heart Association and other leading health agencies, there is substantial evidence that arsenic exposure increases the risk of cardiovascular disease. This includes evidence of risk at high arsenic levels (>100mg/L) in drinking water. The U.S. Environmental Protection Agency reduced the maximum contaminant level (MCL) for arsenic in community water supplies (CWS) from 50mg/L to 10mg/L beginning in 2006. Even so, drinking water remains an important source of arsenic exposure among CWS users. The natural occurrence of arsenic in groundwater is commonly observed in regions of New England, the upper Midwest, and the West, including California.

To evaluate the relationship between long-term arsenic exposure from CWS and cardiovascular disease, the researchers used statewide healthcare administrative and mortality records collected for the California Teachers Study cohort from enrollment through follow-up (1995-2018), identifying fatal and nonfatal cases of ischemic heart disease and cardiovascular disease. Working closely with collaborators at the California Office of Environmental Health Hazard Assessment (OEHHA), the team gathered water arsenic data from CWS for three decades (1990-2020).

The analysis included 98,250 participants, 6,119 ischemic heart disease cases and 9,936 CVD cases. Excluded were those 85 years of age or older and those with a history of cardiovascular disease at enrollment. Similar to the proportion of California's population that relies on CWS (over 90 percent), most participants resided in areas served by a CWS (92 percent). Leveraging the extensive years of arsenic data available, the team compared time windows of relatively short-term (3-years) to long-term (10-years to cumulative) average arsenic exposure. The study found decade-long arsenic exposure up to the time of a cardiovascular disease event was associated with the greatest risk, consistent with a study in Chile finding peak mortality of acute myocardial infarction around a decade after a period of very high arsenic exposure. This provides new insights into relevant exposure windows that are critical to the development of ischemic heart disease.

Nearly half (48 percent) of participants were exposed to an average arsenic concentration below California's non-cancer public health goal <1 mg/L. In comparison to this low-exposure group, those exposed to 1 to <5 mg/L had modestly higher risk of ischemic heart disease, with increases of 5 to 6 percent. Risk jumped to 20 percent among those in the exposure ranges of 5 to <10 mg/L (or one-half to below the current regulatory limit), and more than doubled to 42 percent for those exposed to levels at and above the current EPA limit [?]10mg/L. The relationship was consistently stronger for ischemic heart disease compared to cardiovascular disease, and no evidence of risk for stroke was found, largely consistent with previous research and the conclusions of the current EPA risk assessment.




These results highlight the serious health consequences not only when community water systems do not meet the current EPA standard but also at levels below the current standard. The study found a substantial 20 percent risk at arsenic exposures ranging from 5 to <10 mg/L which affected about 3.2 percent of participants, suggesting that stronger regulations would provide significant benefits to the population. In line with prior research, the study also found higher arsenic concentrations, including concentrations above the current standard, disproportionally affect Hispanic and Latina populations and residents of lower socioeconomic status neighborhoods.

"Our results are novel and encourage a renewed discussion of current policy and regulatory standards," said Columbia Mailman's Tiffany Sanchez, senior author. "However, this also implies that much more research is needed to understand the risks associated with arsenic levels that CWS users currently experience. We believe that the data and methods developed in this study can be used to bolster and inform future studies and can be extended to evaluate other drinking water exposures and health outcomes."

Co-authors are Komal Bangia, Office of Environmental Health Hazard Assessment, Oakland, California; James V. Lacey Jr and Emma S. Spielfogel,California Teacher Study, Beckman Research Institute, City of Hope, Duarte, California; and Jared A Fisher, Jessica M. Madrigal, Rena R. Jones, and Mary H. Ward, Division of Cancer Epidemiology and Genetics, National Cancer Institute.

The study was supported by the National Cancer Institute, grants U01-CA199277, P30-CA033572, P30-CA023100, UM1-CA164917, and R01-CA077398; and also funded by the Superfund Hazardous Substance Research and Training Program P42ES033719; NIH National Institute of Environmental Health Sciences P30 Center for Environmental Health and Justice P30ES9089, NIH Kirschstein National Research Service Award Institutional Research Training grant T32ES007322, NIH Predoctoral Individual Fellowship F31ES035306, and the Intramural Research Program of the NCI Z-CP010125-28.
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Ethical framework aims to counter risks of geoengineering research | ScienceDaily
As interest grows in geoengineering as a strategy for tackling global warming, the world's largest association of Earth and space scientists today launched an ethical framework as a guide to responsible decision-making and inclusive dialogue.


						
The report, facilitated by the American Geophysical Union (AGU) and advised by a global panel of experts, says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them. It warns that the unintended consequences of large-scale deployment are largely unknown.

"Climate change requires immediate action, and our most urgent, non-negotiable priority must be to tackle the root cause, carbon emissions," said AGU President Lisa J. Graumlich. "But as pressure grows to supplement emissions reductions with active, large-scale intervention in Earth's climate system, we must ensure that research is done in ways that are inclusive, representative and just, carefully considering risks and benefits."

"We all live on this one planet, but solutions cannot be one size fits all," said Carlos Nobre, a senior researcher at the Institute for Advanced Studies in Sao Paulo, Brazil, and member of the Ethical Framework Advisory Board. "Global communities have unique challenges and vulnerabilities. When we contemplate how to address the existential threat of climate change, it is imperative that we do so by centering ethics. This framework helps lay the foundation for effective collaboration and partnership."

The report, Ethical Framework Principles for Climate Intervention Research,seeks to establish a set of globally recognized ethical principles to guide research, funding and policy proposals, drawing on precedents developed to guide research around other emerging fields with unknown consequences, including ethical practices for biomedical research and genetic engineering.

In the 2015 UN Paris Agreement, the world's nations pledged to pursue efforts to limit global temperature rise to 1.5 degrees Celsius. However, global emissions are still increasing, and every additional fraction of a degree will see more severe storms, floods, heatwaves and other climate impacts and increase the risk of triggering catastrophic tipping points such as the Amazon rainforest transforming into dry savannah or the collapse of the Greenland Ice Sheet.

Climate interventions, also known as geo-engineering or climate engineering, are deliberate, large-scale attempts to alter the climate system in a way that halts, slows down or reverses global warming. Climate intervention technologies and methods include:
"Climate intervention must not replace greenhouse gas emissions reduction," said AGU Interim Executive Director and CEO Janice R. Lachance. "Yet there is robust discussion and debate on whether it should become part of a comprehensive strategy to slow warming, address legacy carbon emitted over the last century and get us back on track with global temperature targets. It is AGU's privilege and responsibility as a leader in climate science to advocate for responsible pursuit of knowledge."

The framework has been developed over a two-year period, under the guidance of an advisory board of more than 40 international experts from a wide range of disciplines, with extensive public consultation worldwide. It reflects contributions from hundreds of scientists, policymakers, ethicists, government agencies, non-governmental organizations, the private sector and communities that could be disproportionately affected by climate change interventions. It proposes that all new research plans, funding decisions and policy proposals should meet five key principles:
    	    Responsible Research. Climate intervention research should not be presented as an alternative to emissions reductions. Researchers should provide a clear, public justification of their activity. They should not only assess its direct risks but also the physical, environmental and social consequences if it were scaled.
    
    	    Holistic Climate Justice. Before starting an activity, researchers should consider whether it would shift climate impacts from one group to another, as well as consider its impact on groups experiencing social, economic, climate and environmental injustices, on future generations, and on nature and biodiversity.
    
    	    


Inclusive Public Participation. Researchers should have fair and inclusive processes to identify groups that may be impacted by the activity and include them in discussion of the purposes and design of the research. They should secure the free, prior and informed consent of any Indigenous Peoples likely to be affected.
    
    	    Transparency. Public and private funding of climate intervention research and experimentation should be completely transparent. Researchers should handle data responsibly, report on the nature of the science involved and document the decision-making process from start to finish. They should clearly report any negative results.
    
    	    Informed Governance. Where technologies have significant risks, funders should require research proposals to be reviewed and approved by an independent body. Activities with higher risks or at larger scales should have greater scrutiny. Researchers should be accountable to a representative set of public institutions and stakeholders at scales relevant to the impact of the research.
    

"Communities need to be heard on decisions that affect them," saidproject lead Billy Williams, AGU's Executive Vice President, Diversity, Equity and Inclusion."Though climate change is a risk shared by all Earth's people, the weight of climate consequences is not carried equally. As we consider technology to counteract warming, it is essential that we do not add to that unequal burden."

The framework applies to all types of climate intervention and covers lab research and computer modeling as well as activities undertaken in the field. It is designed to be flexible enough to be adapted to the needs of diverse contexts and actors and capable of evolving as society's understanding of climate risks and climate intervention technologies develops.

AGU intends for the framework to drive discussion within the broader community involved in and affected by climate intervention research, policy and investment and prompt the development of norms for ethical and responsible research practices.

"AGU and the contributors of this work strongly encourage all relevant actors, including researchers, funders and policymakers, to embrace these ethical principles when considering or undertaking activities relating to climate intervention research," says the report.

Further information on the report: https://www.agu.org/ethicalframeworkprinciples
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Lyme borreliosis: New approach for developing targeted therapy | ScienceDaily
Lyme borreliosis is the most common tick-borne infectious disease in Europe. Up to 70,000 new cases are estimated each year in Austria alone. The bacterial infection can cause lasting health problems for patients. A MedUni Vienna research team has made significant progress in understanding the mechanism of infection and identified a potential way forward for the development of targeted therapies that do not rely on antibiotics. The study was recently published in the International Journal of Molecular Sciences.


						
The scientific team led by Margarida Ruivo and Michiel Wijnveld from MedUni Vienna's Center for Pathophysiology, Infectiology and Immunology focused on the restriction-modification system (RMS) of Borrelia bacteria as part of the study. RMS refers to the protective mechanism of the Borrelia bacteria, which plays a decisive role in the defence against foreign genetic material (DNA) and can be described as a primitive immune system of these pathogens. "Our aim was to characterize the RMS of Borrelia afzelii and Borrelia garinii, the main pathogens of Lyme borreliosis in Europe, and to understand its importance for the survival of these bacteria during infection of the host," says study leader Michiel Wijnveld, explaining the background to the research work.

Targeted therapy as a possible alternative to antibiotics

In order to investigate the RMS in more detail, the researchers used an innovative method in which they modified and analyzed the DNA of Borrelia bacteria. They discovered that the methylation of DNA, a process in which small molecules are bound to the bacteria's own DNA, plays an important role in protecting the bacteria against foreign DNA. Further experiments showed that the ability of bacteria to take up new genetic material stably can be significantly improved by pre-methylating DNA molecules to mimic the Borrelia's own DNA. This provides a tool to investigate how borrelia sustains itself within a host such as a human and a possible, previously unknown approach for researching and developing new therapies against Lyme borreliosis that are not based on antibiotics. The researchers are considering phage therapy, in particular, as an alternative treatment method. This involves using so-called bacteriophages, i.e. viruses that attack bacteria, to combat the pathogens specifically. "With further research, this method has the potential to pave the way towards reducing our reliance on antibiotics and preventing the development of antibiotic resistance," says Wijnveld.

Lyme borreliosis is the most common tick-borne disease in Europe. Borrelia bacteria are transmitted to humans when infected ticks bite. Recent studies from the same research group at MedUni Vienna have shown that every fourth tick is carrying Borrelia in Austria. Treatment with antibiotics is best started as soon as possible after diagnosis of Lyme borreliosis. If the bacterial infection is not recognized in time, it can lead to serious complications such as heart and joint inflammation, neurological complications and persisting symptoms after treatment. There is currently no vaccination against Lyme borreliosis. Contrary to the still widespread opinion, a vaccination against TBE does not protect against Lyme borreliosis.
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Birth: It's a tight squeeze for chimpanzees, too | ScienceDaily
The birth process in chimpanzees and other great apes is generally considered to be easy. This is usually attributed to their relatively large pelvis and the small head of their newborns. In contrast, human childbirth is both more complex and riskier when compared to other mammals. According to the original "obstetrical dilemma" hypothesis, our birth difficulty stems from a conflict that arose during human evolution between adaptations in the pelvis for upright walking and an increase in our infants' brain size. On the one hand, the pelvis shortened to improve balance while moving bipedally, while the baby's larger head still had to fit through the birth canal. As a solution to this dilemma, the shape of the pelvic bones differs between the sexes (with females having larger dimensions despite smaller body sizes), and human babies are born more neurologically immature than other primates so that brain growth is delayed to the postnatal period.


						
An international team of researchers led by Nicole M. Webb of the Senckenberg Research Institute and Martin Haeusler of the Institute of Evolutionary Medicine, University of Zurich, simulated birth in chimpanzees and humans and quantified the space between the bony birth canal and the fetal head. The study shows that narrow birth canals in relation to the infant head size are not unique to humans. Accordingly, the "obstetrical dilemma" hypothesis, which had previously been explained solely by the development of bipedalism and the size of the human brain, did not suddenly appear during the development of modern humans, but rather developed gradually over the course of primate evolution -- and then intensified in humans thus explaining the high rates of birth complications observed today.

Chimpanzee pelvis just as narrow as human pelvis

To test the "obstetrical dilemma" hypothesis, the research team first compared the available space in the birth canal of chimpanzees and humans, using the average distance between the fetal head and the pelvic bones while accounting for soft tissue contributions. "Using a three-dimensional virtual simulation of the birth process, we were able to show that the space in the chimpanzee pelvis is actually just as tight as it is in humans," explains paleoanthropologist Nicole M. Webb. Interestingly, after a detailed shape analysis they also found that female chimpanzees have a more spacious pelvis than males, especially the smaller females, providing evidence of adaptations to deal with these space limitations. The researchers also show that the great apes appear to trend towards humans in how neurologically immature, or how secondarily altricial their infants are compared to monkeys -- again surprisingly similar to humans, although to a lesser magnitude.

"Based on these intriguing parallels, we propose a new hypothesis that the obstetrical dilemma developed gradually and became increasingly exacerbated over the course of evolution. This contradicts the previous theory that our long and difficult births emerged abruptly with the enlargement of the brain in Homo erectus," explains Martin Haeusler. The increase in body size in the ancestors of the great apes made their pelvis stiffer, which limited the ability of their ligaments to stretch during birth. In early hominins, the upright gait also led to a twisted bony birth canal, which required complex movements of the fetal head. This mechanism, rather than the narrowness of the birth canal, is likely the main cause of the difficult birth process in humans, the researchers argue.

Complex birthing process is an evolutionary compromise

The study shows that the remarkably complex human birth process is the result of gradual compromises during hominoid evolution. "The difficult birth and the neurological immaturity of our newborns, with the long learning phase that follows, are a prerequisite for the evolution of our intelligence. At the same time, we humans are only at one extreme -- we are not unique among primates," states Haeusler. "There have even been isolated observations of birth assistance among captive orangutans. However, births of great apes in the wild are only observed extremely rarely -- we urgently need more behavioral data," insisted Webb.
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Thread-like, flexible thermoelectric materials applicable for extreme environments | ScienceDaily
A team of Korean researchers developed a thermoelectric material that can be used in wearable devices, such as smart clothing, and while maintaining stable thermal energy performance even in extreme environments. It has dramatically resolved the dilemma of striking the balance between achieving good performance and the mechanical flexibility of thermoelectric materials, which has been a long-standing challenge in the field of thermoelectric materials, and has also proven the possibility of commercialization.


						
KAIST (President Kwang-Hyung Lee) announced on the 21st that a joint research team of Professor Yeon Sik Jung of the Department of Materials Science and Engineering and Professor Inkyu Park of the Department of Mechanical Engineering, in collaboration with the research teams of Professor Min-Wook Oh of Hanbat National University (President Yong Jun Oh) and Dr. Jun-Ho Jeong of the Korea Institute of Machinery and Materials (President Seoghyun Ryu), have successfully developed 'bismuth telluride (Bi2Te3) thermoelectric fibers,' an innovative energy harvesting solution for next-generation flexible electronic devices.

Thermoelectric materials are materials that generate voltage when there is a temperature difference and convert thermal energy into electrical energy. Currently, about 70% of energy being lost as wasted heat, so due attention is being given to research on these as sustainable energy materials that can recover and harvesting energy from this waste heat.

Most of the heat sources around us are curved, such as the human body, vehicle exhaust pipes, and cooling fins. Inorganic thermoelectric materials based on ceramic materials boast high thermoelectric performance, but they are fragile and difficult to produce in curved shapes. On the other hand, flexible thermoelectric materials using existing polymer binders can be applied to surfaces of various shapes, but their performance was limited due to the low electrical conductivity and high thermal resistance of the polymer.

Existing flexible thermoelectric materials contain polymer additives, but the inorganic thermoelectric material developed by the research team is not flexible, so they overcame these limitations by twisting nano ribbons instead of additives to produce a thread-shaped thermoelectric material. Inspired by the flexibility of inorganic nano ribbons, the research team used a nanomold-based electron beam deposition technique to continuously deposit nano ribbons and then twisted them into a thread shape to create bismuth telluride (Bi2Te3) inorganic thermoelectric fibers.

These inorganic thermoelectric fibers have higher bending strength than existing thermoelectric materials, and showed almost no change in electrical properties even after repeated bending and tensile tests of more than 1,000 times. The thermoelectric device created by the research team generates electricity using temperature differences, and if clothes are made with fiber-type thermoelectric devices, electricity can be generated from body temperature to operate other electronic devices.

In fact, the possibility of commercialization was proven through a demonstration of collecting energy by embedding thermoelectric fibers in life jackets or clothing. In addition, it opened up the possibility of building a high-efficiency energy harvesting system that recycles waste heat by utilizing the temperature difference between the hot fluid inside a pipe and the cold air outside in industrial settings.

Professor Yeon Sik Jung said, "The inorganic flexible thermoelectric material developed in this study can be used in wearable devices such as smart clothing, and it can maintain stable performance even in extreme environments, so it has a high possibility of being commercialized through additional research in the future." Professor Inkyu Park also emphasized, "This technology will become the core of next-generation energy harvesting technology, and it is expected to play an important role in various fields from waste heat utilization in industrial sites to personal wearable self-power generation devices."

This study, in which Hanhwi Jang, a Ph.D. student at KAIST's Department of Materials Science and Engineering, Professor Junseong Ahn of Korea University, Sejong Campus, and Dr. Yongrok Jeong of Korea Atomic Energy Research Institute contributed equally as joint first authors, was published in the online edition of the international academic journal Advanced Materials on September 17, and was selected as the back-cover paper in recognition of its excellence. (Paper title: Flexible All-Inorganic Thermoelectric Yarns)

Meanwhile, this study was conducted through the Mid-career Researcher Support Program and the Future Materials Discovery Program of the National Research Foundation of Korea, and the support from the Global Bio-Integrated Materials Center, the Ministry of Trade, Industry and Energy, and the Korea Institute of Industrial Technology Evaluation and Planning (KEIT) upon the support by the Ministry of Science and ICT.
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Geography: Improving our understanding of complex crises | ScienceDaily
LMU researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.


						
Climate disaster, pandemics, species extinction, violent conflict -- we live in a time of multiple crises. Researchers and policymakers throughout the world are looking for ways to respond adequately to this many-headed monster -- something easier said than done. "Systemic risks increasingly converge in the Anthropocene, the age of human impacts," says Dr. Alexandre Pereira Santos from the Human-Environment Relations research and teaching unit at LMU's Department of Geography. "We know that these risks cause damages and losses, which may become even greater when hazards interact and multiply their impacts." This was the case, for example, when the Covid-19 crisis not only impacted people's health, but also drove many into poverty. Yet for many crises, the complexity of the interactions is only partially understood. Science has trouble integrating the various scales of analysis, disciplinary perspectives, and sectors of society.

In a paper published recently in the journal One Earth, Pereira Santos and his colleagues from Universitat Hamburg and the Norwegian University of Science and Technology present a novel approach for dealing with this complexity. Their goal was to take the various aspects into account and bring them together. "Our novel concept uses well-known analytical methods from climate and social sciences and connects them by means of a translator," says Pereira Santos. This translator brings together the different perspectives, spatial and temporal scales, and social sectors and allows for a more nuanced description of health and climate crises. Moreover, it does so in a way that preserves the complexity and diversity of evidence to support more inclusive and context-aware adaptation policies.

"Before our approach, researchers often had to choose which aspects to consider in order to avoid information overload. Or they had to perform general analyses of multiple risks, regions, or social sectors, resulting in the loss of information," explains the geographer. These losses include things like interactions between risks, individual social circumstances, the effects on the economy, or the risk exposure of various groups of people.

The authors point out that risk research is often limited by disciplinary approaches and single-sector or scale analyses, skewing policy advice towards biased, misguided, and unfair outcomes. They propose going beyond such trade-offs in favor of addressing the complexity of the various risks in an organized manner without losing breadth and depth of analysis. "Our translator model brings together various sources of evidence and joins them into a meaningful whole," summarizes Pereira Santos. "The framework we propose provides a deep and broad (that is to say, integrated and diverse) description of risk factors, to support research and policymaking with systematic and context-sensitive evidence."
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New tool enables a more complete and rapid decoding of the language of algal gene expression | ScienceDaily
A new method that research teams can use to measure and compare different forms of proteins and protein complexes helped reveal a previously unseen molecular signature of how algal genomes are controlled during the cell cycle. The publication, "pyMS-Vis, an open-source Python application for visualizing and investigating deconvoluted to-down mass spectrometric experiments: A histone proteoform case study" was recently published in the journal, Analytical Chemistry (2024).


						
The research collaboration included James Umen, PhD, member and principal investigator, Danforth Plant Science Center, James (Jim) Pesavento, PhD, associate professor at Saint Mary's College of California (SMC), Mowei Zhou, PhD, Qiushi scholar for experiments, Zhejiang University and Ljiljana Pasa-Tolic, PhD, lead scientist for Visual Proteomics, Department of Energy Environmental and Molecular Sciences Laboratory in Richland, WA.

The Umen lab is well known for longstanding research to understand how algal cells multiply and differentiate into sexually distinct types. Pesavento is an expert in using mass spectrometry to identify biological molecules with extremely high precision and to quantify their abundance. His special expertise is on a very important group of proteins called histones that are used to package DNA in all organisms whose cells have a nucleus including plants, algae and humans. Histones are not only essential for packaging and DNA into a compact form called chromatin, but also are decorated with chemical modifications that serve as signals or signposts marking locations of genes and whether they should be expressed. These markings are sometimes referred to as an epigenome as they add an additional layer of information to the DNA with which they associate.

A major challenge in this field has been figuring out which histones have which chemical modifications, where on the histone protein those modifications occur, and whether they are dynamic (added and removed under specific conditions). The combinatorial possibilities make this task especially difficult even with the most advanced mass spectrometry instrumentation and software available. Moreover, each group of organisms such as plants and green algae, seem to have their own variant histone code language, and it is important to learn this language as a tool for helping make improved varieties with beneficial traits.

Although commercial software exists to help with this task, there was no software that was robust enough to tackle histone modifications on whole histone proteins. Pesavento realized that the repetitive and time-consuming tasks to identify histone modifications could be partially automated, and he set out to create an open-source tool called pyMS-Vis to help solve this problem for algal histones and other histone researchers.

"This work started as a collaboration with SMC professor Udayan Das, PhD, as we co-mentored an undergraduate computer science student Megan Bindra during the SMC undergraduate Summer Research Program in 2022," said Pesavento. "We were able to make significant progress, and Bindra presented this work at a professional conference the following year (2023). The combination of NSF funding support for my small lab at SMC and invested collaborators across diverse scientific disciplines, were essential to this work's publication."

To test this method, he used a set of histone samples the Umen lab prepared from cells that were in different stages of their cell division cycle to answer questions about what happens to marks on histones in cells when they are replicating their DNA versus when they are growing but not replicating DNA or dividing. pyMS-Vis made it possible to rapidly analyze the data and discover a new and unexpectedly large population of a specific histone sub-type that was missing a mark which had always been assumed to be present on nearly every histone of this sub-type.

"pyMS-Vis has allowed us to see histone dynamics that we could not easily see before and opened the door to a more complete understanding of the language of algal gene expression," said Umen. "This deeper understanding will be a critical part of developing algae as productive crop species that stably express beneficial traits such as increased yields of oil or high value products."
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Saving the bats: Researchers find bacteria, fungi on bat wings that could help fight deadly white-nose syndrome | ScienceDaily
Bacteria and fungi from the wings of bats could play a significant role in saving them from white-nose syndrome (WNS), a fungal disease affecting the skin of wings and muzzle, which has nearly wiped out vulnerable bat populations across North America.


						
Researchers at McMaster University have gathered and analyzed samples from the community of microorganisms, or microbiome, on the wings of several bat species in Lillooet, British Columbia, which they hope will reveal new information about how WNS affects bats and, more important, how to stop it.

Lillooet is of special interest to scientists because its rich and diverse bat population, concentrated in a relatively small geographic area and diverse ecological niches, has shown no signs of infection, even though the disease-causing agent is present elsewhere in B.C. and WNS is widespread in Canada and the US.

"We see a very high number of bat species in the Rockies and west of the Rockies," explains Jianping Xu, a professor in the Department of Biology at McMaster University and lead author of the paper, newly published in Microbiology Spectrum, a journal of the American Society for Microbiology.

"If there is a new frontier for preserving bat species, it will likely be found in western North America, yet we know very little about the wing microbiome of these bats."

Healthy wings are critical for the survival and reproduction of bats and the wing microbiome is believed to play a major role in their susceptibility to WNS, say the researchers, who will use the new data to refine a probiotic cocktail they developed in collaboration with scientists at the Wildlife Conservation Society of Canada and Thompson Rivers University.

The cocktail is one of a handful of experimental treatments -- including vaccines and fumigation -- which are being tested as the scientific community races to treat and prevent WNS. The disease has spread rapidly since it was first detected in New York State in 2006 and has killed millions of bats throughout eastern North America.




White-nose syndrome is caused by Pseudogymnoascus destructans or pd, a fungus that thrives in cold temperatures. It tends to hit smaller species which include the little brown bat, northern long-eared bat and the tricolored bat, all of which have suffered dramatic population declines of as much as 90 per cent in affected areas.

The fuzzy white fungal growth typically appears on the muzzles or wings of infected bats during hibernation, when their metabolic rate and body temperature are low. WNS interrupts hibernation and wakes the bats, causing them to use precious fat reserves, which leads to starvation.

In Lillooet, Xu and his team captured and tested 76 bats and subsequently identified thousands of bacteria and fungi, many of them previously unknown.

They previously isolated over 1000 bacterial strains from bat wings and identified over a dozen strains which appear to fend off the fungus responsible for WNS. Further testing of four strains showed those individual strains of bacteria to be more effective against the fungus when combined.

"To develop a powerful probiotic cocktail that will work and will have an effect against the fungus in nature, we must understand the microbiome of the bats, or what exactly is on their wings," explains Xu.

Over the last three years the team has administered the cocktail to roosts in British Columbia and in Washington State with promising results.

"This kind of information will allow us to refine potentially region-specific probiotic cocktails and manipulate the microbiome to help the survival of bats," says Xu.
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Researchers develop new coatings to boost turbine engine efficiency | ScienceDaily
A University of Virginia-led research team has developed new protective coatings that allow turbine engines to run at higher temperatures before components begin to fail.


						
"Hotter engines are more efficient," said Elizabeth J. Opila, professor and chair of the Department of Materials Science and Engineering at UVA and a lead researcher on the project.

Turbine engines are known for aircraft propulsion, but stationary turbines have many industrial uses, including power generation. They burn fuel to rotate turbine blades, converting mechanical energy to electricity.

"You get more work output per heat input at higher temperatures," Opila said. "The potential benefits drive interest in coatings that act as a barrier against the reactive gases produced by combustion at these high temperatures that can damage turbine blades."

Efficiency translates to less fuel consumption and reduced emissions and operating costs -- which helps account for why the U.S. Department of Energy's ARPA-E ULTIMATE program funded the team's work. They published their findings in the October print issue of Scripta Materialia.

Limits of Today's High-Temperature Materials

Two primary material systems are used in the hot section of turbine engines today:
    	Coated nickel-based superalloys can tolerate up to about 2,200degF -- well short of the DOE's goal of nearly 3,300degF.
    	Ceramic composites use several coating layers to protect against degradation from oxidation, a chemical reaction that occurs with exposure to air and moisture. However, these systems are limited by the melting temperature of one layer, silicon, which melts at 2,577degF.

The UVA-led team focused on another material option called refractory metal alloys. Refractory metals were studied extensively in the 1960s. While durable and heat-resistant, they were abandoned due to poor oxidation resistance.




To protect the alloy, the researchers experimented with rare earth oxides -- chemical compounds that naturally possess strong protective properties -- to come up with one do-it-all coating.

"By combining multiple rare earth oxides, tailoring properties to better protect the underlying substrate can be achieved with just a single layer," said Kristyn Ardrey, a Ph.D. alumna of Opila's lab and first author of the paper. "This allowed us to achieve better performance without complex multi-layer coatings."

A Multidisciplinary Team Approach

Opila's lab created and tested new combinations of rare earth elements, such as yttrium, erbium and ytterbium. To predict the best combinations and improve performance, they worked with UVA associate professors Bi-Cheng Zhou and Prasanna Balachandran, whose labs specialize in computer simulations and machine learning, a form of artificial intelligence.

The team applied the coatings to alloys using two standard manufacturing methods. One technique heats the material to a molten state before spraying on the surface. The other is applied as a liquid mixture that dries and hardens. The researchers tested and compared how well each method performed under extreme heat and reactive conditions, such as exposure to high-temperature steam.

They also partnered with UVA Professor Patrick Hopkins' ExSiTE Lab, which specializes in using lasers to measure heat resistance and material strength.




"This was a collaborative effort," Opila said. "Using machine learning and computational methods allowed us to explore a huge range of possible material combinations, and Patrick's lab was key to understanding the physical characteristics of the materials we developed."

More Work To Be Done

As one of the first research groups to experiment with multicomponent rare earth oxides, the team knows more testing and refinement are needed. Using computer simulations will help them continue improving the coatings and analyze the best ways to apply them.

But their results represent an important step forward in turbine engine technology -- and that's good for everyone.

"Reducing fuel consumption and emissions while improving engine performance is not only good for industries like energy and aviation," Opila said. "It also means a cleaner environment and lower costs for everyday consumers."
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With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say | ScienceDaily
Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. In a perspective paper publishing October 23 in the Cell Press journal Joule, bioengineers propose a radical new method of food production that they call "electro-agriculture." The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be genetically engineered to "eat." The researchers estimate that if all food in the US were produced using electro-agriculture, it would reduce the amount of land needed for agriculture by 94%. The method could also be used to grow food in space.


						
"If we don't need to grow plants with sunlight anymore, then we can decouple agriculture from the environment and grow food in indoor, controlled environments," says corresponding author and biological engineer Robert Jinkerson of University of California, Riverside. "I think that we need to move agriculture into the next phase of technology, and producing it in a controlled way that is decoupled from nature has to be the next step."

Electro-agriculture would mean replacing agricultural fields with multi-story buildings. Solar panels on or near the buildings would absorb the sun's radiation, and this energy would power a chemical reaction between CO2 and water to produce acetate -- a molecule similar to acetic acid, the main component in vinegar. The acetate would then be used to feed plants that are grown hydroponically. The method could also be used to grow other food-producing organisms, since acetate is naturally used by mushrooms, yeast, and algae.

"The whole point of this new process to try to boost the efficiency of photosynthesis," says senior author Feng Jiao, an electrochemist at Washington University in St. Louis. "Right now, we are at about 4% efficiency, which is already four times higher than for photosynthesis, and because everything is more efficient with this method, the CO2 footprint associated with the production of the food becomes much smaller."

To genetically engineer acetate-eating plants, the researchers are taking advantage of a metabolic pathway that germinating plants use to break down food stored in their seeds. This pathway is switched off once plants become capable of photosynthesis, but switching it back on would enable them to use acetate as a source of energy and carbon.

"We're trying to turn this pathway back on in adult plants and reawaken their native ability to utilize acetate," says Jinkerson. "It's analogous to lactose intolerance in humans -- as babies we can digest lactose in milk, but for many people that pathway is turned off when they grow up. It's kind of the same idea, only for plants."

The team is focusing their initial research on tomatoes and lettuce but plan to move on to high-calorie staple crops such as cassava, sweet potatoes, and grain crops in future. Currently, they've managed to engineer plants that can use acetate in addition to photosynthesis, but they ultimately aim to engineer plants that can obtain all of their necessary energy from acetate, meaning that they would not need any light themselves.

"For plants, we're still in the research-and-development phase of trying to get them to utilize acetate as their carbon source, because plants have not evolved to grow this way, but we're making progress," says Jinkerson. "Mushrooms and yeast and algae, however, can be grown like this today, so I think that those applications could be commercialized first, and plants will come later down the line."

The researchers also plan to continue refining their method of acetate production to make the carbon-fixation system even more efficient.

"This is just the first step for this research, and I think there's a hope that its efficiency and cost will be significantly improved in the near future," says Jiao.
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Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae | ScienceDaily
Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home.


						
The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle and has the potential to be a widely applicable method among coral species for reef restoration.

Golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours in the water. After that window, the sound had little effect.

Coral reefs support more than a quarter of all marine animals, protect coastlines from strong waves and storms, and provide food and tourism opportunities for millions of people around the world. Researchers estimate that 25% of all coral reefs have been lost in the last 30 years.

Coral reefs worldwide are in trouble. These ecosystems support a billion people and more than a quarter of marine species. Still, many have been damaged by unsustainable fishing and tourism, coastal construction, nutrient runoff, and climate change. Now, researchers have shown that broadcasting the sounds of healthy reefs is a way to encourage larval corals to repopulate degraded sites and help revitalize them.

A recent study done by researchers at the Woods Hole Oceanographic Institution (WHOI) showed that golfball coral larvae can be encouraged to settle when they hear the sounds of a vibrant, healthy reef. This is the second coral species to demonstrate a responsiveness to sound, indicating that this technique has the potential to be a widely applicable tool for reef restoration.

"Acoustic enrichment is continuing to show promise as a technique in the field and in the lab to enhance coral settlement rates," said Nadege Aoki, a doctoral candidate at WHOI and first author of the recently published paper in JASA Express Letters. "There is a very limited pool of species that have had any kind of acoustic work done with them so far, and this is the second one where the corals have responded to replayed sound and settled."

During the larval stage of their life, corals drift or swim through the water looking for the right place to settle. To decide where they should attach to the seabed and mature into their stationary adult forms, coral larvae may rely on cues from chemicals, light, and -- as Aoki and her colleagues demonstrated previously and in this study -- sounds. Healthy coral reefs echo with a chorus of purrs and grunts from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Damaged or degraded reefs are much quieter, and it appears that some coral larvae can tell the difference.




In July of 2022, Aoki and her colleagues collected larvae from Favia fragum -- commonly known as golfball coral -- in the U.S. Virgin Islands. They divided the larvae into cups and set them up in two quiet, sandy bays off the southeastern coast of St. John: Great Lameshur Bay and Grootpan Bay. At Great Lameshur, the researchers placed the cups of larvae one meter away from a solar-powered speaker playing sounds recorded at the nearby Tektite reef, which is considered relatively healthy and noisy. The researchers used the same setup in Grootpan Bay, but the speakers only played silence or sounds recorded in Grootpan.

At each site, half of the larvae cups were in the water for 24 hours and half for 48 hours. After 24 hours, none of the larvae at the control site had settled to the bottom of their cups, but about 30% of the larvae hearing the sounds of a healthy reef had settled. After 48 hours, the settlement rates at both sites were much higher and roughly equivalent -- around 73% at Great Lameshur and 85% at Grootpan.

The sample sizes at both time intervals were too small for the results to be statistically significant. However, the researchers also conducted a similar experiment in fiberglass aquarium tanks. In the tanks, they checked for larval settlement after 24 and 72 hours of sound exposure. Combining these results, they found that golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours. After that window, the larvae settled at basically the same rate, regardless of what they were hearing.

"Acoustic enrichment worked for 36 hours or so," said Aran Mooney, a marine biologist at WHOI and senior author of the paper. "After that, they seem desperate to settle, and healthy cues become less important."

Golfball coral have a relatively short window of viability in their larval stage. They don't have the resources to float around for weeks searching for the ideal spot; they want to settle in 8 to 36 hours after they are released into the water, Mooney said. The researchers found that sound cues are most effective while the larvae have the resources to be picky -- once they run out of time, they'll settle just about anywhere.

"We're getting at some of the nuances of coral biology," Aoki said. "There's a huge range of reproductive strategies that corals use and different species have different larval periods. We're opening up this broad realm of questions about how responsiveness to sound will vary between species."

The work also demonstrates that corals will respond to auditory cues even in tanks, where sound reflections, aerators, and water filters make the acoustics less than ideal. It can be tricky to get corals to reproduce and settle in tanks, sometimes taking months to get everything just right. Adding healthy reef sounds might facilitate that process in land-based nurseries. There isn't likely to be a single solution that works for every coral species in every part of the world, but the researchers hope that acoustic enrichment, applied with an understanding of the local ecology and coral biology, will prove to be an effective tool for coral restoration.




"Finding a second species settling in response to sound shows that this isn't just a one-off, and maybe we can really scale this up," Mooney said. "But we can't just throw a speaker over the side of a boat and think it's going to work. We have to know the system and it has to be integrated with other conservation and restoration efforts."

This research was supported by the Vere and Oceankind Foundations, the National Science Foundation, and WHOI's Reef Solutions Initiative.
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Novel antibody platform tackles viral mutations | ScienceDaily
Scientists at the Icahn School of Medicine at Mount Sinai, in collaboration with colleagues in the field, have developed an innovative antibody platform aimed at tackling one of the greatest challenges in treating rapidly evolving viruses like SARS-CoV-2: their ability to mutate and evade existing vaccines and therapies.


						
Their findings, including preclinical studies in mice, introduce the Adaptive Multi-Epitope Targeting and Avidity-Enhanced (AMETA) Nanobody Platform, a new antibody approach for addressing how viruses like SARS-CoV-2, which causes COVID-19, evolve to evade vaccines and treatments. Details on the results were published October 23 in the journal Cell.

Since the start of the COVID-19 pandemic, SARS-CoV-2 has quickly mutated, making many vaccines and treatments less effective. To combat this, Yi Shi, PhD, and his team at Icahn Mount Sinai created AMETA, a versatile platform that uses engineered nanobodies to simultaneously target multiple stable regions of the virus that are less likely to mutate. This multi-targeting strategy, paired with a significant boost in binding strength, provides a more durable and resilient defense against evolving viruses, say the researchers.

"Mutational escape in SARS-CoV-2 has been a persistent challenge, with current vaccines and treatments struggling to keep pace with the virus's rapid evolution," says Dr. Shi, lead corresponding author and Associate Professor of Pharmacological Sciences at Icahn Mount Sinai. "Most therapeutic antibodies target a single viral site and lose effectiveness within a year as new variants appear. AMETA, however, is designed to bind to multiple conserved regions of the virus at once, making it much harder for resistance to develop. This platform can potentially be adapted for other fast-mutating pathogens, offering a durable and adaptable approach to managing infectious diseases globally."

AMETA is designed by attaching specialized nanobodies to a human IgM scaffold, which is a part of the immune system's natural defense structure that helps fight infections. This allows AMETA to display more than 20 nanobodies at once, significantly boosting its ability to bind to the virus by targeting multiple stable regions on its surface, say the investigators. As a result, AMETA is far more effective against advanced variants, offering up to a million times greater potency compared to traditional antibodies that focus on a single target.

Both lab tests and experiments in mice have shown that AMETA constructs are highly effective against a range of SARS-CoV-2 variants, including the heavily mutated Omicron sublineages and even the closely related SARS-CoV virus, according to the investigators. Collaborating with researchers from the University of Oxford and Case Western Reserve University, the team used advanced imaging tools like cryo-electron microscopy and cryotomography to reveal that AMETA neutralizes the virus through several unexpected mechanisms. These include clumping viral particles together, binding to key regions of the spike protein, and disrupting the spike's structure in ways not seen in other antiviral treatments, preventing the virus from infecting cells.

"Our goal with AMETA is to create a long-lasting platform that overcomes the fast-evolving properties of viral pathogens," says Adolfo Garcia-Sastre, PhD, co-senior author of the study, Irene and Dr. Arthur M. Fishberg Professor of Medicine, and Director of the Global Health and Emerging Pathogens Institute at Icahn Mount Sinai. "This platform is not just a solution for COVID-19 but could also serve as a framework for combating other rapidly mutating human microbes, like HIV, and for protection from future emerging viruses, including influenza viruses with pandemic potential."

"AMETA's flexible design allows it to be quickly adapted to target a diverse range of pathogens, providing an agile and dynamic solution for emerging infections. Our findings represent a major step forward in overcoming mutational escape across viruses and antibiotic-resistant microbes," adds Dr. Shi.

With its modular structure, AMETA also enables rapid and cost-effective production of new nanobody constructs, making it an ideal candidate for addressing future pandemics, say the investigators.

Drs. Shi and Garcia-Sastre's teams are now preparing for additional preclinical and potential clinical trials to evaluate AMETA's therapeutic potential across various diseases.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241023130922.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Capturing carbon from the air just got easier | ScienceDaily
Capturing and storing the carbon dioxide humans produce is key to lowering atmospheric greenhouse gases and slowing global warming, but today's carbon capture technologies work well only for concentrated sources of carbon, such as power plant exhaust. The same methods cannot efficiently capture carbon dioxide from ambient air, where concentrations are hundreds of times lower than in flue gases.


						
Yet direct air capture, or DAC, is being counted on to reverse the rise of CO2 levels, which have reached 426 parts per million (ppm), 50% higher than levels before the Industrial Revolution. Without it, according to the Intergovernmental Panel on Climate Change, we won't reach humanity's goal of limiting warming to 1.5 degC (2.7 degF) above preexisting global averages.

A new type of absorbing material developed by chemists at the University of California, Berkeley, could help get the world to negative emissions. The porous material -- a covalent organic framework (COF) -- captures CO2 from ambient air without degradation by water or other contaminants, one of the limitations of existing DAC technologies.

"We took a powder of this material, put it in a tube, and we passed Berkeley air -- just outdoor air -- into the material to see how it would perform, and it was beautiful. It cleaned the air entirely of CO2. Everything," said Omar Yaghi, the James and Neeltje Tretter Professor of Chemistry at UC Berkeley and senior author of a paper that will appear online Oct. 23 in the journal Nature.

"I am excited about it because there's nothing like it out there in terms of performance. It breaks new ground in our efforts to address the climate problem," he added.

According to Yaghi, the new material could be substituted easily into carbon capture systems already deployed or being piloted to remove CO2 from refinery emissions and capture atmospheric CO2 for storage underground.

UC Berkeley graduate student Zihui Zhou, the paper's first author, said that a mere 200 grams of the material, a bit less than half a pound, can take up as much CO2 in a year -- 20 kilograms (44 pounds) -- as a tree.




"Flue gas capture is a way to slow down climate change because you are trying not to release CO2 to the air. Direct air capture is a method to take us back to like it was 100 or more years ago," Zhou said. "Currently, the CO2 concentration in the atmosphere is more than 420 ppm, but that will increase to maybe 500 or 550 before we fully develop and employ flue gas capture. So if we want to decrease the concentration and go back to maybe 400 or 300 ppm, we have to use direct air capture."

COF vs MOF

Yaghi is the inventor of COFs and MOFs (metal-organic frameworks), both of which are rigid crystalline structures with regularly spaced internal pores that provide a large surface area for gases to stick or adsorb. Some MOFs that he and his lab have developed can adsorb water from the air, even in arid conditions, and when heated, release the water for drinking. He has been working on MOFs to capture carbon since the 1990s, long before DAC was on most people's radar screens, he said.

Two years ago, his lab created a very promising material, MOF-808, that adsorbs CO2, but the researchers found that after hundreds of cycles of adsorption and desorption, the MOFs broke down. These MOFs were decorated inside with amines (NH2 groups), which efficiently bind CO2 and are a common component of carbon capture materials. In fact, the dominant carbon capture method involves bubbling exhaust gases through liquid amines that capture the carbon dioxide. Yaghi noted, however, that the energy intensive regeneration and volatility of liquid amines hinders their further industrialization.

Working with colleagues, Yaghi discovered why some MOFs degrade for DAC applications -- they are unstable under basic, as opposed to acidic, conditions, and amines are bases. He and Zhou worked with colleagues in Germany and Chicago to design a stronger material, which they call COF-999. Whereas MOFs are held together by metal atoms, COFs are held together by covalent carbon-carbon and carbon-nitrogen double bonds, among the strongest chemical bonds in nature.

As with MOF-808, the pores of COF-999 are decorated inside with amines, allowing uptake of more CO2 molecules.




"Trapping CO2 from air is a very challenging problem," Yaghi said. "It's energetically demanding, you need a material that has high carbon dioxide capacity, that's highly selective, that's water stable, oxidatively stable, recyclable. It needs to have a low regeneration temperature and needs to be scalable. It's a tall order for a material. And in general, what has been deployed as of today are amine solutions, which are energy intensive because they're based on having amines in water, and water requires a lot of energy to heat up, or solid materials that ultimately degrade with time."

Yaghi and his team have spent the last 20 years developing COFs that have a strong enough backbone to withstand contaminants, ranging from acids and bases to water, sulfur and nitrogen, that degrade other porous solid materials. The COF-999 is assembled from a backbone of olefin polymers with an amine group attached. Once the porous material has formed, it is flushed with more amines that attach to NH2 and form short amine polymers inside the pores. Each amine can capture about one CO2 molecule.

When 400 ppm CO2 air is pumped through the COF at room temperature (25 degC) and 50% humidity, it reaches half capacity in about 18 minutes and is filled in about two hours. However, this depends on the sample form and could be speeded up to a fraction a minute when optimized. Heating to a relatively low temperature -- 60 degC, or 140 degF -- releases the CO2, and the COF is ready to adsorb CO2 again. It can hold up to 2 millimoles of CO2 per gram, standing out from other solid sorbents.

Yaghi noted that not all the amines in the internal polyamine chains currently capture CO2, so it may be possible to enlarge the pores to bind more than twice as much.

"This COF has a strong chemically and thermally stable backbone, it requires less energy, and we have shown it can withstand 100 cycles with no loss of capacity. No other material has been shown to perform like that," Yaghi said. "It's basically the best material out there for direct air capture."

Yaghi is optimistic that artificial intelligence can help speed up the design of even better COFs and MOFs for carbon capture or other purposes, specifically by identifying the chemical conditions required to synthesize their crystalline structures. He is scientific director of a research center at UC Berkeley, the Bakar Institute of Digital Materials for the Planet (BIDMaP), which employs AI to develop cost-efficient, easily deployable versions of MOFs and COFs to help limit and address the impacts of climate change.

"We're very, very excited about blending AI with the chemistry that we've been doing," he said.

The work was funded by King Abdulaziz City for Science and Technology in Saudi Arabia, Yaghi's carbon capture startup, Atoco Inc., Fifth Generation's Love, Tito's, and BIDMaP. Yaghi's collaborators include Joachim Sauer, a visiting scholar from Humboldt University in Berlin, Germany, and computational scientist Laura Gagliardi from the University of Chicago.
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Symbiosis in ancient Corals | ScienceDaily
A research team led by researchers from the Max Planck Institute for Chemistry in Mainz has used nitrogen isotope analysis to demonstrate that 385 million years old corals from the Eifel and Sauerland regions had symbionts. This finding represents the earliest evidence of photosymbiosis in corals. Photosymbiosis might explain why ancient coral reefs grew to massive sizes despite being in nutrient-poor environments.


						
Coral reefs rank among the most biodiverse habitats on Earth and are often referred to as the rainforests of the sea. Modern reef building corals evolved in the Triassic Period around 250 million years ago. They can live in symbiosis with tiny organisms, often algae, that can carry out photosynthesis. This photosymbiosis is particularly beneficial in nutrient-poor waters because it helps the corals to recycle scarce nutrients.

Geological evidence reveals that corals already existed in the Devonian period, over 385 million years ago, for example in the Eifel and Sauerland regions in Germany. Fossilized corals of the extinct orders Tabulata ("honeycomb corals") and Rugosa ("horn corals ") found in these regions indicate that the Rhenish Massif was once covered by a tropical sea during the Middle Devonian period, where huge reefs thrived. However, it is not clear whether the extinct groups of corals of the Devonian had photosymbionts or not.

A research team led by researchers from the Max Planck Institute for Chemistry, the Goethe University Frankfurt, and the Senckenberg Research Institute and Natural History Museum Frankfurt has now demonstrated, using nitrogen isotope analyses, that some extinct corals from the Middle Devonian period were already symbiotic. This represents geochemical evidence of the oldest confirmed photosymbiosis in corals.

Comparison of symbiotic and non-symbiotic corals

The researchers were able to demonstrate the symbiosis by comparing nitrogen isotope values in the organic material of today's symbiotic and of non-symbiotic corals. Nitrogen isotope values, specifically the ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N), are suitable for differentiating between different stages of the food pyramid. For example, researchers can analyze the nitrogen isotopes to determine whether a living organism had a vegetarian or meat-based diet. The higher an organism is in the food pyramid, the higher its nitrogen isotope value. This is because organisms metabolize lighter nitrogen more quickly than heavier nitrogen, leading to easier excretion of the lighter isotope.

Analyzing modern corals revealed a consistent difference: corals that obtain their energy primarily from the photosynthesis of symbiotic algae have lower nitrogen isotope values. In contrast, corals that feed themselves by actively catching plankton have nitrogen isotope values that are higher.




Jonathan Jung from the Max Planck Institute for Chemistry says: "The constant difference in nitrogen isotope values is in line with our expectations and shows the typical jump in the food chain. This is because symbiotic corals are one level below non-symbiotic corals in this hierarchy." The marine geochemist Jung is the first author of the study now published in the journal Nature.

Fossil samples from the Sauerland, Eifel, Western Sahara, and Morocco

Co-author and co-initiator Simon Felix Zoppe from the Goethe University Frankfurt states: "On the basis of this knowledge, we were able to investigate which niche the corals occupied in the Devonian."

To this end, the researchers analyzed freshly collected fossil corals from the Sauerland, and museum specimens from the Eifel, the Western Sahara, and Morocco from the collection of the Senckenberg Research Institute and Natural History Museum Frankfurt.

The difficulty lies in the fact that, in fossils, the proportion of organic material required for analysis is extremely low. However, a team led by Alfredo Martinez-Garcia from the Max Planck Institute laboratory used a novel analytical method that only requires a few milligrams of finely ground fossil coral material.

The fossils also revealed a consistent difference in nitrogen isotope values among individual coral species. Typically, the colony-forming corals of the order Tabulata and Rugosa showed significantly lower nitrogen isotope values than the mostly solitary corals of the order Rugosa. This led the scientists to conclude that certain coral species were already living in photosymbiosis during the Middle Devonian period. "Photosymbiosis could explain why ancient reefs were highly productive and enormous in size despite the nutrient-poor environment," says Alfredo Martinez-Garcia.




The study serves as the start for a more detailed investigation into the nutrient cycle of the Paleozoic era, which includes the Devonian. The method aids in understanding the extent to which the mass extinction of corals and other reef inhabitants towards the end of the Devonian period is connected to ocean nutrient levels. "Moreover, this new insight allows for a better understanding of the food chains of early reefs," adds Eberhard Schindler from the Senckenberg Research Institute and Natural History Museum Frankfurt. This could, in turn, offer valuable insights for understanding contemporary coral ecosystems. Additionally, the researchers aspire to extend their research further into the geological past.

Devonian

The Devonian is a geological period of the Paleozoic Era. It began around 419 million years ago and ended around 359 million years ago. During the Devonian, the tectonic plates on Earth were very active and the Laurussia and Gondwana supercontinents moved closer towards each other together. Huge coral reefs formed in the Middle Devonian, many of which are preserved as fossilized structures in present-day Europe, North America, North Africa, Australia, Siberia, and China.

Nitrogen isotope analysis

The higher the ratio of the nitrogen isotopes 15N to 14N in a sample, the higher the animal's position in the food chain. Animal metabolism generates nitrogenous waste products like ammonium or urea. The excretion of these metabolic products results in an increased ratio of "heavy" nitrogen (15N) to "light" nitrogen (14N) in the organism compared to its food.
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Gardens prevent pollinators from starving when farmland nectar is scarce | ScienceDaily
Gardens offer a steady and reliable source of nectar all year round, helping to keep pollinators fed when farmland sources are limited, researchers have discovered.


						
This consistency means that even small patches of gardens in rural areas can sustain pollinators, particularly in early spring and late summer when nectar is scarce.

In the findings, published today in Proceedings of the Royal Society B, scientists at the University of Bristol discovered that gardens can provide between 50% and 95% of the total nectar during these critical times.

Lead author Dr Thomas Timberlake based in Bristol's School of Biological Sciences explained: "It's well known that gardens and urban areas can be great places for pollinators like bees, flies and butterflies. In fact, past research shows that cities often have more types and numbers of pollinators than farming areas.

"There's also evidence that pollinator populations are healthier in rural areas when they're close to small towns or villages so we know gardens are good for pollinators, but we don't fully understand why.

"Our study aimed to figure out exactly what it is about gardens that makes them so beneficial for pollinators."

The team looked at how much nectar, an essential food for pollinators, is available in gardens and farmland throughout the year. While gardens only provide a relatively small amount of nectar in rural areas (less than 15%), the stability and continuity of this nectar supply makes it much more valuable to pollinators. In contrast, farmland [TT1] nectar almost disappears during certain months potentially leaving pollinators struggling.




More than 90% of farmland in Great Britain is within one kilometre of a garden. This means that the flowers in people's gardens are accessible to many insects living in farmland areas nearby. If gardens are managed in a pollinator-friendly way, their positive impact can extend far beyond the garden fence, helping pollinators all across the country.

Dr Timberlake continued: "Many people feel powerless when it comes to fighting biodiversity loss, thinking it's too big of a problem to tackle on their own. But our study shows that individual citizens can make a big difference.

"People can support pollinators in their gardens and surrounding farmland by simply making sure their garden has pollinator-friendly flowers blooming throughout the year -- especially in early spring and late summer, when pollinators are hungriest."

Now the team plan to find out which specific plants are best at filling those seasonal hunger gaps and whether gardens should be included in future environmental stewardship schemes. If gardens are proven to benefit pollinators more than some farmland habitats, then the creation of more pollinator-friendly gardens in rural areas could help us tackle pollinator declines.

Dr Timberlake concluded: "In a country like the UK, where towns and villages are spread throughout the countryside, gardens might be helping pollinators more than we ever realised.

"For the 27 million gardeners in the UK, this study highlights just how important their gardens can be in helping to reverse the decline of pollinators."
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How climate change will impact outdoor activities in the US | ScienceDaily
It can be hard to connect a certain amount of average global warming with one's everyday experience, so researchers at MIT have devised a different approach to quantifying the direct impact of climate change. Instead of focusing on global averages, they came up with the concept of "outdoor days": the number days per year in a given location when the temperature is not too hot or cold to enjoy normal outdoor activities, such as going for a walk, playing sports, working in the garden, or dining outdoors.


						
In a study published earlier this year, the researchers applied this method to compare the impact of global climate change on different countries around the world, showing that much of the global south would suffer major losses in the number of outdoor days, while some northern countries could see a slight increase. Now, they have applied the same approach to comparing the outcomes for different parts of the United States, dividing the country into nine climatic regions, and finding similar results: Some states, especially Florida and other parts of the Southeast, should see a significant drop in outdoor days, while some, especially in the Northwest, should see a slight increase.

The researchers also looked at correlations between economic activity, such as tourism trends, and changing climate conditions, and examined how numbers of outdoor days could result in significant social and economic impacts. Florida's economy, for example, is highly dependent on tourism and on people moving there for its pleasant climate; a major drop in days when it is comfortable to spend time outdoors could make the state less of a draw.

The new findings were published this month in the journal Geophysical Research Letters, in a paper by researchers Yeon-Woo Choi and Muhammad Khalifa and professor of civil and environmental engineering Elfatih Eltahir.

"This is something very new in our attempt to understand impacts of climate change impact, in addition to the changing extremes," Choi says. It allows people to see how these global changes may impact them on a very personal level, as opposed to focusing on global temperature changes or on extreme events such as powerful hurricanes or increased wildfires. "To the best of my knowledge, nobody else takes this same approach" in quantifying the local impacts of climate change, he says. "I hope that many others will parallel our approach to better understand how climate may affect our daily lives."

The study looked at two different climate scenarios -- one where maximum efforts are made to curb global emissions of greenhouse gases and one "worst case" scenario where little is done and global warming continues to accelerate. They used these two scenarios with every available global climate model, 32 in all, and the results were broadly consistent across all 32 models.

The reality may lie somewhere in between the two extremes that were modeled, Eltahir suggests. "I don't think we're going to act as aggressively" as the low-emissions scenarios suggest, he says, "and we may not be as careless" as the high-emissions scenario. "Maybe the reality will emerge in the middle, toward the end of the century," he says.




The team looked at the difference in temperatures and other conditions over various ranges of decades. The data already showed some slight differences in outdoor days from the 1961-1990 period compared to 1991-2020. The researchers then compared these most recent 30 years with the last 30 years of this century, as projected by the models, and found much greater differences ahead for some regions. The strongest effects in the modeling were seen in the Southeastern states. "It seems like climate change is going to have a significant impact on the Southeast in terms of reducing the number of outdoor days," Eltahir says, "with implications for the quality of life of the population, and also for the attractiveness of tourism and for people who want to retire there."

He adds that "surprisingly, one of the regions that would benefit a little bit is the Northwest." But the gain there is modest: an increase of about 14 percent in outdoor days projected for the last three decades of this century, compared to the period from 1976 to 2005. The Southwestern U.S., by comparison, faces an average loss of 23 percent of their outdoor days.

The study also digs into the relationship between climate and economic activity by looking at tourism trends from U.S. National Park Service visitation data, and how that aligned with differences in climate conditions. "Accounting for seasonal variations, we find a clear connection between the number of outdoor days and the number of tourist visits in the United States," Choi says.

For much of the country, there will be little overall change in the total number of annual outdoor days, the study found, but the seasonal pattern of those days could change significantly. While most parts of the country now see the most outdoor days in summertime, that will shift as summers get hotter, and spring and fall will become the preferred seasons for outdoor activity.

In a way, Eltahir says, "what we are talking about that will happen in the future [for most of the country] is already happening in Florida." There, he says, "the really enjoyable time of year is in the spring and fall, and summer is not the best time of year."

People's level of comfort with temperatures varies somewhat among individuals and among regions, so the researchers designed a tool, now freely available online, that allows people to set their own definitions of the lowest and highest temperatures they consider suitable for outdoor activities, and then see what the climate models predict would be the change in the number of outdoor days for their location, using their own standards of comfort. For their study, they used a widely accepted range of 10 degrees Celsius (50 degrees Fahrenheit) to 25 C (77 F), which is the "thermoneutral zone" in which the human body does not require either metabolic heat generation or evaporative cooling to maintain its core temperature -- in other words, in that range there is generally no need to either shiver or sweat.




The model mainly focuses on temperature but also allows people to include humidity or precipitation in their definition of what constitutes a comfortable outdoor day. The model could be extended to incorporate other variables such as air quality, but the researchers say temperature tends to be the major determinant of comfort for most people.

Using their software tool, "If you disagree with how we define an outdoor day, you could define one for yourself, and then you'll see what the impacts of that are on your number of outdoor days and their seasonality," Eltahir says.

This work was inspired by the realization, he says, that "people's understanding of climate change is based on the assumption that climate change is something that's going to happen sometime in the future and going to happen to someone else. It's not going to impact them directly. And I think that contributes to the fact that we are not doing enough."

Instead, the concept of outdoor days "brings the concept of climate change home, brings it to personal everyday activities," he says. "I hope that people will find that useful to bridge that gap, and provide a better understanding and appreciation of the problem. And hopefully that would help lead to sound policies that are based on science, regarding climate change."
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From Catwoman to Han Solo, newly discovered wasps named after famous thieves | ScienceDaily
Twenty-two new species of gall wasps have been identified and named for the first time, thanks to new research led by a Penn State College of Agricultural Sciences graduate student.


						
The study, which includes the new names and descriptions of each species along with an identification guide, recently was published in the journal Zootaxa and nearly doubles the number of known species in this genus of wasps.

The tiny wasps -- which live in small structures called galls that they steal from other wasps -- were named after famous thieves and tricksters in history, mythology and pop culture, the researchers said.

For example, they named one wasp after Prometheus, a titan in Greek mythology who stole fire from the gods and brought it to humanity. The researchers said they felt that the wasp's fiery red coloring made it a natural fit for the name.

Louis Nastasi, doctoral student of entomology at Penn State and lead author on the paper, said now that the species have been properly identified, it opens the door for more research on the wasps, which are relatively understudied.

"By naming these species, we give other researchers an anchor they can carry forward to other studies because now they can identify wasps that were previously unknown," he said. "It provides a base and a tool kit for future work that could help us understand these species and their ecosystems more broadly."

The research stemmed from a separate study by another team -- which also co-authored the current study -- focused on the evolution of gall wasps. Despite having DNA data from multiple wasps, the researchers were unable to pinpoint which species they were actually dealing with. The team, which has had a long-standing collaboration with Nastasi, re-connected with him at the International Plant Gall Symposium, spurring a discussion about the mystery.




"I ended up in conversation with Andrew Forbes, who's the leader of the University of Iowa team, and he told me about the difficulties they were having," Nastasi said. "And since my area of expertise is species identification, description and diagnosis of these tiny wasps, he asked if it would be possible for me to get involved and figure out what exactly is going on."

Upon receiving the wasp samples, Nastasi said he realized that the reason the other researchers were having a difficult time identifying them was because those particular species had never been officially discovered and named.

To begin, Nastasi combined biological and molecular information on the species from the team's previous study with his own morphological analysis, which looks at the anatomy and physical characteristics of the insects.

Nastasi said it was essential to use each of these three types of data, as having just molecular data or just looking at the insects' physical appearance would not be enough to properly separate one species from another.

"We found that some of the insects thought to be one single species were actually two independent species, and that using only the molecular data did not sufficiently separate them into multiple species," he said. "We had to combine that information with this new morphological analysis, and then by combining those types of data, it allowed us to get a clear vision of what each of these species are."

Once the wasps were properly categorized into species, Nastasi said it was time to assign them names.




One wasp was named Ceroptres selinae -- inspired by Selina Kyle, better known as Catwoman from DC Comics. Another was named Ceroptres bruti, after Marcus Junius Brutus -- the Roman politician who infamously betrayed Julius Caesar. A third was named Ceroptres soloi -- after Hans Solo, a smuggler and thief portrayed by Harrison Ford in the Stars Wars movies.

"We tried to get a little more personal than just matching a list of names to a list of species," Nastasi said. "It's definitely fun to hypothesize why a name is suited to a certain species. A lot of effort goes into identifying these species and there's a lot of art in choosing a good species name, so it was exciting to exemplify that and really carefully select names for these new species."

The study is just the beginning of understanding this group of wasps, which is going to take a lot more research to unlock, Nastasi said. While many other unknown species of gall wasps have been collected, many are waiting in drawers in museums for someone to begin the identification process.

Additionally, little is known about the biology of these wasps, he added, so future studies could focus on furthering knowledge about their life cycle, for example.

"We know they live in these galls, we know which galls they live in, but there's still so much we don't know," Nastasi said. "For instance, how do they actually use the contents of the gall to feed themselves? It's going to be interesting to see how our new species inform both future species discovery studies and research on the wasps themselves."

Contributing to the research were Cecil Smith, Charles Davis and Andrew Deans, Frost Entomological Museum, Penn State; Anna Ward, Guerin Brown and Andrew Forbes, University of Iowa; Y. Miles Zhang, University of Edinburgh; Chris Friesen, Manitoba Conservation Data Centre; and Shannon Rollins and Carly Tribull, Farmingdale State College.

The U.S. National Science Foundation, Society for Systematic Biologists, Erickson Discovery Grant at Penn State, Center for Global and Regional Environmental Research and University of Iowa helped support this research.
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Will tropical biodiversity run dry under climate change? Two visions for the future | ScienceDaily
Changing precipitation patterns in the Neotropics, one of Earth's most biodiverse regions, could threaten two-thirds of the area's bird species by the year 2100 if climate change goes unchecked, according to new research led by the University of Illinois Urbana-Champaign and George Mason University. This would represent a dramatic loss, as the region is home to 30% of all bird species globally.


						
But Jeff Brawn, co-lead author of the Global Change Biology study, says birds are only part of the picture.

"Compared to a more optimistic future precipitation scenario, we predict the 'business-as-usual' scenario will be potentially catastrophic for resident forest birds in the Neotropics. But really, we're just using birds as an illustration in this study. We will likely see similar threats for mammals, reptiles, amphibians, arthropods, fungi, and plants. And the implications for agriculture are not insignificant either," said Brawn, professor emeritus in the Department of Natural Resources and Environmental Sciences in the College of Agricultural, Consumer and Environmental Sciences at Illinois.

Brawn and his colleagues previously analyzed the impact of longer dry seasons on 20 bird species in Panama, finding significantly lower population growth rates in several species. Although that study leveraged a robust 30-year dataset, he knew 20 species were only a drop in the bucket. Would the pattern hold for all 3,000 resident forest-dwelling bird species in the Neotropics?

Brawn teamed up with David Luther, associate professor in the College of Science at George Mason University, and others, including UCLA's Rong Fu, to forecast how precipitation will change by the year 2100 in the Neotropics under two climate scenarios. The business-as-usual scenario, known as SSP-8.5, represents a pessimistic vision of the future with no carbon mitigation. The team also modeled the impacts of SSP-2.6, which reflects aggressive mitigation action and a rapid transition to a low-carbon economy.

Because birds already experience greater physiological and behavioral stress during dry periods -- more difficulty finding food, weight loss, delayed reproduction, and greater mortality -- the team focused specifically on how SSP-8.5 and SSP-2.6 might lengthen or shorten that season throughout the region.

"Precipitation changes could have a huge impact on these systems, especially with regard to biodiversity, but temperature has dominated the climate change landscape until recently," Luther said. "Precipitation has been neglected for too long."

Mapping predicted changes in dry season length across the Neotropical region -- comprising Central America, the Caribbean, and South America -- the team then layered on the distribution of some 3,000 forest bird species to understand how their ranges might overlap with these changes.




"We were able to say where the dry season is going to get longer or shorter, and to what extent, and how many species currently living in those places will be affected. This included species that might be disproportionately affected because they don't live anywhere else," Luther said. "As a last measure, we overlaid the global layer of world protected areas and looked at whether they are going to get a lot drier or wetter."

The SSP-8.5 analysis projected that the dry season will lengthen by at least 5% across three-quarters of Neotropical lowland forests. Those conditions will impact nearly 2,000 species of resident birds, according to the results. In stark contrast, only 10% of lowland forests will get drier under the more optimistic scenario, with just 90 bird species exposed to longer dry seasons.

Longer dry seasons could make it harder for birds to access food resources, reproduce, and survive, but fewer rainy days could also have major implications for tropical ecosystems and species distributions on a more fundamental level.

"Think of a closed canopy rainforest. If it gets too dry, there's going to be a threshold where it'll open up and become a savannah," Brawn said. "A lot of the forest birds won't do well in savannahs, but the savannah birds will do better. And it's possible some closed-canopy forest species may do better in an open forest. We don't know how it will all play out."

The maps highlight which areas will be hardest hit under both scenarios, but Luther says there's another way to interpret the maps.

"An equally important way to look at this is to focus on places that are more stable into the future. If we're going to plan future conservation efforts, we should put extra effort into those areas because they're less likely to dry out. This will be especially important for prioritizing existing protected areas and potentially establishing new ones," he said. "Hopefully conservation organizations will pay attention to this."

The researchers hope the minimal predicted impacts under SSP-2.6 will motivate and expedite action by policymakers, but climate policy is only one piece of the puzzle.




"If anything, we're painting a rosy picture in this paper because we're not accounting for deforestation at all. If there's fewer trees, it's hotter and drier," Brawn said. "Unfortunately, thousands of hectares of tropical forest disappear every year, so the situation is actually more worrisome."

Luther adds, "The good news is these are all things we can solve, if we choose to. We can do the right thing."
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Geometric mechanics shape the dog's nose | ScienceDaily
The noses of many mammals, such as dogs, ferrets and cows, feature grooves forming a multitude of polygons. A team from the University of Geneva (UNIGE) has analyzed in detail how these patterns form in the embryo using 3D imaging techniques and computer simulations. The researchers discovered that differential growth of the skin tissue layers leads to the formation of domes, which are mechanically supported by the underlying blood vessels. This work describes for the first time this morphogenetic process, which could help explain the formation of other biological structures associated with blood vessels. These findings are published in the journal Current Biology.


						
The living world is full of remarkable shapes, some of which can be identified by their patterns of coloration or 3D motifs. Zebras and cheetahs, for example, can be recognized by their skin stripes or spots, while pine cones are characterized by their spiral organisation. These fascinating patterns are generated by various morphogenetic processes, i.e. the generation of shapes during embryonic development.

On the one hand, self-organisational morphogenesis can be mediated by chemical reactions, as described by Alan Turing's reaction-diffusion model, where chemical substances diffuse and interact to create relatively regular patterns, such as the stripes or spots on the skin of mammals and reptiles. On the other hand, some shapes are the result of mechanical constraints. The human brain's convolutions, for example, are produced by a process of differential growth: the cortex forms folds because it grows faster than the deeper layer to which it is attached.

The diversity of life

Michel Milinkovitch's group, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the evolution of the developmental mechanisms producing the complexity and diversity of life. ''Finding specific examples of beautiful patterns in living organisms is easy. All we have to do is look around us! Our latest study focuses on the noses of dogs, ferrets and cows, which exhibit a singular network of polygonal structures,'' explains Michel Milinkovitch.

Indeed, the naked skin of the rhinarium (nose) of many mammalian species features a network of polygons formed by grooves in the skin. By retaining moisture, these grooves keep the nose wet and, among other functions, facilitate the collection of pheromones and odorant molecules. The Geneva-based team collaborated with the Universite Paris-Saclay, the Ecole Nationale Veterinaire d'Alfort (EnvA) and the Institute of Neurosciences de San Juan de Alicante for the collection of rhinarium samples from dog, cow and ferret embryos.

Nose 3D visualization

These samples were observed using ''light sheet fluorescence microscopy," a technique that enables the visualization of biological structures in three dimensions. In all three mammalian species, the researchers found that polygonal networks of folds in the epidermis -- the outer layer of the skin -- appear during embryogenesis, and are systematically and exactly superimposed over an underlying network of rigid blood vessels located in the dermis -- the deeper layer of the skin. They also observed that epidermal cells proliferate faster than dermal cells.




Blood vessels form ''architectural pillars''

Using these data, the scientists developed a mathematical model and performed computer simulations of tissue growth. This model takes into account the difference in growth rates between the dermis and the epidermis, their respective stiffnesses and, most importantly, the presence of blood vessels in the dermis. ''Our numerical simulations show that the mechanical stress generated by excessive epidermal growth is concentrated at the positions of the underlying vessels, which form rigid support points. The epidermal layers are then pushed outwards, forming domes -- akin to arches rising against stiff pillars,'' explains Paule Dagenais, post-doctoral fellow in the Department of Genetics and Evolution at UNIGE's Faculty of Science, and first author of the study.

These results show that, in the case of rhinaria, the position of the polygonal structures of the epidermis is imposed by the position of the rigid blood vessels of the dermis, which exert local constraints during epidermal growth, leading to the formation of grooves and domes at precise locations. ''This is the first time that this mechanism, which we call 'mechanical positional information', has been described to explain the formation of structures during embryonic development. But we are confident that it will help explain the formation of other biological structures associated to the presence of blood vessels,'' concludes Michel Milinkovitch.
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Paws of polar bears sustaining ice-related injuries in a warming Arctic | ScienceDaily
Polar bears in some parts of the high Arctic are developing ice buildup and related injuries to their feet, apparently due to changing sea ice conditions in a warming Arctic. While surveying the health of two polar bear populations, researchers found lacerations, hair loss, ice buildup and skin ulcerations primarily affecting the feet of adult bears as well as other parts of the body. Two bears had ice blocks up to 1 foot (30 centimeters) in diameter stuck to their foot pads, which caused deep, bleeding cuts and made it difficult for them to walk.


						
The study led by the University of Washington was published Oct. 22 in the journal Ecology. It's the first time that such injuries have been documented in polar bears.

The researchers suggest several mechanisms for how the shift from a climate that used to remain well below freezing to one with freeze-thaw cycles could be causing ice buildup and injuries.

"In addition to the anticipated responses to climate change for polar bears, there are going to be other, unexpected responses," said lead author Kristin Laidre, a senior principal scientist at the UW Applied Physics Laboratory and a professor in the UW School of Aquatic and Fishery sciences. "As strange as it sounds, with climate warming there are more frequent freeze-thaw cycles with more wet snow, and this leads to ice buildup on polar bears' paws."

Between 2012 and 2022, Laidre and co-author Stephen Atkinson, a wildlife veterinarian, studied two populations of polar bears living above 70 degrees north latitude and saw the injuries.

In the Kane Basin population, located between Canada and Greenland, 31 of 61 polar bears showed evidence of icing-related injuries, such as hairless patches, cuts or scarring.

In the second population in East Greenland, 15 of 124 polar bears had similar injuries. Two Greenland bears at separate locations in 2022 had massive ice balls stuck to their feet.




"I'd never seen that before," Laidre said. "The two most affected bears couldn't run -- they couldn't even walk very easily. When immobilizing them for research, we very carefully removed the ice balls. The chunks of ice weren't just caught up in the hair. They were sealed to the skin, and when you palpated the feet it was apparent that the bears were in pain."

Researchers have studied these two polar bear populations since the 1990s but haven't reported these types of injuries before. Consultations with lifetime Indigenous subsistence hunters and a survey of the scientific literature suggests this is a recent phenomenon.

Polar bears have small bumps on their foot pads that help provide traction on slippery surfaces. These bumps, which are larger than those on the pads of other bear species like brown and black bears, make it easier for wet snow to freeze to the paws and accumulate. This problem also affects sled dogs in the North.

The authors hypothesize three possible reasons for increasing ice buildup on polar bears' paws -- all related to climate warming. One is more rain-on-snow events, which creates moist, slushy snow that clumps onto paws and then freezes to form a solid once temperatures drop.

A second possibility is that more warm spells are causing the surface snow to melt and then refreeze into a hard crust. The heavy polar bears break through this ice crust, cutting their paws on its sharp edges.

The final possible reason is that both these populations live on "fast ice" connected to the land, near where freshwater glaciers meet the ocean. Warming in these environments leads to thinner sea ice, allowing seawater to seep up into the snow. This wet snow can clump onto bears' feet and then refreeze to form ice. Also, unlike other areas, polar bears living at glaciers' edges rarely swim long distances in spring, which would help thaw and dislodge accumulated ice chunks because the water is warmer than the air.




While the bears are clearly affected by the ice buildup, the researchers are cautious regarding broader conclusions about the health of the two populations.

"We've seen these icing-related injuries on individual polar bears," Laidre said. "But I would hesitate to jump to conclusions about how this might affect them at a population level. We really don't know."

Melinda Webster, a research scientist at UW's Applied Physics Laboratory, recently published a separate study analyzing snow cover on Arctic sea ice over recent decades.

"The surface of Arctic sea ice is transforming with climate change," Webster said. "The sea ice has less snow in late spring and summer, and the snow that does exist is experiencing earlier, episodic melt and more frequent rain. All these things can create challenging surface conditions for polar bears to travel on."

Asked what can be done to help the polar bears, Laidre had a simple response: "We can reduce greenhouse gas emissions and try to limit climate warming."

The field observations of polar bears were funded by the governments of Canada, Denmark, Nunavut and Greenland. Laidre is also affiliated with the Greenland Institute of Natural Resources.
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Invasive flathead catfish impacting Susquehanna's food chain | ScienceDaily
Flathead catfish -- native to the Mississippi River basin -- were first detected in the Susquehanna River in Pennsylvania in 2002, according to the U.S. Geological Survey. In the two decades since then, the invasive species has spread throughout the river basin. The impact of the large predator on the waterway's food webs and ecology was unknown, but now a research team is beginning to understand what Susquehanna flatheads are eating and how their presence is affecting native aquatic species in the river.


						
The findings, which the team said state fisheries managers can use to better manage the waterway, were recently published in Transactions of the American Fisheries Society. The researchers from Penn State, the Pennsylvania Fish and Boat Commission, the U.S. Fish and Wildlife Service, and the U.S. Geological Survey, reported that flatheads are opportunistic feeders preying on dozens of aquatic species. The invaders are voracious and have become the apex predators in the river -- some specimens are known to grow more than 4 feet long and nearly 70 pounds in Pennsylvania waters. They have great potential to affect the abundance of riverine fish species, according to the researchers.

"We conducted the first flathead catfish population diet study in a mid-Atlantic region waterway because it was unknown how this invader is impacting food webs and which species may be at greatest predation risk," said study coauthor, Megan Schall, associate professor of biology at Penn State Hazleton. "Flathead catfish in waters where they are not native pose a threat to aquatic communities."

To determine what the flathead catfish were eating, researchers collected 576 of them over two years using electrofishing and hoop net capture methods, as well as collection from the Conowingo Dam fish lift, with 241 individuals having recoverable stomach contents. The researchers extracted DNA from those contents and identified prey tissues using a molecular genetics technique known as DNA bar coding. Researchers conducted genetic sequencing of selected stomach contents at the Genomics Core Facility at Penn State's Huck Institutes of the Life Sciences.

In all, researchers identified 47 different prey species. Thirty-four of the species detected were at a low frequency, occurring in less than 2% of fish sampled. The most common were rusty crayfish, margined madtoms -- a variety of catfish typically 2 to 3 inches long, considered to be a species of conservation concern -- and shiners, which are silvery minnows. While frequency of occurrence of prey species differed depending on the length of flathead catfish, rusty crayfish were found in the stomachs of almost half the fish sampled in the study.

Among other prey species identified were blueback herring, gizzard shad, northern hog sucker, shorthead redhorse, goldfish, river chub, bluntnose minnow, longnose dace, white catfish, brown bullhead, channel catfish, flathead catfish, banded killifish, rock bass, green sunfish, bluegill, smallmouth bass, white crappie, black crappie, white perch, greenside darter, yellow shield darter and walleye.

Not surprisingly, the researchers said, with increasing flathead catfish size comes a proclivity to feed on larger prey. In general, flatheads over 24 inches long primarily consumed fish species, and fish below 24 inches generally fed on a mix of invertebrates and fish species.




Learning that flathead catfish in the Susquehanna River basin are consuming a diverse set of prey species, including species of recreational importance -- smallmouth bass, rock bass, channel catfish and walleye -- and species of conservation importance -- blueback herring and margined madtom -- will help fisheries managers who oversee the river, according to Schall.

"Identifying prey species consumed by this invasive predator is one of the first steps in elucidating potential community-level impacts from this actively expanding aquatic invasive species," she said. "That knowledge is vital for determining potential management solutions to a novel invader."

The discovery that flathead catfish in the Susquehanna River are consuming so many rusty crayfish -- themselves an invasive species that are largely supplanting native crayfish species in the U.S. Northeast -- was especially interesting, said research team leader Julian Avery, assistant research professor of wildlife ecology and conservation in the College of Agricultural Sciences.

"These invasive species likely ended up in the Susquehanna River because of human tampering -- anglers moving them around -- and the scale of what can go wrong with ecosystems as a result is eye-opening," he said. "We are only now coming to grips with the effect these aquatic invaders are having on river ecosystems."

Also contributing to the research were Geoffrey Smith, Pennsylvania Fish and Boat Commission, Division of Fisheries Management; Aaron Maloy and Jason Coombs, U.S. Fish and Wildlife Service, Northeast Fishery Center, Lamar, Pennsylvania; and Tyler Wagner, U.S. Geological Survey, Pennsylvania Cooperative Fish and Wildlife Research Unit at Penn State.

The Pennsylvania Sea Grant, Penn State Commonwealth Research and Development Program and Mid-Atlantic Panel on Aquatic Invasive Species provided funding for this research.
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Structural biology analysis of a Pseudomonas bacterial virus reveals a genome ejection motor | ScienceDaily
The viruses that infect bacteria are the most abundant biological entities on the planet. For example, a recent simple study of 92 showerheads and 36 toothbrushes from American bathrooms found more than 600 types of bacterial viruses, commonly called bacteriophages or phages. A teaspoon of coastal seawater has about 50 million phages.


						
While largely unnoticed, phages do not harm humans. On the contrary, these viruses are gaining increasing popularity as biomedicines to eradicate pathogenic bacteria, especially those associated with antibiotic-resistant infections.

In a study published in the journal Nature Communications, Gino Cingolani, Ph.D., of the University of Alabama at Birmingham, and Federica Briani, Ph.D., of the Universita degli Studi di Milano, Milan, Italy, have described the full molecular structure of the phage DEV. DEV infects and lyses Pseudomonas aeruginosa bacteria, an opportunistic pathogen in cystic fibrosis and other diseases. DEV is part of an experimental phage cocktail developed to eradicate P. aeruginosa infection in pre-clinical studies.

A peculiar feature of DEV is the presence of a 3,398-amino acid virion-associated RNA polymerase inside the capsid expelled into the bacterium upon infection. Unexpectedly, Cingolani and Briani's study revealed the virion-associated RNA polymerase is part of a genome ejection motor that pulls the DNA of the phage out of its head after the phage has attached to the surface of a Pseudomonas bacteria using its tail fibers and has penetrated the cell's outer and inner membranes using its tail tube.

"We posit that the design principles of the DEV ejection apparatus are conserved in all Schitoviridae phages," Cingolani said. "As of October 2024, over 220 Schitoviridae genomes have been sequenced and are available in the public database. As these genomes are largely unannotated and many open-reading frames have unknown functions, our work paves the way for the facile identification of structural components when a new Schitoviridae phage is discovered."

The Schitoviridae family of phages "represents some of biology's most understudied bacterial viruses, increasingly utilized in phage therapy," Cingolani said. "We are using structural biology to decipher the building blocks and map gene products. This is vital when the amino acid sequence evolves too rapidly for conventional phylogenetic analysis."

The researchers used cryo-electron microscopy localized reconstruction, biochemical methods and genetic knockouts to describe the complete molecular architecture of DEV, whose DNA genome has 91 open-reading frames that include the giant virion-associated RNA polymerase. "This vRNAP is part of a three-gene operon conserved all Schitoviridae genomes we analyzed," Cingolani said. "We propose these three proteins are ejected into the host to form a genome ejection motor spanning the cell envelope."

The structure of DEV and many other phages resembles a minuscule version of Neil Armstrong's 1969 lunar lander, with a large head, or capsid, that contains the genome and leg-like fibers supporting the phage as it lands on the surface of bacteria, preparing to infect the living bacterial cell.




The researchers determined structures of all the protein capsid factors and tail components in DEV involved in host attachment. Through genetic experiments, they showed that the DEV long tail fibers were essential for infection of P. aeruginosa but were not needed to infect P. aeruginosa mutants whose surface lipopolysaccharide lacked the O-antigen. In general, viruses attach to different cell surface molecules as the first step of infection.

While this study provides several still images of the phage structure, the researchers do not completely understand the movie of DEV infection. They envision three steps in that infection process.

In step one, as a single DEV phage drifts in isolation, its flexible long tail fibers fluctuate to improve the chance of touching a Pseudomonas lipopolysaccharide surface molecule. After the first touch, all five fibers attach to tether the phage perpendicularly close to the bacterial outer surface.

In step two, the short tail fiber, which also acts as a tail plug, touches a secondary receptor on the Pseudomonas and a mechanical signal releases the tail plug.

Up to this point, the three proteins called gp73, gp72 and gp71 have been stored inside the phage head near its tail, with shapes that will dramatically change when they exit the phage head. In step three, when the plug is gone, the three proteins are expelled out of the head and into the bacterial cell envelope. The lead protein, gp73, refolds its shape to form an outer membrane pore with a hollow center. Below that, gp72 refolds into a hollow tube that spans the Pseudomonas periplasm, the space between the bacteria's outer membrane and its inner membrane. Finally, gp71 crosses the inner membrane and refolds into a large RNA polymerase motor in the bacterial cytoplasm that pulls the phage DNA through the hollow gp73 and gp72 channels and into the Pseudomonas cell.

Cingolani, a professor in the Department of Biochemistry and Molecular Genetics, recently came to UAB to head the new Center for Integrative Structural Biology, approved by the University of Alabama System Board of Trustees this summer. The center will help UAB researchers study the three-dimensional structures of biological macromolecules, such as proteins and nucleic acids, to decipher their function and mechanisms of action.

Integrative structural biology seeks to visualize a complete movie of how macromolecules function, using multiple methods to view molecular structures and how they interact with each other. The primary focus of the UAB Center for Integrative Structural Biology will be studying biological problems related to infection, inflammation, immunity, cancer and neurodegeneration.
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'Drowning continent': Western Australian coastline's complex history | ScienceDaily
A new Curtin University study investigating the complex evolution of two iconic Western Australian landmarks, has traced their transformation over thousands of years and offers a glimpse into their future.


						
Researchers from the Timescales of Mineral Systems Group in the School of Earth and Planetary Sciences collected sedimentary samples from multiple locations along Perth's coastline, waterways and even the sea floor to track changes which occurred as the ocean levels rose dozens of metres over thousands of years.

Study lead Dr Andreas Zametzer said the study's dive teams found particular types of mineral grains offshore, which confirmed the complex geological histories of Rottnest Island (Wadjemup in the Noongar language) and the Swan River (Derbarl Yerrigan).

The distinct group of ancient grains off Rottnest Island was dated as up to 3.6 billion years old.

These same grains can be traced into the modern Swan River estuary and the Avon River tributary which had delivered and deposited them thousands of years ago.

"Perth is sitting on a continental margin that is drowning," Dr Zametzer said.

"Rottnest Island used to be the tip of a peninsula until about 6500 years ago -- similar to what we see in the Shark Bay region -- and because it's still part of the drowned continental margin, the ocean between Perth and Rottnest is hardly deeper than 20m in most places.




"We also now know for sure the mouth of the Swan River used to be north of where Rottnest is today."

Dr Zametzer said the researchers were stunned to find the ancient, river-transported mineral grains so far out to sea.

"We would have expected the grains to have eroded and washed away because they were in a very turbulent, high-energy environment of waves and tides," he said.

"But the distinctive mineral fingerprints of the river are still sitting there despite thousands of years of sea-level changes and shelf reworking.

"We have this river system imprint preserved offshore, confirming the coast's history."

Dr Zametzer said it was important to learn how coastlines have adapted and changed in the past to help understand what rising sea levels will mean in the future.

"It's quite shocking to think about how fast some geological processes actually happen with sea levels continuing to rise quickly."

'When the river meets the sea: Transport and provenance in a long-lived estuary' was published in Basin Research.
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How our gut cells detect harmful invaders | ScienceDaily
The human gut is home to helpful microbes, called the microbiota, who produce molecules known as metabolites. These metabolites are being increasingly recognized for their role in supporting our health. A group of proteins in our body, known as G protein-coupled receptors (GPCRs), can detect these metabolites and trigger important immune responses and other pathways. However, it's still unclear which metabolites cause these reactions and what kind of immune responses they create.


						
Now, researchers from Osaka University have discovered that one receptor, called GPR31, is active in a specific type of immune cell found in the gut, known as conventional type 1 dendritic cells (cDC1s). These cells, located in parts of the gut like the ileum, can activate CD8+ T cells, which are key players in the immune system and destroy harmful bacteria, viruses, and even some cancer cells.

The team's findings, published in the Proceedings of the National Academy of Sciences (PNAS), led them to investigate whether the GPR31 receptor detects bacterial metabolites and activates the immune system. When they tested how different metabolites affected cDC1 cells, they saw an increase in the expression of genes linked to dendrite membranes and filopodia -- tiny cell extensions that help the cell interact with its environment, in the presence of pyruvate. This change disappeared when GPR31 was blocked.

"Critically, we could observe under the microscope that dendrites in humans responded to metabolites; dendrites protruded when GPR31 was activated and retracted when we inhibited GPR31," explains lead author Eri Oguro-Igashira.

The dendrites, when extended out, help dendritic cells sample the gut for foreign substances. When they find something dangerous, they activate immune cells like T cells. The researchers created a model that showed these extensions can pass through the gut lining and that they are drawn to areas with more metabolites, specifically pyruvate. In the presence of pyruvate and GPR31, the cDC1 cells were better at detecting antigens and bacteria, like E. coli, and activating CD8+ T cells.

This study is the first to show that GPR31 plays a key role in the immune response to gut infections in humans and that this process is supported by the metabolites produced by helpful gut bacteria.

"Our research shows that targeting this pathway could be valuable for developing new drugs and mucosal vaccines," says senior author Kiyoshi Takeda. "Probiotics that produce pyruvate could also help boost our immune response to gut infections."
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Researcher works to preserve the white shark in the Mediterranean Sea | ScienceDaily
The Mediterranean Sea is a paradise.


						
Pristine waters and an incredible coastline spanning multiple continents that are renowned the world over.

Below those picturesque, and sometimes crowded, waters swim a legendary creature facing a treacherous and uncertain future: the white shark.

Francesco Ferretti, an assistant professor in the College of Natural Resources and Environment, is working to save one of the most endangered white shark populations on the planet. The research team located signs of the remaining white sharks in the Sicilian Channel.

"We decided to take on the challenge of locating the last remaining white sharks in the Mediterranean and saving them," Ferretti said. "One of the most critical steps was tagging individuals so we could learn more about their abundance and distribution. This led to the 'White Shark Chase,' an initiative where we began identifying areas in the Mediterranean where these animals might be found. It was not easy as these sharks are rare."

Incredibly rare, in fact.

Unlike places like California, where the sharks gather near seal colonies, they have no known aggregation areas in the Mediterranean. Finding them felt like searching for a needle in a haystack, or, more aptly, a grain of sand in the sea.




Taylor Chapple, an assistant professor at Oregon State University at the Coastal Oregon Marine Experiment Station and white shark technical expert on the project, was a postdoc with Ferretti at Stanford and they have continued to work together ever since.

"These animals likely have a very different ecology than the white sharks from other global populations," Chapple said. "These seem to be more likely based on tunas and smaller fish. It almost flips our understanding of white sharks on its head. It allows these animals that are a couple of tons -- bigger than any land perdators -- to exist on a resource that is very surprising. Seals are very fatty, and these sharks are feeding on tuna and still getting this large."

This research is the first step in establishing a monitoring program for the sharks in the region in the ongoing efforts to help prevent the animal's extinction in the area.

The research was published in Frontiers of Marine Science on Oct. 22, 2024, and was done in collaboration with Jeremy Jenrette and Brendan Shea of the Department of Fish and Wildlife; Shea and Austin Gallagher with Beneath the Waves; Chiara Gambardella with the Polytechnic University of Marche; Gambardella and Stefano Moro with Stazione Zoologica Anton Dohrn; Khaled Echwikhi with University of Gabes and High Institute of Applied Biology of Medenine; Robert Schallert and Barbara Block with Stanford University; Schallert with Tag-a-Giant; and Chapple with Oregon State University's Coastal Oregon Marine Experiment Station.

Funding was provided by The Explorers Club, Discovery Channel, Sharkproject, the Bertarelli Foundation, the Augmentum platform, and individual donors.

Ferretti organized three pilot expeditions in 2021, 2022, and 2023, focusing on what we believed to be hotspots for the species -- the Sicilian Channel. These expeditions used improved methods and technologies compared to previous efforts, such as environmental DNA (eDNA) sampling, which detects traces of animal DNA in water, like using a dog to sniff out an animal's presence. The researchers also used surface and deepwater cameras with bait to attract the sharks, and chumming to try and lure them closer.




During the expeditions, they detected the presence of white sharks on five occasions at the four sites. The team was correct in their choice of location and timing of May through June, but did not interact directly with the sharks.

"They are extremely sparse, and we realized that even with our efforts, we weren't working on a large enough scale," Ferretti said. "We need to recalibrate our approach and develop new strategies. Despite these challenges, we were able to identify a stronghold of this population, particularly in the southern Sicilian Channel off northern Africa. This area is highly impacted by fishing, and it is where we are focusing our efforts now. The pilot expeditions allowed us to recalibrate for a larger program and provided valuable insight into where to focus future efforts."

Stormy seas

The research team, which included graduate students from Virginia Tech, used leisure boats, which, while suitable, were far from ideal as they were not dedicated research vessels. They lacked space, speed, and the necessary equipment to properly store chum material -- primarily bluefin tuna, which is highly regulated in the Mediterranean and difficult to source continuously.

"We were able to carry out our research, gathering vital data that will guide future expeditions," Ferretti said. "It was a demanding but crucial part of our ongoing efforts to protect this endangered population."

The journeys took the team from Marsala, on the northwest tip of Sicily, to various islands like Lampedusa and Pantelleria, as well as Tunisia and Malta, deploying long-line cameras and collecting eDNA samples along the way. However, the intense commercial boat and fishing traffic in the Sicilian Channel made things challenging, and the researchers had to monitor their equipment closely to avoid collisions with ships.

In 2023, the team utilized a large 87-foot sailing yacht to conduct open water research and had a film crew document the mission.

While they did not directly see any white sharks, they successfully tagged a Mako shark for the first time in the region as part of another research project.

And, Ferretti said, the path for future research missions has been set.

The next horizon

Now, the research team is planning and fundraising for multiple future expeditions in the Sicilian Channel and beyond.

"We know that one hot spot is there, but there may also be other important areas in the eastern Mediterranean Sea hosting critical habitat such as a nursery," Ferretti said.

The researchers are implementing a series of approaches, including monitoring ports in North Africa to track interactions between fishers and sharks and collect biological material. This allows them to gather genetic and isotopic samples for analysis. Through isotopic analysis, they can learn more about the population's structure, diet, and changes in habitat as the sharks grow.

"We don't do research in a vacuum," Chapple said. "The research we do now is so multi-disciplinary and the questions that we can ask now are not achievable as a single entity. This white shark chase -- there is so much knowledge held in local communities and stakeholders, that as a scientist we cannot step in there and say this is what we should do. These multi-institutional collaborations are critical for understanding the animals, the systems, and the culture that happens around the research."

These collaborations across not only universities, but also regions, add additional tools to the researchers' toolbox to improve effectiveness.

"We are expanding our network of local and international collaborators to maximize the value of the data we collect and establish a proper monitoring program for the Mediterranean," Ferretti said. "Currently, there is no formal monitoring or conservation program in place for this population. We want now to keep monitoring this population because we do not want to lose it."
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New simultaneous lithium and magnesium extraction technology | ScienceDaily
Demand for lithium -- critical to powering sustainable technologies -- is rapidly growing but up to 75 percent of the world's lithium-rich saltwater sources remain untappable using current methods.


						
With some predicting global lithium supply could fall short of demand as early as 2025, the innovative technology -- EDTA-aided loose nanofiltration (EALNF) -- sets a new standard in lithium processing. The technology uniquely extracts both lithium and magnesium simultaneously, unlike traditional methods that treat magnesium salts as waste, making it smarter, faster and more sustainable.

The work, co-led by Dr Zhikao Li, from the Monash Suzhou Research Institute and the Department of Chemical and Biological Engineering, and Professor Xiwang Zhang from the University of Queensland, promises to meet the surging demand for lithium and paves the way for more sustainable and efficient extraction practices.

Studies undertaken on brines from China's Longmu Co Lake and Dongtai Lake, published today in Nature Sustainability, demonstrate how the innovative method could efficiently extract lithium from low-grade brines with high magnesium content. At the heart of the innovation is a type of nanofiltration that uses a selective chelating agent to separate lithium from other minerals, especially magnesium, which is often present in brines and difficult to remove.

"High-altitude salt brine flats in countries like China (Tibet and Qinghai) and Bolivia are examples of areas with tougher brine conditions that have traditionally been ignored. In remote desert areas, the vast amounts of water, chemicals and infrastructure required for conventional extraction just aren't available either, underscoring the need for innovative technologies," Dr Li said.

"With Monash University's EALNF technology, these can now be commercially viable sources of lithium and valuable contributors to the global supply chain. Our technology achieves 90 percent lithium recovery, nearly double the performance of traditional methods, while dramatically reducing the time required for extraction from years to mere weeks."

The technology also turns leftover magnesium into a valuable, high-quality product that can be sold, reducing waste and its impact on the environment.

Beyond its advanced efficiency, the EALNF system brings innovation to address major environmental concerns associated with lithium extraction. Unlike conventional methods that deplete vital water resources in arid regions, the technology produces freshwater as a by-product.

Dr Li said the system was flexible and ready for large-scale use, meaning it can quickly expand from testing to full industrial operations.

"This breakthrough is crucial for avoiding a future lithium shortage, making it possible to access lithium from hard-to-reach sources and helping power the shift to clean energy."
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How the coronavirus defeats the innate immune response | ScienceDaily
The novel coronavirus SARS-CoV-2 has an enzyme that can counteract a cell's innate defense mechanism against viruses, explaining why it is more infectious than the previous SARS and MERS-causing viruses. The Kobe University discovery may point the way to the development of more effective drugs against this and possibly similar, future diseases.


						
When a virus attacks, the body's immune response has two basic layers of defense: the innate and the adaptive immune systems. While the adaptive immune system grows stronger against a specific pathogen as the body is exposed to it multiple times and which forms the basis of vaccinations, the innate immune system is an assortment of molecular mechanisms that work against a broad range of pathogens at a basic level. The Kobe University virologist SHOJI Ikuo says, "The new coronavirus, however, is so infectious that we wondered what clever mechanisms the virus employs to evade the innate immune system so effectively."

Shoji's team previously worked on the immune response to hepatitis viruses and investigated the role of a molecular tag called "ISG15" the innate immune system attaches to the virus's building blocks. Having learned that the novel coronavirus has an enzyme that is especially effective in removing this tag, he decided to use his team's expertise to elucidate the effect of the ISG15 tag on the coronavirus and the mechanism of the virus's countermeasures.

In a paper in the Journal of Virology, the Kobe University-led team is now the first to report that the ISG15 tag gets attached to a specific location on the virus's nucleocapsid protein, the scaffold that packages the pathogen's genetic material. For the virus to assemble, many copies of the nucleocapsid protein need to attach to each other, but the ISG15 tag prevents this, which is the mechanism behind the tag's antiviral action. "However, the novel coronavirus also has an enzyme that can remove the tags from its nucleocapsid, recovering its ability to assemble new viruses and thus overcoming the innate immune response," explains Shoji.

The novel coronavirus shares many traits with the SARS and MERS viruses, which all belong to the same family of viruses. And these viruses, too, have an enzyme that can remove the ISG15 tag. However, Shoji's team found that their versions are less efficient at it than the one in the novel coronavirus. And in fact, it has been reported recently that the previous viruses' enzymes have a different primary target. "These results suggest that the novel coronavirus is simply better at evading this aspect of the innate immune system's defense mechanism, which explains why it is so infectious," says Shoji.

But understanding just why the novel coronavirus is so effective also points the way to developing more effective treatments. The Kobe University researcher explains: "We may be able to develop new antiviral drugs if we can inhibit the function of the viral enzyme that removes the ISG15 tag. Future therapeutic strategies may also include antiviral agents that directly target the nucleocapsid protein, or a combination of these two approaches."

This research was funded by the Kansai Economic Federation, the Hyogo Science and Technology Association (grant 3501) and the Ministry of Education, Culture, Sports, Science and Technology Japan (grant 18042-203556). It was conducted in collaboration with researchers from Universitas Gadjah Mada, Niigata University, the University of Yamanashi, Hokkaido University and Osaka University.
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Microplastics and PFAS: Combined risk and greater environmental harm | ScienceDaily
The combined impact of so-called 'forever chemicals' is more harmful to the environment than single chemicals in isolation, a new study shows.


						
Researchers at the University of Birmingham investigated the environmental effects of microplastics and PFAS and showed that, combined, they can be very harmful to aquatic life.

Microplastics are tiny plastic particles that come from plastic bottles, packaging, and clothing fibres. PFAS (Per- and Polyfluoroalkyl Substances) are a group of chemicals used in everyday items like non-stick cookware, water-resistant clothing, firefighting foams, and numerous industrial products. PFAS and microplastic are known as "forever chemicals" because they don't break down easily and can build up in the environment, leading to potential risks for both wildlife and humans.

Both PFAS and microplastics can be transported through water systems on long distances, all the way to the Arctic. They are often released together from consumer products. Yet, their combined effects, and also the ways in which they interact with other polluting compounds in the environment, remain poorly understood.

To better understand the combined impact of these pollutants, researchers used Daphnia, commonly known as water fleas. These tiny creatures are often used to monitor pollution levels because they are highly sensitive to chemicals, making them ideal for determining safe chemical limits in the environment.

In this study, published in Environmental Pollution, the team compared two groups of water fleas: one that had never been exposed to chemicals and another that had experienced chemical pollution in the past. This unique approach was possible thanks to Daphnia's ability to remain dormant for long periods, allowing researchers to "resurrect" older populations with different pollution histories.

Both groups of Daphnia were exposed for their entire life cycle to a mixture of microplastics of irregular shapes -- reflecting natural conditions- together with two PFAS chemicals at levels typically found in lakes.




The team showed that PFAS and microplastics together caused more severe toxic effects than each chemical alone. The most worrying result was developmental failures, observed together with delayed sexual maturity and stunted growth. When combined, the chemicals caused Daphnia to abort their eggs and to produce fewer offspring. These effects were more severe in Daphnia historically exposed to pollutants, making them less tolerant to the tested forever chemicals.

Importantly, the study found that the two chemicals lead to greater harm when combined -- 59% additive and 41% synergistic interactions were observed across critical fitness traits, such as survival, reproduction and growth.

Lead researcher Professor Luisa Orsini emphasized the importance of the findings: "Understanding the chronic, long-term effects of chemical mixtures is crucial, especially when considering that previous exposures to other chemicals and environmental threats may weaken organisms' ability to tolerate novel chemical pollution.

"Our research paves the way for future studies on how PFAS chemicals affect gene function, providing crucial insights into their long-term biological impacts. These findings will be relevant not only to aquatic species but also to humans, highlighting the urgent need for regulatory frameworks that address the unintended combinations of pollutants in the environment. Regulating chemical mixtures is a critical challenge for protecting our water systems."

Dr Mohamed Abdallah, co-leading the research, said: "Current regulatory frameworks focus on testing the toxicity of individual chemicals, mostly using acute (short) exposure approaches. It is imperative that we investigate the combined impacts of pollutants on wildlife throughout their lifecycle to get better understanding of the risk posed by these pollutants under real-life conditions. This is crucial to drive conservation efforts and inform policy on facing the growing threat of emerging contaminants such as forever chemicals."

Novel tools in chemical and biological screening with advances in artificial intelligence mean that we can understand the complex interactions among chemicals in the environment. Revising current methods for assessing environmental toxicity is therefore not only possible but imperative."
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Full-bodied cheese flavor quickly and efficiently | ScienceDaily
Peptides formed during cheese ripening are crucial for the full-bodied flavor of aged cheeses, known as kokumi. A research team led by the Leibniz-Institute for Food Systems Biology at the Technical University of Munich has now developed a new method to analyze these flavor-relevant peptides precisely, quickly, and efficiently. Based on more than 120 cheese samples, the team has also created a database that can be used in the future to predict flavor development during cheese ripening.


						
The term kokumi derives from Japanese and refers to a full-bodied and long-lasting taste experience. The taste impression is particularly pronounced in aged cheeses, mainly due to the increasing concentration of gamma-glutamyl dipeptides. These are small molecules that consist of a link between glutamic acid and another amino acid.

Depending on how the two amino acids are linked, researchers distinguish between gamma-, alpha-, and X-glutamyl dipeptides, with the latter two not contributing to the kokumi effect. The high polarity of the glutamyl dipeptides, as well as their great structural similarity with different flavor contributions, represent a major challenge for food analysis.

Efficient analysis method developed

Nevertheless, the team led by principal investigator Andreas Dunkel of the Leibniz Institute has succeeded in developing a new efficient analysis method based on ultra-high performance liquid chromatography-mass spectrometry. For the first time, it can precisely and selectively determine the concentrations of all 56 gamma-glutamyl dipeptide variants in just 22 minutes. Optimized sample preparation makes it possible to analyze 60 cheese samples per day.

"This is a significant improvement compared to other methods. Our tests have shown that our method is faster, more efficient, and yet reliable -- it delivers reproducible results and detects even the smallest concentrations," says first author Sonja Maria Frohlich, a doctoral student at the Leibniz Institute. To further investigate the influence of ripening time on gamma-glutamyl dipeptide concentrations, the researchers applied the method to 122 cheese samples from Europe and the USA after the test phase. The ripening times of the cheese ranged from two weeks to 15 years.

Mold cultures accelerate flavor development

The results show that, as expected, the concentrations of glutamyl dipeptides increase with increasing ripeness. "Interestingly, the addition of blue and white mold cultures led to significantly higher gamma-glutamyl dipeptide concentrations, even at shorter ripening times," says Andreas Dunkel, who heads the Integrative Food Systems Analysisresearch group at the Leibniz Institute.

The food chemist adds: "The concentration profiles we have determined for different stages of ripening and different types of cheese can be used in the future as a database for prediction models. The latter could, for example, be used to objectively monitor flavor development during cheese ripening, to shorten ripening times, or to develop new plant-based cheese products with high consumer acceptance."

"In the sense of an interdisciplinary, food systems biology research approach, one of our goals is to combine analytical research results with bioinformatic methods to develop predictive models suitable to support sustainable food production. This is also the starting point of the project led by Andreas Dunkel," concludes Veronika Somoza, director of the Leibniz Institute.
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Scientists discover how fungi interact with soil actinomycetes | ScienceDaily
In the world of agriculture, rice is a staple food for more than half of the global population, making its cultivation crucial for food security. However, the rice blast fungus Pyricularia oryzae (syn. Magnaporthe oryzae)poses a significant threat to rice crops, causing extensive damage and leading to substantial yield losses. Traditional methods of controlling this pathogen often rely on chemical fungicides, which can have detrimental environmental impacts and contribute to the development of resistant strains. Therefore, researchers are increasingly exploring alternative strategies that leverage natural microbial interactions to promote plant health and manage diseases more sustainably.


						
In a recent study led by Assistant Professor Yuuki Furuyama from the Department of Applied Biological Science at Tokyo University of Science (TUS), a team of researchers aimed to investigate the relationship between P. oryzae and the beneficial soil bacterium Streptomyces griseus. The research team included Ms. Risa Sugiura, Prof. Kouji Kuramochi, Prof. Takashi Kamakura, and Dr. Takayuki Arazoe, all from TUS, as well as Dr. Takayuki Motoyama from the Institute of Physical and Chemical Research and Dr. Hiroyuki Osada from the Institute of Microbial Chemistry. Their study was published on 23 September 2024 in Environmental Microbiology Reports.

"While extensive research has been conducted on how rice blast fungi infect their host rice plants, many aspects of their life cycle remain poorly understood. Our study aims to shed light on the interactions between rice blast fungi and other microorganisms in the soil, exploring the crucial part of their life cycle beyond the infection process," explains Dr. Furuyama.To investigate these interactions, the team conducted a series of experiments involving cocultures of P. oryzae and S. griseus. They measured the pH changes in the growth medium and observed the effects on S. griseus growth under various conditions.

Their findings revealed that the presence of P. oryzae significantly increased the pH of the medium, which, in turn, promoted the growth of S. griseus. Notably, this growth enhancement was independent of direct contact between the two microorganisms, suggesting that P. oryzae produced non-volatile alkaline compounds responsible for this effect.

The study also highlighted that, other pathogenic fungi, such as Fusarium oxysporum and Cordyceps tenuipes, did not induce similar growth in S. griseus, indicating that the observed interaction is specific to P. oryzae. Additionally, the researchers ruled out ammonia as the compound responsible for pH increase, leading them to propose that polyamine produced by P. oryzae might be the active growth-inducing agent.

The discovery of this unique microbial interaction has significant implications for the development of sustainable agricultural practices. S. griseus is known for its ability to produce antibiotics, which can suppress the growth of pathogenic microorganisms. By promoting the growth of S. griseus, P. oryzae may inadvertently create conditions that could be harnessed to control its own spread. "Our findings suggest that S. griseus could be used as a biocontrol agent in rice fields, offering an alternative to chemical fungicides," says Dr. Furuyama. "If we can enhance the growth of S. griseus in rice paddies, we may be able to reduce the impact of rice blast in an environmentally friendly way," adds Dr. Furuyama.

Additionally, the study offers valuable insights into the ecological role of P. oryzae, indicating that this fungus may influence the composition and dynamics of microbial communities in the soil. The researchers propose that their findings could have broader implications for our understanding of how pH modulation affects microbial interactions, paving the way for the development of innovative biocontrol strategies for managing other plant diseases as well.

With this groundbreaking discovery, the team has taken a crucial step toward more sustainable agricultural practices. The potential to harness the power of microbial interactions to combat rice blast could revolutionize the way we approach disease management in rice crops, offering hope for a future with less reliance on harmful chemical agents.
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New ice core data provides insight into climate 'tipping points' during the last Ice Age | ScienceDaily
A changing climate triggers a sudden shift in ocean circulation, creating weather havoc and plunging Earth into an abrupt new Ice Age.


						
It sounds like the basis for a Hollywood blockbuster -- the 2004 science fiction disaster film "The Day After Tomorrow," has similar plot lines -- but it's actually a scenario that played out multiple times during the last Ice Age, which ended more than 11,000 years ago.

Just published research from multiple ice cores collected across Greenland with data spanning up to 120,000 years provides new understanding of these abrupt events, how they unfold and what that might mean for the future.

The events, known as Dansgaard-Oeschger events, represent "tipping points" in Earth's climate -- situations in which the climate crosses a threshold that leads to sudden and large-scale change, said the study's lead author, Christo Buizert, an associate professor in the College of Earth, Ocean, and Atmospheric Sciences at Oregon State University.

"It is really important to understand such tipping points in the climate, because they may result in catastrophic and irreversible change," he said.

The findings were just published in the Proceedings of the National Academy of Sciences.

The Dansgaard-Oeschger cycle, which occurred more than 25 times during the last Ice Age, according to previous research, is caused by rapid on-off switching of the Atlantic Meridional Overturning Circulation, or AMOC, which circulates water throughout the Atlantic Ocean. The powerful Gulf Stream, which carries warm tropical waters to the North Atlantic, is part of the AMOC.




"The AMOC is fundamentally unstable, and when it collapses, big things happen across the globe. There is significant cooling in Europe and around the North Atlantic, and the Indian and Asian monsoons fail," Buizert said. "That instability was frequent during the last Ice Age. It is cause for concern for the future because climate models suggest the AMOC will likely weaken again under global warming, potentially impacting billions of people."

Buizert is a paleoclimatologist who uses ice cores to reconstruct and understand past climate change. Scientists drill and collect ice cores in Greenland and Antarctica to analyze the water, dust and tiny air bubbles that have been trapped in the ice over time. Data from ice cores provides important records of Earth's atmospheric changes over hundreds of thousands of years and have served as pillars for scientists' understanding of past climate events.

Buizert and his colleague analyzed ice cores from across Greenland, including cores from south and coastal east Greenland that had not previously been studied in detail, to better understand the climate impact of Dansgaard-Oeschger events across the continent.

The new data, coupled with new climate modeling, suggests interactions between the AMOC and wintertime sea ice play a key role in the Dansgaard-Oeschger events. Scientists previously thought sea ice from the Nordic Seas north of Iceland was involved in these events, but the researchers' new analysis suggests that winter sea ice would have extended much farther south, to 40 degrees latitude. This means the sea ice would have reached modern day France and New York City, where the action also took place in the film, "The Day After Tomorrow."

"The model shows that the Nordic Seas alone wouldn't be big enough to drive a climate change event of this size," Buizert said. "It just doesn't pack enough of a punch."

The AMOC has been well-behaved over the last 11,700 years, but current climate conditions and climate modeling suggest it will likely weaken again in the future, though for different reasons than occurred in the last Ice Age, Buizert said.

"We know the AMOC will weaken, but will it collapse? That is the big question. The weakening is likely gradual for the time being, but it could cross a tipping point and become a catalyst for abrupt climate change events like we saw in the past," he said. "The climate does not behave in linear patterns; it can change quickly and irreversibly."

The research was supported by the National Science Foundation and done in collaboration with scientists from five countries. Drilling of the Renland ice core in eastern Greenland was led by the University of Copenhagen, Denmark.
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What happened when a meteorite the size of four Mount Everests hit Earth? | ScienceDaily
Billions of years ago, long before anything resembling life as we know it existed, meteorites frequently pummeled the planet. One such space rock crashed down about 3.26 billion years ago, and even today, it's revealing secrets about Earth's past.


						
Nadja Drabon, an early-Earth geologist and assistant professor in the Department of Earth and Planetary Sciences, is insatiably curious about what our planet was like during ancient eons rife with meteoritic bombardment, when only single-celled bacteria and archaea reigned -- and when it all started to change. When did the first oceans appear? What about continents? Plate tectonics? How did all those violent impacts affect the evolution of life?

A new study in Proceedings of the National Academy of Sciences sheds light on some of these questions, in relation to the inauspiciously named "S2" meteoritic impact of over 3 billion years ago, and for which geological evidence is found in the Barberton Greenstone belt of South Africa today. Through the painstaking work of collecting and examining rock samples centimeters apart and analyzing the sedimentology, geochemistry, and carbon isotope compositions they leave behind, Drabon's team paints the most compelling picture to date of what happened the day a meteorite the size of four Mount Everests paid Earth a visit.

"Picture yourself standing off the coast of Cape Cod, in a shelf of shallow water. It's a low-energy environment, without strong currents. Then all of a sudden, you have a giant tsunami, sweeping by and ripping up the sea floor," said Drabon.

The S2 meteorite, estimated to have been up to 200 times larger than the one that killed the dinosaurs, triggered a tsunami that mixed up the ocean and flushed debris from the land into coastal areas. Heat from the impact caused the topmost layer of the ocean to boil off, while also heating the atmosphere. A thick cloud of dust blanketed everything, shutting down any photosynthetic activity taking place.

But bacteria are hardy, and following impact, according to the team's analysis, bacterial life bounced back quickly. With this came sharp spikes in populations of unicellular organisms that feed off the elements phosphorus and iron. Iron was likely stirred up from the deep ocean into shallow waters by the aforementioned tsunami, and phosphorus was delivered to Earth by the meteorite itself and from an increase of weathering and erosion on land.

Drabon's analysis shows that iron-metabolizing bacteria would thus have flourished in the immediate aftermath of the impact. This shift toward iron-favoring bacteria, however short-lived, is a key puzzle piece depicting early life on Earth. According to Drabon's study, meteorite impact events -- while reputed to kill everything in their wake (including, 66 million years ago, the dinosaurs) -- carried a silver lining for life.

"We think of impact events as being disastrous for life," Drabon said. "But what this study is highlighting is that these impacts would have had benefits to life, especially early on ... these impacts might have actually allowed life to flourish."

These results are drawn from the backbreaking work of geologists like Drabon and her students, hiking into mountain passes that contain the sedimentary evidence of early sprays of rock that embedded themselves into the ground and became preserved over time in the Earth's crust. Chemical signatures hidden in thin layers rock help Drabon and her students piece together evidence of tsunamis and other cataclysmic events.

The Barberton Greenstone Belt in South Africa, where Drabon concentrates most of her current work, contains evidence of at least eight impact events including the S2. She and her team plan to study the area further to probe even deeper into Earth and its meteorite-enabled history.
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Weather-changing El Nino oscillation is at least 250 million years old | ScienceDaily
The El Nino event, a huge blob of warm ocean water in the tropical Pacific Ocean that can change rainfall patterns around the globe, isn't just a modern phenomenon.


						
A new modeling study from a pair of Duke University researchers and their colleagues shows that the oscillation between El Nino and its cold counterpart, La Nina, was present at least 250 million years in the past, and was often of greater magnitude than the oscillations we see today.

These temperature swings were more intense in the past, and the oscillation occurred even when the continents were in different places than they are now, according to the study, which appears the week of Oct. 21 in the Proceedings of the National Academy of Sciences.

"In each experiment, we see active El Nino Southern Oscillation, and it's almost all stronger than what we have now, some way stronger, some slightly stronger," said Shineng Hu, an assistant professor of climate dynamics in Duke University's Nicholas School of the Environment.

Climate scientists study El Nino, a giant patch of unusually warm water on either side of the equator in the eastern Pacific Ocean, because it can alter the jet stream, drying out the U.S. northwest while soaking the southwest with unusual rains. Its counterpart, the cool blob La Nina, can push the jet stream north, drying out the southwestern U.S., while also causing drought in East Africa and making the monsoon season of South Asia more intense.

The researchers used the same climate modeling tool used by the Intergovernmental Panel on Climate Change (IPCC) to try to project climate change into the future, except they ran it backwards to see the deep past.

The simulation is so computationally intense that the researchers couldn't model each year continuously from 250 million years ago. Instead they did 10-million-year 'slices' -- 26 of them.




"The model experiments were influenced by different boundary conditions, like different land-sea distribution (with the continents in different places), different solar radiation, different CO2," Hu said. Each simulation ran for thousands of model years for robust results and took months to complete.

"At times in the past, the solar radiation reaching Earth was about 2% lower than it is today, but the planet-warming CO2 was much more abundant, making the atmosphere and oceans way warmer than present, Hu said." In the Mezozoic period, 250 million years ago, South America was the middle part of the supercontinent Pangea, and the oscillation occurred in the Panthalassic Ocean to its west.

The study shows that the two most important variables in the magnitude of the oscillation historically appear to be the thermal structure of the ocean and "atmospheric noise" of ocean surface winds.

Previous studies have focused on ocean temperatures mostly, but paid less attention to the surface winds that seem so important in this study, Hu said. "So part of the point of our study is that, besides ocean thermal structure, we need to pay attention to atmospheric noise as well and to understand how those winds are going to change."

Hu likens the oscillation to a pendulum. "Atmospheric noise -- the winds -- can act just like a random kick to this pendulum," Hu said. "We found both factors to be important when we want to understand why the El Nino was way stronger than what we have now."

"If we want to have a more reliable future projection, we need to understand past climates first," Hu said.

This work was supported by the National Natural Science Foundation of China (42488201) and the Swedish Research Council Vetenskapsradet (2022-03617). Simulations were conducted at the High-performance Computing Platform of Peking University.
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Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes | ScienceDaily
Breathing thin air at extreme altitudes presents a significant challenge -- there's simply less oxygen with every lungful. Yet, for more than 10,000 years, Tibetan women living on the high Tibetan Plateau have not only survived but thrived in that environment.


						
A new study led by Cynthia Beall, Distinguished University Professor Emerita at Case Western Reserve University, answers some of those questions. The new research, recently published in the journal Proceedings of the National Academy of Sciences of the United States of America(PNAS), reveals how the Tibetan women's physiological traits enhance their ability to reproduce in such an oxygen-scarce environment.

The findings, Beall said, not only underscore the remarkable resilience of Tibetan women but also provide valuable insights into the ways humans can adapt in extreme environments. Such research also offers clues about human development, how we might respond to future environmental challenges, and the pathobiology of people with illnesses associated with hypoxia at all altitudes.

"Understanding how populations like these adapt," Beall said, "gives us a better grasp of the processes of human evolution."

The study

Beall and her team research studied 417 Tibetan women age 46 to 86 who live between 12,000 and 14,000 feet above sea level in location in Upper Mustang, Nepal on the southern edge of the Tibetan Plateau.

They collected data on the women's reproductive histories, physiological measurements, DNA samples and social factors. They wanted to understand how oxygen delivery traits in the face of high-altitude hypoxia (low levels of oxygen in the air and the blood) influence the number of live births -- a key measure of evolutionary fitness.




Adaptation into thin air

They discovered that the women who had the most children had a unique set of blood and heart traits that helped their bodies deliver oxygen. Women reporting the most live births, had levels of hemoglobin, the molecule that carries oxygen, near the sample's average, but their oxygen saturation was higher, allowing more efficient oxygen delivery to cells without increasing blood viscosity; the thicker the blood, the more strain on the heart.

"This is a case of ongoing natural selection," said Beall, also the university's Sarah Idell Pyle Professor of Anthropology. "Tibetan women have evolved in a way that balances the body's oxygen needs without overworking the heart."

A window into human evolution

Beall's interdisciplinary research team, which included longtime collaborators Brian Hoit and Kingman Strohl, from the Case Western Reserve School of Medicine, and other U.S. and international researchers, conducted fieldwork in 2019. The team worked closely with local communities in the Nepal Himalayas, hiring local women as research assistants and collaborating with community leaders.

One genetic trait they studied likely originated from the Denisovans who lived In Siberia about 50,000 years ago; their descendants later migrated onto the Tibetan Plateau. The trait is a variant of the EPAS1 gene that is unique to populations indigenous to the Tibetan Plateau and regulates hemoglobin concentration. Other traits, such as increased blood-flow to the lungs and wider heart ventricles, further enhanced oxygen delivery. These traits contributed to greater reproductive success, offering insight into how humans adapt to lifelong levels of low oxygen in the air and their bodies.
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Microbes drove methane growth between 2020 and 2022, not fossil fuels | ScienceDaily
Microbes in the environment, not fossil fuels, have been driving the recent surge in methane emissions globally, according to a new, detailed analysis published Oct 21 in the Proceedings of the National Academy of Sciences by CU Boulder researchers and collaborators.


						
"Understanding where the methane is coming from helps us guide effective mitigation strategies," said Sylvia Michel, a senior research assistant at the Institute of Arctic and Alpine Research(INSTAAR) and a doctoral student in the Department of Atmospheric and Oceanic Sciences at CU Boulder. "We need to know more about those emissions to understand what kind of climate future to expect."

Methane is a potent greenhouse gas responsible for about a third of the planet's warming since industrialization. Although the atmosphere contains less methane than carbon dioxide, methane traps about 30 times more heat than carbon dioxide over a 100-year time frame, making it a critical target for addressing climate change.

"Methane concentrations in the air have almost tripled since the 1700s," said co-author Jianghanyang (Ben) Li, an assistant professor in the Department of Atmospheric and Oceanic Sciences and INSTAAR.

But unlike CO2, which can stay in the atmosphere for thousands of years, methane degrades within a decade. As a result, addressing methane emissions can have an immediate and powerful impact in slowing the rate of warming, making it a "low-hanging fruit," Li said.

While the finding suggests microbes have been emitting more methane than fossil fuels in recent years, reducing fossil fuel consumption remains key to addressing climate change, the team said. Cutting down food waste and consuming less red meat can also help lower one's methane footprint.

ID the source

Previous research suggests fossil fuel production is responsible for about 30% of global methane emissions.




But microbial sources -- such as wetlands, cattle and landfills -- are an even more significant source of methane, accounting for more than half of global emissions. Archaea, a type of microorganism living in soil and the guts of cows, produce methane as a byproduct of breaking down organic matter.

Michel and Li have been working with Boulder's Global Monitoring Laboratory (GML) at the National Oceanic and Atmospheric Administration (NOAA) over the past years.

The lab receives air samples from 22 sites around the world every week or two. Researchers then isolate different components of the air -- such as CO2 or methane -- for analysis. By examining the types of carbon atoms, or isotopes, that the methane sample contains, Michel, Li and the team can identify its source. For example, methane from fossil fuels has more carbon-13 isotope than methane in the air, and methane from microbial sources contains even less carbon-13. The lab has been measuring isotopes of methane since 1998.

Scientists have observed a rapid increase in atmospheric methane levels since 2007, following a period of stabilization in the early 21st century. In 2020, NOAA reported the highest growth rate of methane since it began collecting data in 1983, and that record was shattered again in 2021.

At the same time, Michel noticed a surprising decrease in the carbon-13 isotope over the past 17 years. She and the team set out to understand what was driving it.

The culprit

Using computer simulations, Michel and her team modeled three different emissions scenarios to see which one would leave an isotopic signature similar to the one observed.




They found that between 2020 and 2022, the drastic increase in atmospheric methane was driven almost entirely by microbial sources. Since 2007, scientists have observed microbes playing a significant role in methane emissions, but their contribution has surged to over 90% starting in 2020.

"Some prior studies have suggested that human activities, especially fossil fuels, were the primary source of methane growth in recent years," said Xin (Lindsay) Lan, a scientist at the Cooperative Institute for Research in Environmental Sciences (CIRES) at CU Boulder and NOAA. She leads the reporting on NOAA's global greenhouse gas trends at the GML. "These studies failed to look at the isotope profile of methane, which could lead to a different conclusion and an incomplete picture of global methane emissions."

It remains unclear whether the increased microbial emissions came from natural sources like wetlands or human-driven sources, such as landfills and agriculture. The team plans to delve deeper to identify the exact source of methane.

"In a warming world, it wouldn't be surprising if any of these sources emitted more methane," said Michel, who explained that microbes, like humans, tend to have higher metabolism when it's warm. "Consequently, more methane could stay in the atmosphere to accelerate global warming. So we need to address the climate crisis, and that really means addressing CO2 emissions."
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Rapidly increasing industrial activities in Arctic | ScienceDaily
The Arctic is threatened by strong climate change: the average temperature has risen by about 3degC since 1979 -- almost four times faster than the global average. The region around the North Pole is home to some of the world's most fragile ecosystems, and has experienced low anthropogenic disturbance for decades. Warming has increased the accessibility of land in the Arctic, encouraging industrial and urban development. Understanding where and what kind of human activities take place is key to ensuring sustainable development in the region -- for both people and the environment. Until now, a comprehensive assessment of this part of the world has been lacking.


						
More than 5% of the Arctic show signs of human activity

An international research team led by Gabriela Schaepman-Strub from the Department of Evolutionary Biology and Environmental Studies at the University of Zurich (UZH) has now shed light on this question. Together with US colleagues from NASA and the University of Wisconsin-Madison, the UZH researchers used data of nighttime artificial light observed from satellites to quantify the hotspots and evolution of human activity across the Arctic from 1992 to 2013. "More than 800,000 km2 were affected by light pollution, corresponding to 5.1% of the 16.4 million km2 analyzed, with an annual increase of 4.8%," says Schaepman-Strub. With the new, standardized approach the researchers were able to spatially assess human industrial activity across the Arctic, independent of economic data.

The European Arctic and the oil and gas extraction regions of Alaska, USA, and Russia were hotspots of human activity, with up to one-third of the land area illuminated. Compared to these regions, the Canadian Arctic was largely dark at night. "We found that, on average, only 15% of the lit area in the Arctic contained human settlements, which means that most of the artificial light is due to industrial activities rather than urban development. And this major source of light pollution is increasing in both area and intensity every year," says first author Cengiz Akandil, a doctoral student in Schaepman-Strub's team.

Effects on terrestrial ecosystems and regional sustainability

According to the researchers, these data provide an essential basis for future studies on the impact of industrial development on Arctic ecosystems. "In the vulnerable permafrost landscape and tundra ecosystem, even just repeated trampling by humans, and certainly tracks left by tundra vehicles, can have long-term environmental effects that extend well beyond the illuminated area detected by satellites," says Akandil.

The negative impacts of industrial activities and light pollution are absolutely critical for the Arctic biodiversity. For example, artificial light at night reduces the ability of Arctic reindeer to adapt their eyes to the extreme blue color of winter twilight, which allows them to find food and escape predators. It also delays leaf coloration and breaking leaf buds, which is critical for the Arctic species where the growing season is limited. Furthermore, human activities foster the expansion of invasive species in the Arctic, and oil and gas extraction frequently lead to environmental pollution -- as does the mining industry, which is also expanding.

Documenting industrial activity is crucial for sustainable development

The effects of rapid climate change in the Arctic require local communities to adapt quickly, and the industrial development might further increase the need for adaptation -- and enhance the costs on society and the environment. The direct impacts that human activity has on Arctic ecosystems could exceed or at least exacerbate the effects of climate change in the coming decades, the researchers estimate. If the growth rate of industrial development between 1940-1990 is maintained, 50-80% of the Arctic may reach critical levels of anthropogenic disturbance by 2050.

"Our analyses on the spatial variability and hotspots of industrial development are critical to support monitoring and planning of industrial development in the Arctic. This new information may support Indigenous Peoples, governments and stakeholders to align their decision-making with the Sustainable Development Goals in the Arctic," concludes Gabriela Schaepman-Strub.
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Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes | ScienceDaily
A group of McMaster researchers who routinely work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise while preparing slides to view under a powerful microscope.


						
After treating samples of what are informally called phages so they could be viewed alive under an electron microscope, the researchers were surprised to see they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across.

With a little prompting, nature had served up the very kind of structure experts in their field have been trying for decades to construct artificially -- one that turns out to be 100 times more efficient than unlinked phages at finding elusive bacterial targets.

Being able to create such structures opens possibilities for the detection and treatment of many forms of disease, all using natural materials and processes, the researchers say.

Their work is explained in a newly published article in the journal Advanced Functional Materials.

The initial discovery was a happy accident flowing from everyday laboratory work.

Rather than expose the sample phages to typical preparation processes, which involve temperatures or solvents that kill viruses, lead author Lei Tian and his colleagues had elected to treat them with high-pressure carbon dioxide instead. Tian, now a principal investigator at Southeast University in China, led the research while he was a PhD student and later a post-doctoral research fellow at McMaster.




While the researchers are used to seeing the microscopic viruses do amazing things, after the treatment they were stunned to see the phages had grouped together in such complex, natural and very useful forms.

"We were trying to protect the structure of this beneficial virus," Tian says. "That was the technical challenge we were trying to overcome. What we got was this amazing structure, which was made by nature itself."

The researchers captured images of the formations using the facilities of the Canadian Centre for Electron Microscopy, located at McMaster, and spent the last two years unlocking the process and showing how the new structures can serve very useful purposes in science and medicine.

"It was an accidental discovery," says the paper's corresponding author Tohid Didar, a mechanical engineer who holds the Canada Research Chair in Nano-biomaterials. "When we took them out of the high-pressure chamber and saw these beautiful flowers, it completely blew our minds. It took us two years to discover how and why this happened and opened the door to being able to create similar structures with other protein-based materials."

In. recent years, researchers in the lab of senior author Zeinab Hosseinidoust, a chemical and biomedical engineer who holds the Canada Research Chair in Bacteriophage Bioengineering, have made significant inroads in phage research by making it possible able to prompt the beneficial viruses to connect together like a living, microscopic fabric, and even to form a gel that is visible to the naked eye, opening new vistas for their application -- particularly in detecting and fighting infection.

Before the more recent discovery, though, it had not been possible to give the material shape and depth, which it now has through the wrinkles, peaks and crevices of the flower-like structures.




"This is really about building with nature," says Hosseinidoust. "This kind of beautiful, wrinkled structure is ubiquitous in nature. The mechanical, optical and biological properties of this kind of structure have inspired engineers over decades to build these kinds of structures artificially, in the hope of getting the same kind of properties out of them."

Now that they have triggered such a transformation and successfully duplicated the process, the researchers are marvelling at the collective efficiency the phages achieve by joining together and taking such forms, and they are exploring ways to use the same properties.

The porous, flower-like phage structures are 100 times better than their unlinked counterparts at finding scattered, diffuse targets even in complex environments, a fact the authors were able to prove by blending them with DNAzymes created by their colleagues in infectious disease research and using the blossom-like formations to find low concentrations of Legionella bacteria in water from commercial cooling towers.

Bacteriophages are re-emerging as treatments for many forms of infection, because they can be programmed to target specific bacteria while leaving others alone.

Work in the field had dropped off after the introduction of penicillin in the middle of the last century, but as antimicrobial resistance continues to erode the effectiveness of existing antibiotics, engineers and scientists, including the McMaster researchers, are returning their attention to phages.

The discovery of the process that causes them to link into flower shapes can boost their already impressive properties, both for finding and killing targeted bacteria, but also for serving as scaffolding for other beneficial microorganisms and materials.

"Nature is so powerful and so intelligent. As engineers, it's our job to learn how it works, so we can harness processes like this and put them to use," says Hosseinidoust.

"The possibilities are endless, because now we can make structures using biological building blocks."
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Plant CO2 uptake rises by nearly one third in new global estimates | ScienceDaily
Plants the world over are absorbing about 31% more carbon dioxide than previously thought, according to a new assessment developed by scientists. The research, detailed in the journal Nature, is expected to improve Earth system simulations that scientists use to predict the future climate, and spotlights the importance of natural carbon sequestration for greenhouse gas mitigation.


						
The amount of CO2 removed from the atmosphere via photosynthesis from land plants is known as Terrestrial Gross Primary Production, or GPP. It represents the largest carbon exchange between land and atmosphere on the planet. GPP is typically cited in petagrams of carbon per year. One petagram equals 1 billion metric tons, which is roughly the amount of CO2 emitted each year from 238 million gas-powered passenger vehicles.

A team of scientists led by Cornell University, with support from the Department of Energy's Oak Ridge National Laboratory, used new models and measurements to assess GPP from the land at 157 petagrams of carbon per year, up from an estimate of 120 petagrams established 40 years ago and currently used in most estimates of Earth's carbon cycle. The results are described in the paper, "Terrestrial Photosynthesis Inferred from Plant Carbonyl Sulfide Uptake."

Researchers developed an integrated model that traces the movement of the chemical compound carbonyl sulfide, or OCS, from the air into leaf chloroplasts, the factories inside plant cells that carry out photosynthesis. The research team quantified photosynthetic activity by tracking OCS. The compound largely follows the same path through a leaf as CO2, is closely related to photosynthesis and is easier to track and measure than CO2 diffusion. For these reasons, OCS has been used as a photosynthesis proxy at the plant and leaf levels. This study showed that OCS is well suited to estimate photosynthesis at large scales and over long periods of time, making it a reliable indicator of worldwide GPP.

The team used plant data from a variety of sources to inform model development. One of the sources was the LeafWeb database, established at ORNL in support of the DOE Terrestrial Ecosystem Science Scientific Focus Area, or TES-SFA. LeafWeb collects data about photosynthetic traits from scientists around the world to support carbon cycle modeling. The scientists verified the model results by comparing them with high-resolution data from environmental monitoring towers instead of satellite observations, which can be hindered by clouds, particularly in the tropics.

Key to the new estimate is better representation of a process called mesophyll diffusion -- how OCS and CO2 move from leaves into chloroplasts where carbon fixation occurs. Understanding mesophyll diffusion is essential to figuring out how efficiently plants are conducting photosynthesis, and even how they might adapt to changing environments.

Lianhong Gu, co-author, photosynthesis expert and distinguished staff scientist in ORNL's Environmental Sciences Division, helped develop the project's mesophyll conductance model, which represents numerically the diffusion of OCS in leaves, as well as the linkage between OCS diffusion and photosynthesis.




"Figuring out how much CO2 plants fix each year is a conundrum that scientists have been working on for a while," Gu said. "The original estimate of 120 petagrams per year was established in the 1980s, and it stuck as we tried to figure out a new approach. It's important that we get a good handle on global GPP since that initial land carbon uptake affects the rest of our representations of Earth's carbon cycle."

"We have to make sure the fundamental processes in the carbon cycle are properly represented in our larger-scale models," Gu added. "For those Earth-scale simulations to work well, they need to represent the best understanding of the processes at work. This work represents a major step forward in terms of providing a definitive number."

Pan-tropical rainforests accounted for the biggest difference between previous estimates and the new figures, a finding that was corroborated by ground measurements, Gu said. The discovery suggests that rainforests are a more important natural carbon sink than previously estimated using satellite data.

Understanding how much carbon can be stored in land ecosystems, especially in forests with their large accumulations of biomass in wood, is essential to making predictions of future climate change.

"Nailing down our estimates of GPP with reliable global-scale observations is a critical step in improving our predictions of future CO2 in the atmosphere, and the consequences for global climate" said Peter Thornton, Corporate Fellow and lead for the Earth Systems Science Section at ORNL.

The results of this study point to the importance of including key processes, such as mesophyll conductance, in model representations of photosynthesis. DOE's Next Generation Ecosystem Experiments in the Tropics has the goal of advancing model predictions of tropical forest carbon cycle response to climate change. These results can inform new model development that will reduce uncertainty in predictions of tropical forest GPP.

In addition to Cornell's School of Integrative Plant Sciences, other collaborators on the project were Wageningen University and Research of The Netherlands, Carnegie Institution for Sciences, Colorado State University, University of California Santa Cruz and the NASA Jet Propulsion Laboratory.

Support came from Cornell, the National Science Foundation and the ORNL TES-SFA, sponsored by DOE's Office of Science Biological and Environmental Research program.
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Shaking from April's sizable New Jersey earthquake traveled strangely far | ScienceDaily
When a magnitude 4.8 earthquake struck northern New Jersey's Tewksbury township on April 5, it triggered widespread alarm. Small tremors occur sporadically in the region, but this was the biggest since 1884, when a quake of approximately magnitude 5 struck under the seabed off Brooklyn, cracking walls and toppling chimneys.


						
Based on existing models, the earthquake should have done substantial damage at its epicenter, but that didn't happen. Meanwhile, relatively distant New York City shook much harder than expected, causing damage, albeit minor. Outsize shaking extended all the way to Virginia and Maine. A new study suggests why this happened, calling into question some assumptions about regional earthquake hazard.

"There was some peculiar behavior," said study coauthor Won-Young Kim of the Columbia Climate School's Lamont-Doherty Earth Observatory

While 4.8 is not a major quake in global terms, people in the highly populous U.S. Northeast are not used to anything that big. The U.S. Geological Survey (USGS) estimates it was felt by some 42 million people; a USGS online portal that crowd-sources first-person reports of shaking received nearly 184,000 entries -- the most ever from any U.S. quake, according to a companion paper about the event. Both papers just appeared in the journal The Seismic Record.

Hours after the quake, Kim and colleagues headed to the epicenter to survey the situation. "We expected some property damage -- chimneys knocked down, walls cracked or plaster fallen, but there were no obvious signs," said Kim. "We talked to police officers, but they were not very excited about it. Like nothing happened. It was a surprising response for a magnitude 4.8 earthquake."

Surface motion generated by earthquakes is measured on the Modified Mercalli Intensity Scale. Based on the magnitude, the quake's depth (a fairly shallow 5 kilometers, or 2.9 miles) and area geology, existing models posit that a 10-kilometer area around the epicenter should have seen intensity VII shaking on this scale, described as "very strong." Most well designed and built structures would probably get off without much damage, but others of lesser design or materials could collapse, especially unreinforced masonry walls and chimneys.

However, no one at or around the epicenter reported intensity VII shaking or anything close to it. Damage was limited to minor cracking in some dry wall and a few items knocked off shelves. The only exception: an already crumbling grist mill built in the 1760s of unreinforced stone, and already largely a wreck. About 3.5 miles from the epicenter, part of the mill's facade toppled.




Usually, earthquake shaking fades out in a more or less symmetrical bull's eye pattern from the source. But that did not happen either; stronger than expected shaking extended far out, mainly to the northeast, and to a lesser extent other directions.

In Newark, N.J, some 20 miles from the epicenter, three row houses were partly toppled, and dozens of people had to be evacuated. Residents of New York City, 40 or 50 miles away, reported intensity IV motion, with sustained vibrations of windows, doors and walls. More than 150 buildings reported minor damage, mainly superficial cracks in masonry. However, inspectors ordered two Bronx buildings to erect protective sidewalk sheds when cracks appeared in their facades, and a Brooklyn public school had to close its gym for repairs because of vertical step-shaped cracks along an interior wall. Gas and water lines developed leaks as far off as the lower Hudson Valley, and on Long Island, the front of someone's Jeep slumped into a suddenly opened sinkhole. Even people in parts of New Hampshire, some 280 miles away, reported intensity III shaking, similar to a big truck passing by.

To understand what happened, Kim and colleagues at South Korea's Seoul National University analyzed so-called Lg waves. These are a type of low-frequency wave of energy that bounces back and forth between the Earth's surface and the Moho -- the boundary between the Earth's crust and the mantle, which in this area lies about 35 kilometers down. The analysis suggested that the quake took place on a previously unmapped fault that runs south to north. The fault is not vertical, but rather dips eastward into the Earth at about a 45-degree angle.

According to the analysis, the movement was rapid and complex -- a circular combination of the two sides of the fault sliding horizontally against each other (known as strike-slip motion) and one side also shoving itself up and over the other (known as a thrust). Once the rupture started, it spread horizontally to the north. Usually much of the energy from such a quake takes the path of least resistance -- that is, straight up, to the surface, where pressure on the rock is the least. That is what makes the epicenter the most dangerous place to be.

That was not the case here, the researchers say. Instead, much of the energy headed downward, along the fault's dip, and continued until it hit the Moho. Then it bounced back up, emerging among other places under New York City, which was right in the way. Then the wave bounced back down and re-emerged further away in New England, somewhat weaker, and so on, until it petered out. The long-distance echoes were likely strengthened by the fact that most rocks underlying this region are hard and dense, and conduct energy efficiently, like the ringing of a bell.

The area from Philadelphia to southwestern Connecticut has seen some 500 known quakes from the 1600s to the present, but many others have almost certainly gone unnoted before modern seismic instruments came along. Most are so faint, few if any people feel them, and the vast majority of other quakes have been harmless. But the threat could be greater than previously thought, according to an earlier paper led by Lamont-Doherty seismologist Lynn Sykes.




These quakes are not caused by ongoing movements of giant tectonic plates like those in much more hazardous places like California. Rather, they emanate from ancient fault zones dating as far back as 200 million years, when what is now Europe tore away from what is now North America, cracking up the subsurface with massive earthquakes. Some of these crumbly zones are still settling and readjusting themselves, and occasionally parts of them move with a jolt.

Based on the short historical record, quakes the size of April's or slightly larger come along roughly every 100 years. But based on the sizes of known faults and other calculations, Sykes et al. have suggested that the area could see a magnitude 6 every 700 years, and a magnitude 7 every 3,400 years. The magnitude scale is exponential, so a magnitude 6 is 10 times more powerful than a 5, while a magnitude 7 is 100 times more powerful than a 5. No one knows if such quakes have occurred in human time or could, but if one did, it would be catastrophic.

The April 5 quake has brought about a spurt of new research. In cooperation with the USGS and other researchers, Kim helped place a temporary network of dozens of seismometers near the epicenter to monitor aftershocks, which continued for weeks. These signals are being used to better map various details of the quake, and the area's faults.

Lamont-Doherty structural geologist Folarin Kolawole and colleagues have been mapping numerous bedrock fractures near the epicenter caused by past earthquakes of indeterminate ages. These could well be millions of years old, says Kolawole, but they could also point to current, unmapped zones of weakness lurking below.

Meanwhile, Lamont-Doherty geologist William Menke is working to document possible prehistoric quakes in the more recent past. New York's Harriman State Park, just over the border from New Jersey, is littered with giant boulders dropped onto the surface when glaciers from the last ice age melted, some 15,000 to 20,000 years ago. Many are precariously balanced in their original positions. Menke's hypothesis: if he can calculate the earthquake force that would be required to tip the boulders over, he can rule out an earthquake of that size, at least for that time period.

Kim said that the new study suggests the need to re-evaluate how shaking from any future sizable quake may be distributed across the region. "Some that are not even that big could maybe focus energy toward population centers. If [the April] earthquake was just a little stronger, or a little closer to New York City, the effect would be much greater," he said. "We need to understand this phenomenon and its implications for ground motion prediction."

The study's lead author is YoungHee Kim; the other coauthors are Sangwoo Han, Jun Yong Park and Min-Seong Seo, all of Seoul National University.
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Creating a spatial map of the sea: New research visualizes how fishing communities can change fishing habits to adapt to climate change | ScienceDaily
In a massive research project spanning five years and stretching the length of the Northeast seaboard, a Wellesley College professor is examining how various fishing communities can change their fishing habits in order to adapt to climate change.


						
Rebecca Selden, an assistant professor of biological sciences at Wellesley, is creating a "spatial sea map" designed to illustrate the adaptive styles of 266 fishing communities stretching across the East Coast from North Carolina to Maine. Her research, conducted with colleagues from four other institutions, was published on October 15 in ICES Journal of Marine Science.

Selden's project is one of the first to provide detailed, high-resolution information about how individual communities could change their fishing patterns in response to climate change. Such community-level information is critical to understand which communities might be most vulnerable or resilient to changes in the distribution of species that they fish.

Climate change is changing the seascape in many ways, Selden notes. The water is changing -- becoming more acidified, for example. Species are relocating in order to adapt to changing water temperatures. And the ocean is being used in new and different ways -- for ocean-based wind turbines, for example.

"These changes can challenge fishing communities that rely on marine resources," Selden says. "Many communities have diversified what they catch, or where they fish, to cope with changes in where fish are found." But too often, we don't understand how specific communities are adapting. "We need to understand what works in different locations," Selden notes.

In order to better understand how individual communities are adapting, Selden helped develop a Communities at Sea (CaS) database that links historical fishing patterns at sea to port communities. This allows researchers and policy makers to quantitatively evaluate catch flexibility, catch switching, and fishing ground mobility of fishing communities in the Northeast U.S.

Her analysis shows that different communities, and different gear types, are adapting in different ways to changes in the seascape. For example, dredge fleets that specialize on scallop are highly mobile, which bodes well for being able to follow scallop as they move north or deeper. Trawl fleets, on the other hand, are more likely to maintain their traditional fishing locations, but change what they're fishing for. Lobster trap communities in the Gulf of Maine maintained a focus on both their traditional fishing location and their traditional catch. Meanwhile, Southern New England trap fleets dealing with declines in lobster populations have shown surprising levels of catch flexibility, focusing less on lobster and more on emerging fisheries like Jonah crab and whelk.




As a result, ports that are only separated by tens of miles can have dramatically different capacities for change -- and dramatically different methods of change -- based on the portfolio of fleets that land there.

The resulting "spatial seascape" that Selden has created yields important community-level information that is critical to identifying which fishing communities are least able to change what they catch and where they fish. This information will help prioritize efforts to reduce barriers to diversification, develop new markets, and create policies to allow fishermen to successfully adapt to changing ocean conditions, Selden notes.

"Fishermen are not adverse to adaptation," Selden says. "The challenges [with adaptation] tend to be associated with regulations and policies, not fishermen or fishing communities themselves."

Some of the communities in Selden's study are small and perhaps relatively unfamiliar -- like Harwichport, Massachusetts, with less than five vessels in each of the two fleets that currently land there. Other communities in the study are larger and more well known, including New Bedford, Massachusetts, the nation's top port in terms of total fishery revenue for the last 20 years

One goal of the Selden's research is to draw attention to some of the smaller communities, which might otherwise be less likely to be positively affected by new policies, Selden says.

Going forward, Selden is currently working to compare the adaptive capacity of fishing communities on the U.S. East and West Coasts through collaboration with natural and social scientists at NOAA's Northwest Fisheries Science Center.

And Selden's big hope is that her research can help influence policy decisions. "So many fishermen have an immense capacity for change, " she says. "It's often regulations that are the limiting factor. By creating a complete marine spatial map of the lower 48 states, we can help people make better decisions at the local, regional and international levels."
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Rare fossils of extinct elephant document the earliest known instance of butchery in India | ScienceDaily
During the late middle Pleistocene, between 300 and 400 thousand years ago, at least three ancient elephant relatives died near a river in the Kashmir Valley of South Asia. Not long after, they were covered in sediment and preserved along with 87 stone tools made by the ancestors of modern humans.


						
The remains of these elephants were first discovered in 2000 near the town of Pampore, but the identity of the fossils, cause of death and evidence of human intervention remained unknown until now.

A team of researchers including Advait Jukar, a curator of vertebrate paleontology at the Florida Museum of Natural History, published two new papers on fossils from the Pampore site. In one, researchers describe their discovery of elephant bone flakes which suggests that early humans struck the bones to extract marrow, an energy-dense fatty tissue. The findings are the earliest evidence of animal butchery in India.

The fossils themselves are also rare. In a second study the researchers described the bones, which belong to an extinct genus of elephants called Palaeoloxodon, whose members were more than twice the weight of today's African elephants. Only one set of Palaeoloxodon bones for this species had been discovered previously, and the fossils from this study are by far the most complete.

To date, only one fossil hominin -- the Narmada human -- has ever been found on the Indian subcontinent. Its mix of features from older and more recent hominin species indicate the Indian subcontinent must have played an important role in early human dispersal. Prior to the fossil's discovery in 1982, paleontologists only had stone tool artifacts to give a rough sketch of our ancestors' presence on the subcontinent.

"So, the question is, who are these hominins? What are they doing on the landscape and are they going after big game or not?" Jukar asked. "Now we know for sure, at least in the Kashmir Valley, these hominins are eating elephants."

The stone tools likely used for marrow extraction at the Pampore site were made with basalt, a type of rock not found in the local area. Paleontologists believe the raw materials were brought from elsewhere before being fully knapped, or shaped, at the site. Based on the method of construction, they concluded that the site and the tools were 300,000 to 400,000 years old.




Previously, the earliest evidence of butchery in India dated back less than ten thousand years.

"It might just be that people haven't looked closely enough or are sampling in the wrong place," Jukar said. "But up until now, there hasn't been any direct evidence of humans feeding on large animals in India."

Most of the Pampore site's elephant remains came from one mature male Palaeoloxodon. The inside of its skull showed abnormal bone growth that likely resulted from a chronic sinus infection.

While it was clear that early humans exploited the carcass, there was no direct evidence of hunting, such as spear points lodged in the bones. The hominins could have killed the elephant or simply found the carcass after it died of natural causes -- weakened by its chronic sinus infection, the elephant could possibly have gotten stuck in the soft sediments near the Jhelum River, where paleontologists eventually found it.

The Palaeoloxodon skull is the most complete specimen of its genus found on the Indian subcontinent. Researchers identified it as belonging to the extinct elephant Palaeoloxodon turkmenicus, fossils of which have only been found on one other occasion, in 1955. This earliest fossil was of a partial skull fragment from Turkmenistan. While it looked different from other members of the genus Palaeoloxodon, there wasn't enough material to determine with certainty whether it was, in fact, a separate species.

"The problem with Palaeoloxodon is that their teeth are largely indistinguishable between species. So, if you find an isolated tooth, you really can't tell what species of Palaeoloxodon it belongs to," Jukar said. "You have to look at their skulls."

Fortunately, the Pampore specimen's hyoids -- bones at the back of the throat that attach to the tongue -- were still intact. Hyoids are fragile but distinctive between species, providing a special tool for taxonomizing.




Palaeoloxodon originated in Africa about a million years ago before dispersing into Eurasia. Many species in the genus are known for having an unusually large forehead unlike that of any living elephant species, with a crest that that bulges out over their nostrils. Earlier species of Palaeoloxodon from Africa, however, do not have the bulge. Meanwhile, P. turkmenicus is somewhere in between, with an expanded forehead with no crest.

"It shows this kind of intermediate stage in Palaeoloxodon evolution," Jukar said. "The specimen could help paleontologists fill in the story of how the genus migrated and evolved."

Given that hominins have been eating meat for millions of years, Jukar suspects that a lot more evidence of butchery is simply waiting to be found.

"The thing I've come to realize after many years is that you just need a lot more effort to go and find the sites, and you need to essentially survey and collect everything," he said. "Back in the day when people collected fossils, they only collected the good skulls or limb bones. They didn't collect all the shattered bone, which might be more indicative of flakes or breakage made by people."

The stone tool and elephant butchery study was published in Quaternary Science Reviews.

The taxonomy study was published in the Journal of Vertebrate Paleontology.
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Study combines woodchips and biochar to clean water of pharmaceuticals, nutrients | ScienceDaily

In a new University of Illinois Urbana-Champaign study, researchers show how a simple system using woodchips and a bit of glorified sawdust can dramatically reduce nitrogen, phosphorus, and multiple common drugs in wastewater.

"Even at low concentrations, pharmaceuticals and personal care products (PPCPs) can degrade water quality, disrupt ecosystems, promote antibiotic resistance, and lead to bioaccumulation in wildlife. While nutrients like nitrogen and phosphorus cause visible problems like harmful algal blooms, PPCPs pose potential risks, particularly through long-term exposure in vulnerable populations. Both issues highlight the need for better wastewater management," said study author Hongxu Zhou, who completed this study as a doctoral student in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at U. of I.

Zhou and his collaborators knew woodchip bioreactors -- woodchip-filled tanks or trenches through which water flows -- efficiently remove excess nitrogen in water. This is thanks to microbes living in and on the woodchips; they "eat" nitrate, turning it into harmless nitrogen gas. The team developed a novel designer biochar -- in this case, sawdust pretreated with lime sludge and then slow-burned into a charcoal-like material -- could bind phosphorus and certain PPCPs. The large surface area and composition of the designer biochar cause chemical compounds to stick and not let go.

With these principles in mind, the researchers tried a "treatment-train" approach in the lab to see how well the two treatments worked together. They collected water from a local creek and loaded it with nitrogen, phosphorus, ibuprofen, naproxen, the diabetes drug sitagliptin, and a derivative of estrogen. This water entered small woodchip bioreactors, then flowed "downstream" through tubes filled with biochar. On the other end of the system, which they called B2 (bioreactor-biochar), the researchers measured the remaining compounds in the water.

"On average, the B2 system removed 77% of the nitrate, 99% of the phosphorus, and about 70% of the ibuprofen, 74% of the naproxen, 91% of the sitagliptin, and 97% of the estrone," said study co-author Wei Zheng, principal research scientist at the Illinois Sustainable Technology Center (ISTC), part of the Prairie Research Institute at U. of I. "The biochar acted like activated carbon to efficiently remove pharmaceutical residues from the contaminated water."

The results varied a bit when the research team changed the speed at which the water moved through the system, with slower speeds leading to greater nitrogen removal. They also tested the role of biochar format -- granules or pellets -- finding the granules picked up more pharmaceuticals and phosphorus.




Because microbes are responsible for the nitrogen removal in woodchip bioreactors, the researchers wondered whether the pharmaceuticals could impact the microbial community. They found changes in the abundance of certain bacterial groups, but the main function of the microbial community was unaffected.

"For me, the most exciting aspect of our findings is the confirmation that the woodchip bioreactor's nitrate efficiency remains unaffected by PPCPs, despite the changes in microbial composition," Zhou said. "This suggests that the bioreactor system is robust enough to maintain its performance under challenging conditions, which has significant implications for its application in real-world scenarios."

Although the study was conducted on the lab bench, the researchers modeled the B2 system's efficacy at larger scales, showing strong potential for industrial applications.

"We believe that through regular maintenance and optimizing system design, many of the challenges associated with scaling can be addressed. For example, clogging in continuous flow-through systems can reduce overall performance and longevity; therefore, periodic replacement of biochar is needed," said co-author Rabin Bhattarai, associate professor in ABE.

"These design and operational considerations are critical to ensuring both performance and service life in relevant applications, ultimately enhancing the effectiveness of B2 systems in addressing environmental challenges," he added.

Zhou is now a postdoctoral research associate in ISTC. Zheng is also an adjunct faculty in ABE.
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        Dolphins sense military sonar at much lower levels than regulators predict
        Scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.

      

      
        Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages
        A team of linguistics and psychology researchers has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

      

      
        Bystanders in a combat zone are treated as guilty until proven innocent
        People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a new study.

      

      
        Adapting GenAI for the next generation of learning
        A new study by learning analytics researchers presents key considerations for generative AI (GenAI) educational tools so they are carefully developed to support, rather than replace, human learning.

      

      
        Ethical framework aims to counter risks of geoengineering research
        A new report says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them.

      

      
        Safety and security: Study shines light on factors behind refugees' resilience
        A systematic review has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.

      

      
        Data security: Breakthrough in research with personalized health data
        The European research project 'Federated Secure Computing' presents a new approach that allows patient data from different institutions to be analysed securely and anonymously.

      

      
        Geography: Improving our understanding of complex crises
        Researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.

      

      
        Bilingualism may maintain protection against Alzheimer's
        In a study, researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging. They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory, which suggests that there may be some form of brain maintenance related to bilingualism.

      

      
        Expanding access to weight-loss drugs could save thousands of lives a year
        Expanding access to new, highly effective weight-loss medications could prevent more than 40,000 deaths a year in the United States, according to a study. The findings highlight the critical need to remove existing barriers that are hindering people's access to effective weight loss treatments and impeding public health efforts to address the national obesity crisis, the researchers said. According to the U.S. Centers for Disease Control and Prevention, about 74% of Americans are considered overw...

      

      
        Workplace culture and social relationships are associated with workplace bullying
        Workplace bullying poses a serious threat to employees' health and well-being. A study sheds new light on the impact of social relationships on workplace bullying. Focusing on the dynamics of social relationships, the study shows how workplace culture, interaction and social relationships play a role in bullying.

      

      
        Screen-free bedtimes boost toddler sleep, new research shows
        A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.

      

      
        Sweetened beverage taxes decrease consumption in lower-income households by nearly 50%
        New research investigated responses to sweetened beverage taxes using the purchasing behavior of approximately 400 households in Seattle, San Francisco, Oakland and Philadelphia. Researchers found that after the tax was introduced, lower-income households decreased their purchases of sweetened beverages by nearly 50%, while higher-income households reduced purchases by 18%.

      

      
        The transformative power of movies
        Docudrama can lead people to be more empathetic toward people who are stigmatized in society, a new study finds.

      

      
        People hate stories they think were written by AI: Even if they were written by people
        AI-written stories are getting better, but people still distrust AI-generated art.

      

      
        A 37% drop in overdose deaths from drugs mixed with opioids -- fentanyl included
        Expanded treatment options, increased naloxone distribution and targeted education campaigns likely led to a 37% reduction in overdose deaths from opioids combined with stimulant drugs other than cocaine, according to the results of a large federally funded study.

      

      
        U.S. infant mortality increased 7 percent in months following Dobbs, researchers find
        U.S. babies died at a higher rate in the months following the Supreme Court's 2022 Dobbs v. Jackson Women's Health decision, and infant mortality was highest among those born with chromosomal or genetic abnormalities, new research has found. The findings mirror previous research analyzing the experience in Texas after a ban on abortions in early pregnancy and illuminate the consequences of restricting access to abortion care, said researchers who conducted the national analysis.

      

      
        New study urges enhanced recruitment strategies to help address US primary care physician shortages
        A new study evaluated the effects of citizenship status on physician specialty choice and practice location among U.S. citizen and non-citizen international medical graduates (IMGs), which account for a quarter of all active physicians in the U.S. Citizenship status has significant effects on IMGs' choices of specialties and practice locations. Though non-citizen IMGs were historically found to be more likely to specialize in primary care and work in rural areas and shortage areas, the proportion...

      

      
        Big data, real world, multi-state study finds RSV vaccine highly effective in protecting older adults against severe disease, hospitalization and death
        This multi-state study is a real world data analyses of the effectiveness of the RSV -- short for respiratory syncytial virus -- vaccine. VISION Network researchers report that across the board these vaccines were highly effective in older adults, even those with immunocompromising conditions, during the 2023-24 respiratory disease season, the first season after RSV vaccine approval in the U.S.

      

      
        Manliness concerns impede forgiveness of coworkers
        The more men are concerned about appearing masculine, the less likely they will forgive a co-worker for a transgression such as missing an important meeting, a study has found. What's more, such men are also more likely seek revenge or avoid the transgressor, which contributes to an unhealthy and less effective work environment.

      

      
        Smaller, more specific academic journals have more sway over policy
        Journals focused on ferns, clams, or coral reefs had proportionally more of their articles cited by the federal government when protecting species than more prominent, higher-impact journals. The naturalist stepping through old-growth forest collecting fern samples is the most likely to observe subtle species and habitat changes on the ground and find an outlet in a specialized journal willing to publish a species-specific article.

      

      
        Ultra-processed foods pose unique dangers for people with type 2 diabetes
        Researchers describe how -- even more than just the presence of sugar and salt in the diet -- having more ultra-processed foods laden with additives can lead to higher average blood glucose levels over a period of months, a measure called HbA1C.

      

      
        When hurricanes hit, online chatter drowns out safety messaging
        Research shows, during four recent major hurricanes, important public safety messaging was drowned out by more trivial social content--including people tweeting about pets, sharing human-interest stories, or bickering about politics. That's a big problem for officials working to understand where help is needed and to communicate effectively with people impacted by disasters.

      

      
        Raising happy eaters: Unlocking the secrets of childhood appetite
        The foundation for healthy eating behavior starts in infancy. Young children learn to regulate their appetite through a combination of biological, psychological, and sociological factors. Researchers propose a model that explores these factors and their interactions, providing guidelines for better understanding childhood appetite self-regulation.

      

      
        Tool helps analyze pilot performance and mental workload in augmented reality
        Researchers developed HuBar, a visual analytics tool that summarizes and compares task performance sessions in augmented reality (AR) by analyzing performer behavior and cognitive workload. Using aviation as a case study, the research team demonstrated that HuBar provides insights into pilot behavior and mental states, helping researchers and trainers identify patterns, pinpoint areas of difficulty, and optimize AR-assisted training programs to improve learning outcomes and real-world performance...

      

      
        Study highlights key challenges and opportunities in transitioning autistic individuals into adulthood
        The Autism Transitions Research Project has released new findings that underscore critical challenges and opportunities in transitioning autistic youth into adulthood.
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Dolphins sense military sonar at much lower levels than regulators predict | ScienceDaily
For the first time ever, a team including several UC Santa Cruz scientists have directly measured the behavioral responses of some of the most common marine mammals to military sonar. And the finding that surprised them most was that these animals were sensitive to the sounds at much lower levels than previously predicted.


						
In a new study published on October 23 in the journal Royal Society Open Science, the international team sampled 34 dolphin groups, amounting to thousands of individuals, in experiments where simulated as well as operational military sonars were activated in carefully controlled conditions -- or deliberately not played in experimental '"control'" conditions. The researchers then determined the types and likelihood of responses to known sonar exposures, which revealed unexpected behaviors.

"We see clear evidence of acoustic responses -- fine-scale changes in movement including directed, sustained, strong avoidance, and changes in group configurations," said lead author Brandon Southall, a UC Santa Cruz research associate and senior scientist at Southall Environmental Associates (SEA). "While these behavioral changes occur and persist on variable time scales, they are surprising in that they collectively demonstrate responses at sound levels that are orders of magnitude lower than predicted in current regulatory impact assessments. These animals are clearly much more sensitive to noise exposure than we thought."

For this study, the team used a novel integration of research methods combining aerial drone imagery, underwater listening recorders, and shore-based visual observers to monitor two social dolphin species. The merging of methodologies and tools presented a holistic view of how these social animals behave and respond to acoustic disturbances, according to co-author Ari Friedlaender, professor of ocean sciences at UC Santa Cruz.

The researchers employed several substantial technological advances to measure these fast and playful species, for which fine-scale aspects of behavior had often been deemed too difficult to study. This included "drone photogrammetry," the process of taking measurements from photographs collected non-invasively with drones. John Durban, another senior scientist at SEA, noted that the firm has pioneered this process over the last decade to study whale and dolphin health. "In this study, we have been able to further develop this technique to geolocate dolphins with centimeter-level precision, enabling changes in behavior to be quantified in an objective way," said Durban, also a co-author of the study.

Social dolphins, which can gather in groups of hundreds or even thousands, are common off the coast of California and many other regions, where they regularly encounter powerful military sonar systems known to disturb, harm, and even kill other species. Until now, there were no direct data on whether and how these sonars might affect these most abundant dolphins, despite regulatory assessments predicting that millions of animals might be impacted annually.

In recent years, mass strandings of cetaceans coinciding with the use of sonar systems by navies around the world have raised concern that such noise exposure posed a potential threat to whales, dolphins, and porpoises. These incidents occurred when tactical sonars operated at "mid-frequency," which typically ranges from 1 to 10 kHz. But in most cases, sonars operate in the 3-4 kHz band, the study states.

"Understanding how these animals respond to these types of acoustic signals is important for mitigating the impacts that this type of disturbance can have on social animals that rely on acoustics for communication, feeding, and other critical facets of their lives," said study co-author Caroline Casey, a researcher at UC Santa Cruz.
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Scanning, scrolling, and swiping: New research uncovers why our brains are effective at quickly processing short messages | ScienceDaily
Today's digital media deliver rapid messages -- such as phone notifications and text overlays on videos -- to our brains at an impressive speed, far faster than spoken words reach us. But can we process these texts as quickly as we can determine the makeup of the visuals that are also a part of our screen life?


						
The answer appears to be "yes," according to new studies by a team of New York University linguistics and psychology researchers. It has discovered that when a brief sentence is flashed, our brains detect its basic linguistic structure extremely quickly -- in roughly 150 milliseconds, or about the speed of a blink of an eye.

"Our experiments reveal that the brain's language comprehension system may be able to perceive language similarly to visual scenes, whose essence can be grasped quickly from a single glance," says Liina Pylkkanen, a professor in NYU's Department of Linguistics and Department of Psychology, who led the research, which is reported across papers appearing in Science Advances and the Journal of Neuroscience. "This means the human brain's processing capacity for language may be much faster than what we might think -- in the amount of time it takes to hear one syllable, the brain can actually detect the structure of a short sentence."

The rise of email, followed by social media and smartphones, has shifted our reading experience from a contemplative, leisurely activity to quick and fragmented consumption of digital content, with short messages constantly flashing at us through phone notifications, online platforms, and, perhaps soon, augmented realities.

"This shift has made it clear that our brains not only have the ability to instinctively process rapid messages, but can also make snap decisions based on them -- like whether to keep or delete an email or how to respond to a brief social media update," explains Pylkkanen. "But how well do we really understand these quick messages and how do our brains manage them? The fact that our brains can, at least in some way, grasp the meaning of these fast messages from just a single glance may reveal something fundamental about the processing potential of the language system."

The scientists began their research by considering current scientific explanations of how we understand language, which center on word-by-word sentence processing models. The researchers concluded these don't effectively account for how quickly our brains can process entire sentences seen at a glance, as opposed to word by word like in speech.

In seeking a better understanding, the authors conducted a series of experiments, measuring brain activity using magnetoencephalography while participants read word lists that were either grammatical sentences (e.g., nurses clean wounds) or just lists of nouns (e.g., hearts lungs livers). The results showed that the brain's left temporal cortex -- used for language comprehension -- starts distinguishing simple three-word sentences from unstructured word lists as quickly as 130 milliseconds after seeing them.




"This speed suggests that at-a-glance sentence comprehension may resemble the rapid perception of a visual scene rather than the slower, step-by-step process we associate with spoken language," explains Pylkkanen. "In the amount of time that it takes one to hear one syllable, the brain can actually detect the structure of a three-word sentence."

The scientists add that even when a sentence contains an agreement error, with the wrong number marking on the verb (nurses cleans wounds), or lacks a plausible meaning, this rapid structure detection occurs in the left temporal cortex.

"This suggests that the signals reflect the detection of basic phrase structure, but not necessarily other aspects of the grammar or meaning," explains Jacqueline Fallon, the Science Advances study's first author, who was an NYU researcher at the time of the work and is now a doctoral student at the University of Colorado.

Related research on these rapid signals in the Journal of Neuroscience, led by NYU graduate student Nigel Flower, further supported this idea. It showed that even small errors in phrase structure -- like swapping two adjacent words, "all are cats nice" -- cause a drop in the brain's rapid response. Such small mistakes can easily go unnoticed by readers. In fact, Flower observed that starting around 400 milliseconds, the brain appears to "correct" the mistake, processing the sentence as if it were fully grammatical.

"This suggests that the brain not only quickly recognizes phrase structure but also automatically corrects small mistakes," Flower explains. "This explains why readers often miss minor errors -- their brains have already corrected them internally."

By flashing the study's participants entire sentences all at once, as opposed to word by word, the researchers could uncover the brain's ability to quickly identify basic phrase structure, even if the meaning of the sentence was nonsensical or there was a grammatical mistake that still maintained the right phrase structure.

"These findings may provide valuable insights into the brain's intrinsic language processing abilities, independent of the usual sequential flow of spoken language," says Pylkkanen.

The studies were supported by grants from the National Science Foundation (BCS- 2335767) and the NYU Abu Dhabi Institute.
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Bystanders in a combat zone are treated as guilty until proven innocent | ScienceDaily
People's bias toward sacrificing unknown bystanders appears to stem from assuming the unidentified person is an enemy, according to a study published October 23, 2024, in the open-access journal PLOS ONE by Scott Danielson from the University of Canterbury, New Zealand, and colleagues.


						
About as many civilians as soldiers die in war each year, some during strikes targeted at enemy combatants. There have been many reported cases of mistaking innocent civilians for enemy combatants, with the possibility of many more being unreported.

Danielson and colleagues conducted five experiments to test when people assume unknown bystanders in a combat zone are enemies rather than civilians, reducing their concerns about collateral damage. A total of 2,204 participants were presented with a realistic moral dilemma: A military pilot must decide whether to bomb a dangerous enemy target, also killing a bystander.

The first two experiments used as the scenario a conflict between the U.S. and ISIS in Iraq. Here, few people endorsed bombing when the bystander was known to be an innocent civilian. However, when the bystander's identity was unknown, more than twice as many people endorsed the bombing. Crucially, approximately half of American participants endorsed sacrificing unidentified bystanders despite no evidence they were enemies -- a sacrificial rate higher than any identified target except a known enemy combatant. The subsequent three experiments used a fictional war setting and revealed a similar pattern of judgment was seen here too.

Bombing endorsement was predicted by attitudes toward total war: the theory that there should be no distinction between military and civilian targets in wartime conflict. The authors also noted key differences between the participant samples based on their country -- bombing endorsement was lower for participants in the U.K. compared to the U.S., which the researchers attribute to national and cultural differences in total war attitudes.

According to the authors, these findings have implications for military strategists who must decide whether to attack areas with enemy militants and unidentified bystanders. The results support a common tendency in people to assume the bystanders are enemies, with important consequences if they turn out to be innocent civilians. The real-world cases of civilians struck by bombs could result from the same error in judgment reported in this study. To minimize civilian deaths, future research should investigate how to reduce this bias and convince decision-makers to evaluate more carefully who their weapons are targeting.

The authors add: "Fewer than 1 in 4 Americans support a military strike that kills a civilian, but 53% endorse a strike if the bystander is "unidentified." Data from five studies show that people are more likely to assume unknown bystanders are enemy combatants than civilians, which might explain the high civilian death toll in modern warfare."
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Adapting GenAI for the next generation of learning | ScienceDaily

Key considerations included understanding how to use GenAI to enhance human learning while fostering skills for critical thinking and self-reflection in humans to effectively partner with GenAI.

The Centre for Learning Analytics (CoLAM) Director at Monash University's Faculty of Information Technology and the senior author of the paper, Professor Dragan Gasevic, said powerful AI tools are set to become integral to society, transforming how we learn, work and live and GenAI technologies could permeate every aspect of human learning.

"Imagine students engaging in debates with digital twins of Socrates to explore ancient Greek philosophy, learning impressionist painting techniques from a humanoid robotic mentor modelled after Claude Monet, or visualising Einstein's special theory of relativity in virtual realities," Professor Gasevic said.

"This kind of integration needs a dual approach to learning: educating ourselves both about and with GenAI. This can be achieved through careful development of education tools informed by rigorous research and supported by unified efforts from education institutions, technologists and government policies."

The study signalled that assessment processes should reward genuine knowledge and skill improvement over AI-generated illusions, that teachers needed support to adapt to the new GenAI landscape, and highlighted the need to promote human-AI interaction to maximise human learning while preventing over-reliance on GenAI.

The paper also emphasised that policymakers and tech companies must ensure accountability, develop appropriate ethical guidelines, and consider inclusivity when regulating and designing GenAI tools for education.




While AI tools can enhance learning processes and abilities they still present ethical dilemmas of transparency, privacy and equality, and have already caused disruptions in assessment processes.

The study's first author and CoLAM Research Fellow Dr Lixiang Yan said improving AI literacy for students and teachers alike is one of the crucial needs to be addressed to ensure the effective integration of AI into human learning.

"We anticipate a shift in educators' roles, with GenAI reducing the burden of knowledge dissemination, allowing teachers to focus on deeper connections with students as mentors and facilitators," Dr Yan said.

"Educational institutions must invest in ongoing professional development and support systems to help teachers manage techno-stress and workload burdens from adopting these new technologies."

This research paper was a collaboration between learning analytics experts at Monash University's CoLAM and researchers from the University of Luxembourg and Goethe-University Frankfurt.

The research was supported by the Australian Research Council, Australian Government through Digital Health CRC, Defense Advanced Research Project Agency, and Jacobs Foundation.

In addition to previous research on learning analytics, CoLAM experts are working on new projects to develop tools for assessing human-AI collaborative writing, improving knowledge sharing for educators, and enhancing workplace learning for healthcare professionals.

The researchers are also conducting a study with secondary students in 10 countries across four continents using pioneering GenAI tools to explain and enhance human skills in the age of AI.
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Ethical framework aims to counter risks of geoengineering research | ScienceDaily
As interest grows in geoengineering as a strategy for tackling global warming, the world's largest association of Earth and space scientists today launched an ethical framework as a guide to responsible decision-making and inclusive dialogue.


						
The report, facilitated by the American Geophysical Union (AGU) and advised by a global panel of experts, says any research into large-scale interventions in Earth's climate system must be grounded in sound ethical principles so society can make informed choices about whether to deploy them. It warns that the unintended consequences of large-scale deployment are largely unknown.

"Climate change requires immediate action, and our most urgent, non-negotiable priority must be to tackle the root cause, carbon emissions," said AGU President Lisa J. Graumlich. "But as pressure grows to supplement emissions reductions with active, large-scale intervention in Earth's climate system, we must ensure that research is done in ways that are inclusive, representative and just, carefully considering risks and benefits."

"We all live on this one planet, but solutions cannot be one size fits all," said Carlos Nobre, a senior researcher at the Institute for Advanced Studies in Sao Paulo, Brazil, and member of the Ethical Framework Advisory Board. "Global communities have unique challenges and vulnerabilities. When we contemplate how to address the existential threat of climate change, it is imperative that we do so by centering ethics. This framework helps lay the foundation for effective collaboration and partnership."

The report, Ethical Framework Principles for Climate Intervention Research,seeks to establish a set of globally recognized ethical principles to guide research, funding and policy proposals, drawing on precedents developed to guide research around other emerging fields with unknown consequences, including ethical practices for biomedical research and genetic engineering.

In the 2015 UN Paris Agreement, the world's nations pledged to pursue efforts to limit global temperature rise to 1.5 degrees Celsius. However, global emissions are still increasing, and every additional fraction of a degree will see more severe storms, floods, heatwaves and other climate impacts and increase the risk of triggering catastrophic tipping points such as the Amazon rainforest transforming into dry savannah or the collapse of the Greenland Ice Sheet.

Climate interventions, also known as geo-engineering or climate engineering, are deliberate, large-scale attempts to alter the climate system in a way that halts, slows down or reverses global warming. Climate intervention technologies and methods include:
"Climate intervention must not replace greenhouse gas emissions reduction," said AGU Interim Executive Director and CEO Janice R. Lachance. "Yet there is robust discussion and debate on whether it should become part of a comprehensive strategy to slow warming, address legacy carbon emitted over the last century and get us back on track with global temperature targets. It is AGU's privilege and responsibility as a leader in climate science to advocate for responsible pursuit of knowledge."

The framework has been developed over a two-year period, under the guidance of an advisory board of more than 40 international experts from a wide range of disciplines, with extensive public consultation worldwide. It reflects contributions from hundreds of scientists, policymakers, ethicists, government agencies, non-governmental organizations, the private sector and communities that could be disproportionately affected by climate change interventions. It proposes that all new research plans, funding decisions and policy proposals should meet five key principles:
    	    Responsible Research. Climate intervention research should not be presented as an alternative to emissions reductions. Researchers should provide a clear, public justification of their activity. They should not only assess its direct risks but also the physical, environmental and social consequences if it were scaled.
    
    	    Holistic Climate Justice. Before starting an activity, researchers should consider whether it would shift climate impacts from one group to another, as well as consider its impact on groups experiencing social, economic, climate and environmental injustices, on future generations, and on nature and biodiversity.
    
    	    


Inclusive Public Participation. Researchers should have fair and inclusive processes to identify groups that may be impacted by the activity and include them in discussion of the purposes and design of the research. They should secure the free, prior and informed consent of any Indigenous Peoples likely to be affected.
    
    	    Transparency. Public and private funding of climate intervention research and experimentation should be completely transparent. Researchers should handle data responsibly, report on the nature of the science involved and document the decision-making process from start to finish. They should clearly report any negative results.
    
    	    Informed Governance. Where technologies have significant risks, funders should require research proposals to be reviewed and approved by an independent body. Activities with higher risks or at larger scales should have greater scrutiny. Researchers should be accountable to a representative set of public institutions and stakeholders at scales relevant to the impact of the research.
    

"Communities need to be heard on decisions that affect them," saidproject lead Billy Williams, AGU's Executive Vice President, Diversity, Equity and Inclusion."Though climate change is a risk shared by all Earth's people, the weight of climate consequences is not carried equally. As we consider technology to counteract warming, it is essential that we do not add to that unequal burden."

The framework applies to all types of climate intervention and covers lab research and computer modeling as well as activities undertaken in the field. It is designed to be flexible enough to be adapted to the needs of diverse contexts and actors and capable of evolving as society's understanding of climate risks and climate intervention technologies develops.

AGU intends for the framework to drive discussion within the broader community involved in and affected by climate intervention research, policy and investment and prompt the development of norms for ethical and responsible research practices.

"AGU and the contributors of this work strongly encourage all relevant actors, including researchers, funders and policymakers, to embrace these ethical principles when considering or undertaking activities relating to climate intervention research," says the report.

Further information on the report: https://www.agu.org/ethicalframeworkprinciples
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Safety and security: Study shines light on factors behind refugees' resilience | ScienceDaily
A systematic review led by UNSW Professor Angela Nickerson has identified several strong protective and promotive factors that are associated with better mental health outcomes among refugee adults.


						
"While exposure to persecution, war and displacement is associated with high rates of psychological disorders, such as PTSD and depression, remarkably the majority of refugees, despite having gone through very difficult experiences, don't go on to develop a psychological disorder," says Prof. Nickerson, Director of the Refugee Trauma and Recovery Program at UNSW's School of Psychology.

Despite this, previous research has focused on trying to understand factors that predict psychopathology or psychological distress, rather than factors that predict wellbeing or resilience.

"More recently, however, there has been a movement towards a strengths-based approach in mental health, particularly in the refugee space, and we wanted to look at what research was out there," says Prof. Nickerson.

The paper, out this week in Nature Mental Health, is the first to focus on factors contributing to better mental health in refugees.

To conduct the review, researchers searched four databases for relevant studies. They screened thousands of studies, 174 of which met the study criteria. 81% of the included papers were undertaken in refugees living in high-income countries (HICs) and 19% in lower-and-middle income countries (LMICs).

"The lack of research looking at predictors of good mental health highlighted the deficit focus of so much research into refugee mental health," says Prof. Nickerson. She also noted that though 75% of the world's refugees live in LMICs, most of the research took place in HICs.




"It underscores a real gap in refugee research," says Prof. Nickerson.

What were the researchers looking for?

"Our systematic review covered studies investigating the mental health of refugees or asylum seekers, and we looked at factors that we called either protective or promotive of mental health. Protective factors are associated with reduced poor mental health outcomes, and promotive factors are associated with increased good mental health outcomes," says Prof. Nickerson.

The researchers wanted to understand how to enhance the strengths of an individual or community to alleviate or even prevent distress.

"We were interested in everything from demographic and social factors to environmental and psychological factors," Prof. Nickerson says.

"We wanted to be able to speak to a range of different implications and recommendations in the field of refugee mental health -- from what psychologists or social workers might do with a client in a room, and also more broadly what kinds of conditions policy-makers should be creating in countries that host refuges to help people thrive and move forward after traumatic experiences."

Study findings




The refugee experience is characterised by protracted exposure to danger and uncertainty. The review highlighted factors related to stability and predictability as having some of the strongest associations with good mental health in refugees.

"It makes a lot of sense that, if people who've been through very difficult experiences are going to overcome those and thrive, we need to create conditions where their basic needs for safety are met," says Prof. Nickerson.

The study found a secure visa status, employment, income, good housing conditions and control over environmental circumstances were associated with good mental health outcomes in both HICs and/or LMICs.

Individuals vary in their capacity to cope with difficult circumstances, with resilience reflecting the extent to which an individual can recover or maintain good mental health in the context of adversity.

The review found that psychological factors such as cognitive strategies, self-efficacy and a sense of control were protective and promotive of wellbeing.

Building individual skills and capabilities to cope and thrive represents an important goal to promote good mental health in refugees.

"When we're trying to understand how best to support people, we often look at the things that are going wrong, and that means our interventions are focused on those things. This study speaks to the importance of harnessing interventions that are associated with resilience, self-efficacy and psychological flexibility," says Prof. Nickerson.

But experiences such as war, persecution and displacement occur at a societal level, and so approaches to promoting good mental health in their aftermath must extend beyond the individual.

"There is a consistent link between social engagement and support and good mental health outcomes among refugees, particularly for those in high-income countries," Prof. Nickerson says.

"The ability to communicate in the host language, social support, and social engagement with both the refugees' own community and the host community, along with religious coping strategies, were all linked with increased wellbeing."

The way ahead

This review puts forward a clear research agenda, with at least three important pathways to progressing our understanding of refugee mental-health wellbeing, Prof. Nickerson says.

"One is to purposefully study factors associated with wellbeing and positive mental health outcomes, rather than just looking at factors that contribute to psychological distress. Refugee communities are remarkably resilient, and we have a lot to learn from people who have overcome adversity to thrive in their new country.

"Two is to fill the research gap in low-and-middle-income countries. The majority of refugees live in transit settings outside high-income countries. If we are going to provide effective supports, we need to understand factors that promote wellbeing in these contexts

"And finally it's important to take a cross-disciplinary research approach. By bringing together researchers, psychologists, social workers and policy-makers, we can gain a more nuanced understanding of protective and promotive factors. Having refugee voices at the centre of this process is critical to help us understand priority areas for research and using these findings effectively. This will pave the way for developing policies and interventions that support refugee communities to thrive."

This research was supported by funding from the Social Policy Group.
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Data security: Breakthrough in research with personalized health data | ScienceDaily
The research project Federated Secure Computing, funded by the Stifterverband, handles cancer patient data analysis in the European health data space across national borders without sharing any actual data, utilizing the modern cryptographic method -- secure multiparty computation. The European research team includes scientists from LMU Munich, Germany, Fondazione Policlinico Universitario Agostino Gemelli IRCCS, Italy, and cryptography experts from Cybernetica, Estonia.


						
In a new pilot study, the researchers have now presented and tested an approach that overcomes the technical and legal challenges in the demanding context of clinical research on cancer patients while complying with strict European regulations on the protection of patient privacy and data protection. The results of the study have recently been published in the journal npj Digital Medicine.

Hendrik Ballhausen, the initiator of Federated Secure Computing at LMU explains how several partner institutions form a secure computer network: "Neither party has access to the others' data. End-to-end encrypted calculations take place on secret shares across the network. The protocol is mathematically proven to ever only reveal the result of the joint calculation, but never the data of the individual patients."

Health data from patients at LMU University Hospital and the Policlinico Universitario Fondazione Agostino Gemelli in Rome served as the data set. Specifically, the procedure benefits patients with adrenal gland tumours undergoing radiotherapy. Professor Stefanie Corradini, Deputy Clinic Director of Radiotherapy at LMU University Hospital, summarises the motivation: "Through this research, we understand risk factors more precisely and may develop targeted therapies with fewer side effects. This increases the survival rate and quality of life of patients."

"Our institutions provide cutting edge radiotherapy guided by magnetic resonance imaging," adds Luca Boldrini, physician at the Advanced Radiation Therapy Centre "Gemelli ART." "We are just beginning to see data from this modality. By joining forces, our two institutions contribute data on this innovative, and still uncommon, radiotherapy technology twice as fast as it would be possible without the cooperation agreement."

The team built an architecture around Sharemind MPC, the industry-grade platform for secure computing by Estonian company Cybernetica. "Secure Multiparty Computing can vastly enhance privacy and interoperability in the healthcare sector," says Dr. Dan Bogdanov, Chief Scientific Officer at Cybernetica. "If you need strong end-to-end security and proven policy enforcement and compliance, cryptography can provide the tools," Dr. Bogdanov continues.

Close cooperation with data use and access committees, as well as data protection officers was an important part of the effort. The project was supported by a specialist law firm and governed by a cooperation agreement between the three partner institutions, ethics votes and written consent from the patients. "In the future, we need to make better research use of health data, and faster. This is precisely the aim of the Bavarian Cloud for Health Research as part of the Bavarian Highmed agenda," emphasizes Professor Markus Lerch, CEO and Medical Director of LMU University Hospital, supporting the project.

The team is already working on further use cases. Hendrik Ballhausen encourages interested parties from industries, science, and the public sector: "We would like to provide advisory to apply our approach to other areas. Federated Secure Computing stands for modern European data protection that renders data more valuable. This new approach to data protection does not slow down cooperation, instead it facilitates and accelerates further activities."
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Geography: Improving our understanding of complex crises | ScienceDaily
LMU researcher presents a new model for risk research which takes interactions into account and brings together various disciplines.


						
Climate disaster, pandemics, species extinction, violent conflict -- we live in a time of multiple crises. Researchers and policymakers throughout the world are looking for ways to respond adequately to this many-headed monster -- something easier said than done. "Systemic risks increasingly converge in the Anthropocene, the age of human impacts," says Dr. Alexandre Pereira Santos from the Human-Environment Relations research and teaching unit at LMU's Department of Geography. "We know that these risks cause damages and losses, which may become even greater when hazards interact and multiply their impacts." This was the case, for example, when the Covid-19 crisis not only impacted people's health, but also drove many into poverty. Yet for many crises, the complexity of the interactions is only partially understood. Science has trouble integrating the various scales of analysis, disciplinary perspectives, and sectors of society.

In a paper published recently in the journal One Earth, Pereira Santos and his colleagues from Universitat Hamburg and the Norwegian University of Science and Technology present a novel approach for dealing with this complexity. Their goal was to take the various aspects into account and bring them together. "Our novel concept uses well-known analytical methods from climate and social sciences and connects them by means of a translator," says Pereira Santos. This translator brings together the different perspectives, spatial and temporal scales, and social sectors and allows for a more nuanced description of health and climate crises. Moreover, it does so in a way that preserves the complexity and diversity of evidence to support more inclusive and context-aware adaptation policies.

"Before our approach, researchers often had to choose which aspects to consider in order to avoid information overload. Or they had to perform general analyses of multiple risks, regions, or social sectors, resulting in the loss of information," explains the geographer. These losses include things like interactions between risks, individual social circumstances, the effects on the economy, or the risk exposure of various groups of people.

The authors point out that risk research is often limited by disciplinary approaches and single-sector or scale analyses, skewing policy advice towards biased, misguided, and unfair outcomes. They propose going beyond such trade-offs in favor of addressing the complexity of the various risks in an organized manner without losing breadth and depth of analysis. "Our translator model brings together various sources of evidence and joins them into a meaningful whole," summarizes Pereira Santos. "The framework we propose provides a deep and broad (that is to say, integrated and diverse) description of risk factors, to support research and policymaking with systematic and context-sensitive evidence."
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Bilingualism may maintain protection against Alzheimer's | ScienceDaily
Bilingualism has long been known to have cognitive benefits for older adults. Research shows it helping delay the onset of Alzheimer's disease by up to five years compared to monolingual adults. This is one of several lifestyle factors that may contribute to brain resilience as we age.


						
In a new study published in the journal Bilingualism: Language and Cognition, Concordia researchers use neuroimaging methods to examine brain resilience in regions of the brain linked to language and aging.

They found that the hippocampus in bilinguals with Alzheimer's disease was noticeably larger than those who were monolingual when matched for age, education, cognitive function and memory.

"There was greater brain matter in the hippocampus, which is the main region in the brain for learning and memory and is highly affected by Alzheimer's," says the study's lead author, PhD candidate Kristina Coulter. She co-wrote the study with Natalie Phillips, a professor in the Department of Psychology and the Concordia University Research Chair (Tier 1) in Sensory-Cognitive Health in Aging and Dementia.

The researchers compared brain characteristics of monolingual and bilingual older adults who were either cognitively normal, who were in the risk states of subjective cognitive decline or mild cognitive impairment, or who were diagnosed with Alzheimer's.

They found that while there was evidence of hippocampal atrophy between individuals with mild cognitive impairment and Alzheimer's who were monolingual, there was no change in hippocampal volume in bilinguals across the continuum of Alzheimer's development.

"The brain volume in the Alzheimer's-related area was the same across the healthy older adults, the two risk states and the Alzheimer's disease group in the bilingual participants," says Coulter. "This suggests that there may be some form of brain maintenance related to bilingualism."

Localized resilience




Brain maintenance, brain reserve and cognitive reserve are the three components of brain resilience, a concept that refers to the brain's ability to cope with changes associated with aging.

Brain maintenance is the continued ability to maintain its form and function as it ages. Mental stimulation, such as bilingualism, along with a healthy diet, regular exercise, good sleep and good sensory health are believed to help protect the brain from deteriorating.

Brain reserve applies to the size and structure of the brain. Brains with greater reserve can maintain normal functions because of the extra volume or capacity of brain matter even when experiencing damage or atrophy because of aging, including by pathological diseases like Alzheimer's disease.

Cognitive reserve refers to the way a brain can use alternative pathways to maintain functionality even when it has been damaged or experienced shrinkage linked to aging. Brains with greater cognitive reserve can use other parts of the brain than those usually associated with a particular function, such as language or memory, thanks to a lifetime accruing cognitive flexibility.

Coulter notes that they did not find any bilingualism-associated brain reserve in the language-related areas of the brain or cognitive reserve in the Alzheimer's-related areas of the brain.

"Speaking more than one language is one of several ways to be cognitively and socially engaged, which promotes brain health," Phillips says. "This research study was unique in that it was able to look at the potential influence of being bilingual on brain structure across the continuum of dementia risk, ranging from individuals who were cognitively normal, to those who are at higher risk of developing Alzheimer's, to those who actually have the disease."

Future work from these Concordia researchers will delve into whether being multilingual has a similar positive influence on brain networks.
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Expanding access to weight-loss drugs could save thousands of lives a year | ScienceDaily
Expanding access to new, highly effective weight-loss medications could prevent more than 40,000 deaths a year in the United States, according to a new study led by researchers at Yale School of Public Health and the University of Florida.


						
The findings highlight the critical need to remove existing barriers that are hindering people's access to effective weight loss treatments and impeding public health efforts to address the national obesity crisis, the researchers said. According to the U.S. Centers for Disease Control and Prevention, about 74% of Americans are considered overweight, with about 43% of those individuals considered obese.

Obesity's widespread impact on health is well-documented. It exacerbates conditions such as type 2 diabetes, cardiovascular disease, and certain cancers. Yet, despite its severe consequences, the development and deployment of highly effective treatments for obesity have been lacking. Recent advancements in pharmaceutical interventions however, particularly the introduction of glucagon-like peptide-1 (GLP-1) receptor agonists, such as Ozempic and Wegovy, and dual gastric inhibitory polypeptide and GLP-1 (GIP/GLP-1) receptor agonists, such as tirzepatide, have demonstrated substantial efficacy in weight loss. These medications have shown promise in clinical trials and are increasingly being used for weight management.

In conducting their study, the researchers aimed to quantify the potential mortality impact of increased access to these weight-loss drugs. They integrated data on mortality risk associated with different body mass index (BMI) categories, obesity prevalence, and the current limitations on drug access due to high costs and insurance restrictions.

According to the findings, if access to these new medications were expanded to include all eligible individuals, the U.S. could see up to 42,027 fewer deaths annually. This estimate includes approximately 11,769 deaths among individuals with type 2 diabetes -- a group particularly vulnerable to the complications of obesity. Even under current conditions of limited access, the researchers project that around 8,592 lives are saved each year, primarily among those with private insurance.

The study highlights a critical disparity in drug access. Currently, the high cost of these medications, which can exceed $1,000 per month without insurance, limits their availability. For example, Medicare -- one of the largest insurance programs for older adults -- does not cover these drugs for weight loss, impacting many who could benefit from them. Medicaid coverage varies widely by state, and private insurance often imposes high deductibles and copays, further restricting access, the researchers said.

"Expanding access to these medications is not just a matter of improving treatment options but also a crucial public health intervention," said Alison P. Galvani, one of the study's corresponding authors and the Burnett and Stender Families Professor of Epidemiology (Microbial Diseases) at the Yale School of Public Health. "Our findings underscore the potential to reduce mortality significantly by addressing financial and coverage barriers."

The study also explored how expanded access could affect different regions and socioeconomic groups. States with high obesity and diabetes rates, such as West Virginia, Mississippi, and Oklahoma, stand to benefit the most from increased medication availability. In these areas, expanding access could lead to the largest per capita reductions in mortality.




However, the study's authors caution that while the potential benefits are substantial, several challenges remain. The high price of these medications is a significant barrier, and there are concerns about the pharmaceutical industry's profit margins. Furthermore, supply constraints and production limitations continue to hamper widespread availability.

"Addressing these challenges requires a multifaceted approach," said Dr. Burton H. Singer, PhD, another corresponding author of the study and adjunct professor of mathematics at the Emerging Pathogens Institute at the University of Florida. "We need to ensure that drug prices are more aligned with manufacturing costs and increase production capacity to meet demand. At the same time, we must tackle the insurance and accessibility issues that prevent many people from getting the treatment they need."

The researchers also considered the impact of socioeconomic factors on the effectiveness of expanded drug access. They adjusted their estimates to account for income disparities, finding that even with these adjustments, the potential for lives saved remains significant. The results suggest that improving access to these medications could reduce health care costs associated with obesity-related conditions and improve overall quality of life for many Americans.
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Workplace culture and social relationships are associated with workplace bullying | ScienceDaily
Workplace bullying poses a serious threat to employees' health and well-being. Conducted at the University of Eastern Finland, a recent study sheds new light on the impact of social relationships on workplace bullying. Focusing on the dynamics of social relationships, the study shows how workplace culture, interaction and social relationships play a role in bullying. Workplace bullying is a complex phenomenon where the bully can be a colleague, a supervisor, a workplace clique or even the entire work community.


						
"Our research draws attention to the fact that workplace bullying is not solely caused by individual characteristics but is also significantly associated with power dynamics at the workplace, as well as with individuals' opportunities to receive support in situations of bullying," notes Pasi Hirvonen, a University Lecturer in Social Psychology at the University of Eastern Finland.

The study is based on personal accounts of workplace bullying published on online discussion forums dedicated to sharing experiences of workplace bullying. In total, 136 accounts of workplace bullying were analysed, detailing how the bullying started, how it was handled within the work community and how the situation ended.

The results reinforce previous findings about the long-term effects of workplace bullying on individual well-being and organisational functioning.

Work community is a key player in workplace bullying

The study employed the so-called positioning theory, which focuses on how rights, duties and responsibilities related to workplace bullying are constructed and how they are discussed and negotiated in everyday interactions. A similar perspective has been rarely used in previous research.

In the accounts of workplace bullying, individuals who had experienced bullying described how they were positioned differently in relation to their work community. A significant role in workplace bullying was played not only by the bullied and the bullies, but also by the entire work community and external parties, such as occupational health care providers and occupational safety and health authorities.




"Individuals who had experienced workplace bullying described it as a situation where they either lost their health and ability to work, or they perceived bullying to be passively accepted by the work community. Bullying was also described as an unresolved conflict, or as a situation employees had managed to survive it thanks to their own, active opposition. However, such accounts of survival were extremely rare."

Supervisors play a crucial role in addressing bullying 

According to the study, supervisors play a crucial role in addressing bullying. Supervisors who handle bullying situations openly and fairly can prevent them from escalating further. In contrast, ignoring bullying, remaining silent about it and passively accepting it often jeopardises the bullied individual's possibilities to remain in the workplace.

"The accounts of bullying we have analysed often describe how isolated and powerless the bullied individual feels in the situation, with hardly any opportunities for fair handling of the matter in their work community, or even knowledge of what to do in the situation," says Pekka Kuusela, a University Lecturer in Social Psychology at the University of Eastern Finland.

Storyline-based examination of positioning, i.e., how individuals are positioned in relation to each other, shifts the focus from individual characteristics to power dynamics and interactions between employees, offering a different perspective on workplace bullying.

"To understand how to best handle situations of bullying, future research should also examine narratives from work communities where workplace bullying has been addressed successfully," the researchers say.
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Screen-free bedtimes boost toddler sleep, new research shows | ScienceDaily
A world-first randomised controlled trial (RCT) of toddler screen time shows that removing screen time in the hour before bed improves the quality of toddler sleep.


						
It is widely recognised that poor sleep in early childhood is linked to negative outcomes such as health problems, developmental difficulties, and behavioural issues.

The Bedtime Boost study, funded by the Nuffield Foundation is the first RCT supporting paediatric guidance to limit toddler screen time before bed.

Researchers from University of Bath, University of the Arts London (UAL), Birkbeck, Queen Mary University of London, and King's College London recruited families with 16- to 30-month-old toddlers from across London.

One hundred and five families who already used screens with their child before bed were randomly allocated to either the intervention -- parents were asked to remove all screen time in the hour before bed and use a Bedtime Box containing non-screen-based activities instead (e.g. calming play, reading or puzzles) over a 7-week period; or to control conditions, with matched activities but no mention of screen time. Toddler sleep was recorded before and after the intervention using a wearable motion tracker.

Parents in the intervention group were able to successfully remove toddlers' screen time before bed, and toddlers' sleep quality improved, with more efficient nighttime sleep and fewer night awakenings.

Professor Rachael Bedford, who oversaw the research at the University of Bath and is now Head of the Queen Mary Child Development Lab and co-lead on the project said:

"We worked closely with parents and early years practitioners to ensure the Bedtime Boost intervention was low-cost and easy to implement. Results suggest the trial was highly feasible for parents, with all of the intervention families completing the trial. However, further work is needed to understand how the varied ways in which families use screen media may influence these effects."




Study lead Professor Tim Smith, UAL Creative Computing Institute, said:

"Previous correlational studies have shown that the more screen time toddlers have, the worse they sleep. But it was not possible to know if the screen use was causing sleep problems or vice versa. The Bedtime Boost study provides the first preliminary evidence that removing toddler screen use before bed may lead to better sleep. Further work is required to replicate these effects in a larger number of families."

The intervention was co-created with families and early-years experts, including representatives from the Early Years Alliance, National Childbirth Trust, The Sleep Charity, and children's centre staff, to ensure the intervention was as inclusive as possible.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241022104659.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Sweetened beverage taxes decrease consumption in lower-income households by nearly 50% | ScienceDaily
Eight cities in the United States have implemented taxes on sugar-sweetened beverages, which contribute to health issues including obesity and Type 2 diabetes.


						
New research from the University of Washington investigated responses to sweetened beverage taxes using the purchasing behavior of approximately 400 households in Seattle, San Francisco, Oakland and Philadelphia -- all of which recently introduced beverage taxes. The study was published online Sept. 30 in Health Economics.

Researchers found that after the tax was introduced, lower-income households decreased their purchases of sweetened beverages by nearly 50%, while higher-income households reduced purchases by 18%. Since previous studies have shown that lower-income individuals consume sweetened beverages at a higher-than-average rate, these results suggest the taxes could help reduce health disparities and promote population health.

"If households reduce their sugar intake, they will experience health benefits," said Melissa Knox, co-author and UW associate teaching professor of economics. "Sweetened beverages are one of the largest sources of sugar in the American diet. They have all kinds of health consequences and don't really provide any nutrition. The idea with the tax is that lower-income people, because they reduce their intake more, receive greater health benefits than the higher-income households."

Using Nielsen Consumer Panel, researchers followed the households for a year before and after the tax was implemented in their city. Consumers were given a handheld scanner to report their purchases.

The results showed that households experienced price increases for taxed beverages, with the difference persisting for at least one year post-tax. Price increases were largest for lower-income households -- a 22% increase in sweetened beverage prices versus 11% for higher-income households. After the tax was implemented, lower-income households saw a 47% decline in purchases of sweetened beverages. Researchers didn't observe a post-tax increase in cross-border shopping.

"We also looked at untaxed beverages and found that lower-income households are substituting with untaxed beverages," Knox said. "They're using some of their money to go buy a different beverage, rather than buying a candy bar instead of buying a Coke."

Policy makers are particularly interested in the response of lower-income consumers due to their higher consumption on average of sweetened beverages and concerns that the taxes are regressive.




Previous research from the UW found that lower-income and higher-income households paid about the same amount toward the tax, which means lower-income households spent a higher proportion of their income. But the study also showed more dollars went toward funding programs that benefit lower-income communities than those households paid in taxes. The annual net benefit to lower-income communities ranged from $5.3 million to $16.4 million per year across three U.S. cities.

More past research from the UW found the tax was also associated with declines in childhood body mass index among children in Seattle compared to a well-matched comparison group.

"Together, this body of work suggests the tax is having the intended health benefits and this new evidence gives reason to believe health benefits could be larger for households with lower incomes," said Jessica Jones-Smith, co-author and UW professor of health systems and population health.

The research was funded by the UW's Royalty Research Fund and the Robert Wood Johnson Foundation. Partial support was provided by a Eunice Kennedy Shriver National Institute of Child Health and Human Development research infrastructure grant.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241021170524.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The transformative power of movies | ScienceDaily
A new study has found that after watching a docudrama about the efforts to free a wrongly convicted prisoner on death row, people were more empathetic toward formerly incarcerated people and supportive of criminal justice reform.


						
The research, led by a team of Stanford psychologists, published Oct. 21 in Proceedings of the National Academy of Sciences (PNAS).

"One of the hardest things for groups of people who face stigma, including previously incarcerated people, is that other Americans don't perceive their experiences very accurately," said Jamil Zaki, the paper's senior author and a professor of psychology in the School of Humanities and Sciences (H&S). "One way to combat that lack of empathy for stigmatized groups of people is to get to know them. This is where media comes in, which has been used by psychologists for a long time as an intervention."

Studying how narrative persuades 

The paper incorporates Zaki's earlier research on empathy with the scholarship of his co-author, Stanford psychologist Jennifer Eberhardt, who has studied the pernicious role of racial bias and prejudice in society for over three decades.

The idea for the study emerged from a conversation Eberhardt had with one of the executive producers of the film Just Mercy, which is based on the book by the lawyer and social justice activist Bryan Stevenson. Stevenson's book focuses on his efforts at the Equal Justice Initiative to overturn the sentence of Walter McMillian, a Black man from Alabama who in 1987 was sentenced to death for the murder of an 18-year-old white girl, despite overwhelming evidence showing his innocence. The film vividly portrays the systemic racism within the criminal justice system and illustrates how racial bias tragically impacts the lives of marginalized individuals and their families, particularly Black Americans, as they navigate a flawed legal system.

It was around the time of the movie's release that Eberhardt, who is a professor of psychology in H&S, the William R. Kimball Professor of Organizational Behavior in the Graduate School of Business, and a faculty director of Stanford SPARQ, published her book, Biased: Uncovering the Hidden Prejudice That Shapes What We See, Think, and Do (Viking, 2019), which grapples with many of the same issues as Just Mercy.




On her book tour, she met with many different people, including one of Just Mercy's executive producers. He approached her with a question originally posed to him by former U.S. President Barack Obama, who had recently watched the film at a private screening. Obama wondered whether watching it could change the way neurons fired in people's brains.

"I told this producer we don't have to sit and wonder -- this is a question that we can answer through rigorous research," said Eberhardt. "This paper is a first step in that direction."

Eberhardt connected with Zaki, and together they designed a study to examine how Just Mercy might change how people think about people who have been pushed to the margins of society.

To measure how watching the film might shape a person's empathy toward formerly incarcerated people, the researchers asked participants before and after they watched the movie to also watch a set of one- to three-minute-long videos that featured men who had been incarcerated in real life. Participants were asked to rate what they thought these men were feeling as they shared their life stories. These ratings were then measured against what the men actually told the researchers they felt when recounting their experiences.

Opening minds and hearts 

The study found that after watching Just Mercy, participants were more empathetic toward those who were formerly incarcerated than those in the control condition.




Their attitudes toward criminal justice reform were also swayed.

The researchers asked participants whether they would sign and share a petition that supported a federal law to restore voting rights to people with a criminal record. They found that people who watched Just Mercy were 7.66% more likely than participants in the control condition to sign a petition.

The study underscores the power of storytelling, Eberhardt said. "Narratives move people in ways that numbers don't."

In an early study Eberhardt co-authored, she found that citing statistics on racial disparities is not enough to lead people to take a closer look at systems -- in fact, she found that presenting numbers alone can possibly backfire. For example, highlighting racial disparities in the criminal justice system can lead people to be more punitive, not less, and to be more likely to support the punitive policies that help to create those disparities in the first place.

As Eberhardt and Zaki's study has shown, what does change people's minds are stories -- a finding consistent with a previous study Zaki conducted that found how watching a live theater performance can impact how people perceive social and cultural issues in the U.S.

The psychologists also found that their intervention works regardless of the storyteller's race, and it had the same effect regardless of people's political orientation.

"When people experience detailed personal narratives it opens their mind and heart to the people telling those narratives and to the groups from which those people come from," Zaki said.
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People hate stories they think were written by AI: Even if they were written by people | ScienceDaily
Stories written by the latest version of ChatGPT were nearly as good as those written by human authors, according to new research on the narrative skills of artificial intelligence.


						
But when people were told a story was written by AI -- whether the true author was an algorithm or a person -- they rated the story poorly, a sign that people distrust and dislike AI-generated art.

"People don't like when they think a story is written by AI, whether it was or not," said Haoran "Chris" Chu, Ph.D., a professor of public relations at the University of Florida and co-author of the new study. "AI is good at writing something that is consistent, logical and coherent. But it is still weaker at writing engaging stories than people are."

The quality of AI stories could help people like public health workers create compelling narratives to reach people and encourage healthy behaviors, such as vaccination, said Chu, an expert in public health and science communication. Chu and his co-author, Sixiao Liu, Ph.D., of the University of Central Florida, published their findings Sept. 13 in the Journal of Communication.

The researchers exposed people to two different versions of the same stories. One was written by a person and the other by ChatGPT. Survey participants then rated how engaged they were with the stories.

To test how people's beliefs about AI influenced their ratings, Chu and Liu changed how the stories were labeled. Sometimes the AI story was correctly labeled as written by a computer. Other times people were told it was written by a human. The human-authored stories also had their labels swapped.

The surveys focused on two key elements of narratives: counterarguing -- the experience of picking a story apart -- and transportation. These two story components work at odds with one another.

"Transportation is a very familiar experience," Chu said. "It's the feeling of being so engrossed in the narrative you don't feel the sticky seats in the movie theater anymore. Because people are so engaged, they often lower their defenses to the persuasive content in the narrative and reduce their counterarguing."

While people generally rated AI stories as just as persuasive as their human-authored counterparts, the computer-written stories were not as good as transporting people into the world of the narrative.

"AI does not write like a master writer. That's probably good news for people like Hollywood screenwriters -- for now," Chu said.
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A 37% drop in overdose deaths from drugs mixed with opioids -- fentanyl included | ScienceDaily
Expanded treatment options, increased naloxone distribution and targeted education campaigns likely led to a 37% reduction in overdose deaths from opioids combined with stimulant drugs other than cocaine, according to the results of a large federally funded study.


						
The finding came from a planned study of secondary outcomes of the HEALing (Helping to End Addiction Long-Term) Communities Study (HCS), which tested an intervention encompassing data-driven adoption of evidence-based practices for reducing overdose deaths in Kentucky, Massachusetts, New York and Ohio.

Death rates from specific combinations of opioids with stimulants other than cocaine, most commonly fentanyl mixed with methamphetamine, were 8.9 per 100,000 adults in intervention communities compared to 14.1 per 100,000 adults in comparison communities that did not receive the intervention -- a statistically significant difference.

The findings were published today (Oct. 21, 2024) in JAMA Network Open.

With the prescription medications that started the opioid crisis harder to obtain by the time the trial began, fentanyl was rapidly entering the illicit drug market in combination with methamphetamine, cocaine, counterfeit pills and other stimulants, said Bridget Freisthler, lead author of the new study and a professor at The Ohio State University.

"Now we have a whole new group of people developing addiction to opioids," said Freisthler, Ohio's principal investigator for the HEALing Communities Study. "It was nice to see that we were able to achieve reductions in overdose deaths involving this combination of opioids, primarily fentanyl and psychostimulants, not including cocaine, because that's the most recent wave in the epidemic that we're seeing."

Analysis of other drug combinations showed that intervention communities had lower rates of overdose deaths from an opioid mixed with cocaine (6%) and an opioid mixed with benzodiazepine (1%), but that these differences did not reach statistical significance.




The National Institutes of Health (NIH) launched the HEALing Communities Study in 2019. Participating community coalitions implemented 615 strategies to address opioid-related overdose deaths across health care, justice and behavioral health settings. Based on data indicating which interventions were best suited to areas they served, agencies selected from three "menus" of evidence-based practices focused on overdose education and naloxone distribution, increasing exposure to medication for opioid use disorder, and safer opioid prescribing.

Researchers reported in June on the main outcome of HCS -- that the intervention did not result in a statistically significant reduction in opioid overdose death rates during the evaluation period. In this study, the authors found that intervention communities had an 8% lower rate of all drug overdoses compared to control communities, which was estimated to represent 525 fewer drug overdose deaths.

In the new paper, researchers reported that more than 40% of overdose deaths in the study involved the combination of at least one opioid and a stimulant.

The evidence of higher prevalence of fentanyl in the illicit drug market led coalition agencies to adjust communication efforts accordingly, said Freisthler, also the Cooper-Herron Professor in Mental Health at the University of Tennessee, Knoxville.

"We were already shifting to where psychostimulants had fentanyl in them and messages weren't reaching the right folks because people who use psychostimulants think of themselves as using meth or cocaine, not opioids," she said. "So we had to make it clear that fentanyl could be in every drug and that nobody was really immune from the possibility of an overdose. Communities emphasized that this is a multiple-drug issue, not just a fentanyl issue or an opioid issue.

"In many ways, the fact we're looking at this particular outcome is because communities were so invested in it and so concerned, and wanted it to be a focus of the study."

The potential for naloxone to prevent overdose deaths in people who use multiple drugs was also incorporated into communication campaigns implemented by all intervention communities, which may have helped prevent deaths, researchers said.




Participating agencies were very good at advocating for themselves, Freisthler said, and the front-end work ideally will leave communities even better prepared to address overdoses going forward.

"The HCS was beneficial to Brown County in numerous ways," said Deanna Vietze, executive director of the Brown County Board of Mental Health and Addiction Services in southwest Ohio. "It affirmed the work already underway, allowed for expansion of best practices, helped engage new partners, strengthened existing partnerships, and allowed innovative purchases that forged outreach opportunities that will continue to positively impact Brown County citizens for years to come."

Ohio study leaders are intent on making sure lessons and success stories from the study are widely available through a website providing a range of materials, and are meeting with groups interested in implementing the evidence-based practices in their own communities.

"The drug overdose crisis is pervasive in our communities, and we've got multigenerational and intergenerational trauma affecting families. That's not going to change overnight," Freisthler said. "That means we need to continue to improve understanding of this crisis, and reduce overdose deaths so we don't have another generation experiencing the same sort of trauma."

The HEALing Communities Study was supported and carried out in partnership between the National Institute on Drug Abuse and the Substance Abuse and Mental Health Services Administration through the NIH HEAL Initiative.

A $65.9 million NIH award funding Ohio State's leadership of the Ohio portion of the study was housed in the university's College of Medicine. Co-authors of the paper included study site principal investigators Sharon Walsh of the University of Kentucky, Nabila El-Bassel of Columbia University, T. John Winhusen of the University of Cincinnati, Jeffrey Samet of Boston Medical Center and Emmanuel Oga of RTI International.
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U.S. infant mortality increased 7 percent in months following Dobbs, researchers find | ScienceDaily
U.S. babies died at a higher rate in the months following the Supreme Court's 2022 Dobbs v. Jackson Women's Health decision, and infant mortality was highest among those born with chromosomal or genetic abnormalities, new research has found.


						
The findings mirror previous research analyzing the experience in Texas after a ban on abortions in early pregnancy and illuminate the consequences of restricting access to abortion care, said Maria Gallo and Parvati Singh, researchers from The Ohio State University who conducted the national analysis appearing online today (Oct. 21) in JAMA Pediatrics.

"In the seven to 14 months after Roe v. Wade was overturned, we saw a 7% increase in infant mortality, and a 10% increase in those babies born with congenital anomalies," said Singh, an assistant professor of epidemiology.

From 2018 through 2023, monthly infant mortality averaged 5.6 deaths per 1,000 live births and mortality with congenital anomalies averaged 1.3 deaths per 1,000 live births. When the researchers compared the months after Dobbs with the months before, they found 247 more total infant deaths per month than expected and 204 more deaths per month than expected due to chromosomal and genetic conditions.

"I'm not sure that people expected infant mortality rates to increase following Dobbs. It's not necessarily what people were thinking about. But when you restrict access to health care it can cause a broader impact on public health than can be foreseen," said Gallo, a professor of epidemiology.

This study doesn't reflect variations from state to state, but the researchers said they would expect the impact to be more pronounced in states with more restrictive abortion laws.

To determine the effect of the Dobbs decision on infant mortality, and on infant mortality due to congenital problems in particular, the researchers used a national birth outcomes database to look for patterns from 2018 to 2023.




"Birth outcomes are usually pretty stable in any population, and in a large population like the entire U.S., infant mortality is typically quite consistent except for some predictable seasonal peaks and valleys," Singh said. The researchers accounted for those routine changes when analyzing the data.

"Babies born to people who became pregnant in the first part of 2022 are where we see these additional deaths," Singh said.

The researchers did not see an elevated rate of infant death beyond 14 months after the decision, Gallo said.

"Will this continue past this time period? That's an open question," she said. "It could be that, yes, it will because (abortion care) access is shut down in some states. But it also could be that eventually more state policymakers are seeing that this isn't what people in the state want and more will pass constitutional amendments to protect access."

Going forward, the researchers would like to look at the impact based on different populations, including those who typically struggle more when care is limited, and to examine maternal mortality rates.

"There's a broader human toll to consider, including mental health consequences of being denied abortion care or being forced to carry a fetus with a fatal genetic abnormality to term," Singh said.
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New study urges enhanced recruitment strategies to help address US primary care physician shortages | ScienceDaily
Finding sound strategies to meet the growing demand for primary care, especially in underserved areas, is an ongoing public health challenge among policymakers. A new study led by the Harvard Pilgrim Health Care Institute suggests that policy interventions aimed at recruiting physicians to specialize in primary care, especially to practice in underserved areas, should be tailored to the citizenship status of international medical graduates (IMGs).


						
The findings are published October 15 in Journal of General Internal Medicine.

IMGs, or those who graduated from a medical school located outside the U.S. and Canada, now make up a quarter of all licensed physicians in the U.S. This population has been shown to specialize in primary care at a higher rate than U.S. medical graduates, especially in underserved areas across the country. However, their citizenship status, which differentially affects their ability to enter and remain in the U.S. after medical school, can impact which specialties they enter and where they ultimately practice medicine.

"IMGs have made significant contributions to the U.S. health care system, as they are more likely to work in high-need, underserved areas," says Tarun Ramesh, lead author of the study and research fellow at the Harvard Pilgrim Health Care Institute. "Because various factors threaten their ability or wish to continue their contributions, it's crucial that we understand how their citizenship status impacts which specialty and practice location they choose to better aid policymakers in adapting interventions to incentivize entering primary care practice, especially in rural and shortage-facing areas."

Researchers studied 15,133 new physicians who accepted a job offer from 2010 to 2019 using the New York Resident and Fellows Exit Survey. The study sample included 8,177 U.S. medical graduates; 2,753 U.S. citizen IMGs; 1,057 permanent resident IMGs; and 3,146 noncitizen non-permanent resident IMGs. The study assessed three distinct outcomes: whether a new physician chose to practice primary care; whether a new primary care physician chose to work in a rural area; and whether a new primary care physician chose to work in a health professional shortage area.

The team found that citizenship status has significant effects on IMGs' choices of specialties and practice locations, confirming that the role played by IMGs in the US health care system differs by their citizenship status. Compared to U.S. medical graduates, the team found that US citizen IMGs were five times, permanent resident IMGs seven times, and noncitizen non-permanent resident IMGs nine times more likely to enter primary care compared to US medical graduates. They also identified two distinct trends: a declining proportion of noncitizen non-permanent resident IMGs entering primary care and increased likelihood of their practicing in rural areas and health professional shortage area.

"The role that IMGs play in bolstering health care options in underserved areas shouldn't be overlooked," said senior author Hao Yu, Harvard Medical School associate professor of population medicine at the Harvard Pilgrim Health Care Institute. He adds, "While visa incentive programs may drive non-citizen, non-permanent resident IMGs to practice in these areas, our findings show that more nuanced efforts are needed to make primary care a more attractive specialty."

The authors suggest that further research is needed to better understand differences in subspeciality, salaries, job satisfaction, and incentives among U.S. citizen, permanent resident, and noncitizen non-permanent resident IMGs, in addition to evaluating new state laws offering provisional licensing pathways for IMGs to practice medicine.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241018131213.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Big data, real world, multi-state study finds RSV vaccine highly effective in protecting older adults against severe disease, hospitalization and death | ScienceDaily

RSV vaccination provided approximately 80 percent protection against severe disease and hospitalization, Intensive Care Unit admission and death due to a respiratory infection as well as similar protection against less severe disease in adults who visited an emergency department but did not require hospitalization, ages 60 and older. Of this population, those ages 75 and older -- were at highest risk of severe disease and were the most likely to be hospitalized.

The study was a collaboration among the Centers for Disease Control and Prevention (CDC) and geographically diverse U.S. healthcare systems and research centers with integrated medical, laboratory and vaccination records -- all members of the CDC's VISION Network.

"Unlike this data study, clinical trials for the RSV vaccine were underpowered to access the effectiveness of the vaccines against severe disease requiring hospitalization. Addressing this gap in evidence, we were able to use the power of big data to determine RSV vaccine effectiveness, information needed to inform vaccine policy," said study co-author Shaun Grannis, M.D., M.S. "As a data scientist and a family practice physician, I encourage older adults to follow CDC guidance and get vaccinated for RSV as we enter this year's and every year's respiratory disease season." Dr. Grannis is vice president for data and analytics at Regenstrief Institute and a professor of family medicine at the Indiana University School of Medicine.

In the U.S., respiratory disease season typically commences in late September or early October and continues through March or early April.

RSV affects the nose, throat and lungs, causing substantial illness and death among older adults during these seasonal epidemics. In years prior to the availability of an RSV vaccine, an estimated 60,000 to 160,000 RSV-associated hospitalizations and 6,000 to 10,000 RSV-associated deaths occurred annually among U.S. adults aged 65 years and older, according to the CDC.

"No vaccine is 100 percent effective. An 80 percent vaccine effectiveness rate is quite impressive and higher than we see, for example, with the influenza vaccine," said study co-author Brian Dixon, PhD, MPA. "The bottom line is that using real world data from electronic medical records routinely captured in care for people from diverse walks of life we found that having the vaccine was highly protective against hospitalization, severe illness and death." Dr. Dixon is interim director and a research scientist with the Clem McDonald Center for Biomedical Informatics at Regenstrief Institute anda professor at the Indiana University Indianapolis Fairbanks School of Public Health.

Dr. Dixon added "Studies like this one are critical to understanding the effects of prevention techniques like vaccination. The annual cost of RSV hospitalization for adults in the U.S. is estimated to be between $1.2 and $5 billion. Preventing up to 80 percent of hospitalizations could result in major savings for consumers and the health system."

VISION sites participating in the study were Permanente Northwest (Oregon and Washington), University of Colorado (Colorado), Intermountain Healthcare (Utah), Regenstrief Institute (Indiana), HealthPartners (Minnesota and Wisconsin), and Kaiser Permanente Northern California (California), representing 230 hospitals and 245 emergency departments. Regenstrief contributes data and scientific expertise to the VISION Network.
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Manliness concerns impede forgiveness of coworkers | ScienceDaily
To forgive is to move on and set a foundation for a brighter future. In the workplace, forgiveness makes for healthier and more effective workgroups, especially when co-worker transgressions are minor and the need for effective collaboration is essential. One's sense of masculinity, however, can impede an ability to forgive, a study led by UC Riverside associate professor of management Michael Haselhuhn has found.


						
The more men are concerned about appearing masculine, the less likely they will forgive a co-worker for a transgression such as missing an important meeting, because they view forgiveness as a feminine trait, Haselhuhn and his co-author, Margaret E. Ormiston of George Washington University, found.

What's more, men who are not inclined to forgive are also more likely seek revenge or avoid the transgressor, which contributes to an unhealthy and less effective work environment, the research found. They also view men who forgive as unmanly.

Haselhuhn and Ormiston, however, also found that a simple intervention can reduce unforgiving impacts of masculinity concerns. Study participants who were sensitive about their masculinity became more willing to forgive after they had a chance to describe a couple experiences in which they felt they acted as real men.

The researchers went into the study knowing that men tend to be less forgiving than women, and that those who forgive tend to be warmer, and more communal and nurturing, which are stereotypically feminine traits, said Haselhuhn of UCR's School of Business.

"So, we hypothesized that forgiveness carries some gendered implications, and perhaps people who forgive are perceived as more feminine and less masculine," Haselhuhn said. "And if that's the case, men who are really concerned about appearing like real men should be the people who are least likely to forgive."

The study was based on tasks performed by more than 800 participants. The researchers determined men's sense of masculinity by having them score the stress levels of situations that could challenge their manhood. Examples included having their wife earn more money than they do, losing a sports competition, or having their child see them cry.




The participants then played out scenarios in which a co-worker committed a transgression, such as missing an important meeting with a client that compelled the client to go elsewhere and were asked if they would forgive the co-worker. As hypothesized, the men who were worried about maintaining their masculinity were less likely to forgive.

"The more concerned they were about maintaining their masculinity," Haselhuhn said, "the more they wanted to take revenge against the coworker, which you can imagine in the workplace is not such a good thing, and the more they want to avoid the coworker."

Yet, men concerned about their manhood become more forgiving when first given the opportunity to describe two experiences that made them feel like real men. Out came tales of scoring touchdowns, outdoing competitors, and sexual prowess.

Interestingly, the men who were asked to describe 10 such manly memories had trouble recalling that many, became a bit frustrated -- and remained less forgiving than those asked to describe just two, the researchers found.

The study -- "Fragility and Forgiveness: Masculinity Concerns Affect Men's Willingness to Forgive" -- was published in the Journal of Experimental Social Psychology. It adds to a body of research that can help us better get along with each other, Haselhuhn said.

"When you forgive, it improves your mental health," Haselhuhn said. "It improves your physical health. Obviously, it improves your relationships with others as opposed to trying to take revenge on the person who wronged you, or just ignoring them and avoiding them, and things like that. Forgiveness has a ton of benefits."
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Smaller, more specific academic journals have more sway over policy | ScienceDaily
Scientists don't just want their results to be published; they want them to be published in the most influential journal they can find. This focus on a high 'impact factor' is driven by their concerns about promotion and tenure, but it may be overlooking the important role that smaller publications can play in the advancement of their science.


						
A new paper, "Role of low-impact-factor journals in conservation implementation," appearing Oct. 17 in the journal Conservation Biology, upends some assumptions about the importance of a journal's readership and impact factor.

The new study, by lead author and doctoral candidate, Jonathan J. Choi and other researchers at Duke University's Nicholas School of the Environment, compares scientific journals of higher and lower visibility and describes their influence on conservation. Specifically, Choi and his colleagues focused on the Endangered Species Act (ESA) and demonstrated the crucial value of smaller, specialized science publications.

They found that often the journals specific to a region or a particular kind of organism play an outsized role in establishing legal protections for an endangered species. Journals focused on ferns, clams, or coral reefs had proportionally more of their articles cited by the federal government when protecting species than more prominent, higher-impact journals.

"The Endangered Species Act represents one of the most potent tools in the U.S. toolbox," said Choi. "An endangered species can stop major construction projects and shut down industries, which can be a big political problem. So, in the 70s, Congress required that an agency use the 'best available science' before it listed a species for protection. My question was, where that science came from, and how it compared to what we value in academia."

Scientific journals are often measured by "impact factor" (IF), which loosely tells researchers how often an article is cited by other research in the first two years of its publication. Though it was originally intended as a tool for librarians to understand which journals were the most widely read, it has since been used as a proxy for the influence of the underlying research.

For this study, Choi and colleagues reframed the definition of 'impact' by using a different metric: which journals were cited, and how often, in supporting the federal government's listing of a species for federal protection. The team combed through the listing decisions data from the second Obama Administration (2012-16). During this period, 260 species were added to the list, more than during other Administrations in recent history.




They found 13,000 supporting references to list species as endangered. Of those, more than 4,000 references were to academic journals. By calculating the number of times each journal was cited in the government listings the same way academic impact factor is calculated, the team was able to assess the journals' importance to federal conservation implementation.

They were surprised to find that a disproportionate number of academic articles referenced in ESA listings came from 'low impact-factor' or 'no impact-factor' journals. For example, research was more often cited from journals like the American Fern Journal and Ichthyology & Herpetology than from Nature or Science.

Publications with a larger footprint can offer cutting-edge science that sets new theory, but it's the small journal that provides granular detail. The naturalist stepping through old-growth forest collecting fern samples is the most likely to observe subtle species and habitat changes on the ground and find an outlet in a specialized journal willing to publish a species-specific article.

Co-author Brian R. Silliman, Rachel Carson Distinguished Professor of Marine Conservation Biology at the Nicholas School, noted the foundational work of the small journals, which are often under financial strain compared to for-profit journals. Given the higher likelihood of these smaller journals to influence conservation agencies like the U.S. Fish & Wildlife Service, Silliman called upon academic departments "to expand their criteria of important contributions to look at not only impact factor, but how many times a paper is cited by practitioners that are applying their work."

"If young researchers feel a lot of pressure to only shoot for high impact-factor journals, what kind of research isn't getting published?" Choi asks. "What conservation questions aren't getting explored? The kind of research that gets published in Nature and Science is still important, novel, and cross-cutting, but what we're saying is that small journals haven't always received the kind of credit for the conservation-oriented science they produce. That contribution should be celebrated and recognized within the academy."

In addition to Choi and Silliman, co-authors included Patrick N. Halpin, Professor of Marine Geospatial Ecology at Duke, and Duke alumni Leo Gaskins, Joseph Morton, Julia Bingham, Ashley Blawas, Christine Hayes, and Carmen Hoyt.

This research was funded by the Nicholas School of the Environment and a graduate research fellowship from the Rob & Bessie Welder Wildlife Foundation.
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Ultra-processed foods pose unique dangers for people with type 2 diabetes | ScienceDaily
Consuming more ultra-processed foods -- from diet sodas to packaged crackers to certain cereals and yogurts -- is closely linked with higher blood sugar levels in people with Type 2 diabetes, a team of researchers in nutritional sciences, kinesiology and health education at The University of Texas at Austin have found.


						
In a paper recently published in the Journal of the Academy of Nutrition and Dietetics, the team describes how -- even more than just the presence of sugar and salt in the diet -- having more ultra-processed foods laden with additives can lead to higher average blood glucose levels over a period of months, a measure called HbA1C.

"There are a lot of ways to look at and measure healthy eating," said senior author Marissa Burgermaster, assistant professor of nutritional sciences at UT. "We set out to see which measurement was associated with blood sugar control in people with Type 2 diabetes. We found that the more ultra-processed foods by weight in a person's diet, the worse their blood sugar control was, and the more minimally processed or unprocessed foods in a person's diet, the better their control was."

The study used baseline data from an ongoing clinical trial called Texas Strength Through Resilience in Diabetes Education (TX STRIDE), led by Mary Steinhardt in UT's College of Education. Participants included 273 African American adults diagnosed with Type 2 diabetes and recruited through Austin-area churches. Each participant provided two 24-hour diet recalls and a blood sample to measure HbA1C.

The researchers examined the diet recalls and scored them against three widely used indexes that look at the overall quality or nutrition in a person's diet, but those tools were not associated with blood glucose control. Instead, how many grams of ultra-processed food the participants ate or drank was linked to worse control, and a correspondingly better control occurred in participants who ate more whole foods or foods and drinks with minimal processing.

Recent studies have indicated that eating more ultra-processed foods is linked to higher rates of cardiovascular disease, obesity, sleep disorders, anxiety, depression and early death. Ultra-processed foods are typically higher in added sugars and sodium, but the researchers concluded that the A1C increases were not about merely added sugar and sodium, or they would have correlated with the tools that measure overall nutritional quality in the diet. Synthetic flavors, added colors, emulsifiers, artificial sweeteners and other artificial ingredients may be in part to blame, hypothesized Erin Hudson, a graduate student author of the paper, and this would suggest that dietary guidelines may need to begin to place more emphasis on ultra-processed foods.

For participants of the study who were not on insulin therapy, a diet with 10% more of its overall grams of food being ultra-processed was associated with HbA1C levels that were, on average, 0.28 percentage points higher. Conversely, those whose diet contained a 10% higher amount of overall food being minimally processed or unprocessed had HbA1C levels, on average, 0.30 percentage points lower. Having an HbA1C below 7 is considered ideal for people with Type 2 diabetes, and people who consumed, on average, 18% or fewer of their grams of food from ultra-processed foods were more likely to meet this mark.
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When hurricanes hit, online chatter drowns out safety messaging | ScienceDaily
When natural disasters strike, social networks like Facebook and X (formerly known as Twitter) can be powerful tools for public communication -- but often, rescue workers and government officials struggle to make themselves heard above the general hubbub.


						
In fact, new research from the Stevens Institute of Technology shows, during four recent major hurricanes, important public safety messaging was drowned out by more trivial social content -- including people tweeting about pets, sharing human-interest stories, or bickering about politics. That's a big problem for officials working to understand where help is needed and to communicate effectively with people impacted by disasters, says Dr. Jose Ramirez-Marquez of the Stevens School of Systems and Enterprises.

"It's like being at a crowded party -- if everyone's arguing loudly about politics, it's hard to make yourself heard over the noise," he explains.

Working with Stevens PhD candidate Yefang Liang, Dr. Ramirez-Marquez analyzed messages posted on X during each of four recent hurricanes -- Harvey, Imelda, Laura, and Florence -- and identified the clusters of tweets that attracted the most attention and engagement before, during, and after the storms. Their findings, published this week in the International Journal of Disaster Risk Reduction, show that in many cases the topics that generated the most intense online interest were completely unrelated to safety messaging or rescue work.

During Hurricane Harvey, for instance, 24 of the 50 most active topics involved discussion of dogs affected by flooding. By contrast, just seven of the 50 most active topics involved public safety messages. "That's obviously a problem if you're a public official trying to ensure people know how to keep themselves safe during a storm," Dr. Ramirez-Marquez says.

Similar patterns played out during other storms, too. During Hurricane Florence, more than half of high-engagement topics involved either animal-related chatter or political arguments, while just 19 out of the top 50 topics involved rescue or public safety messages. During Hurricane Imelda, meanwhile, debates about climate change accounted for almost one-quarter of all high-engagement topics, drowning out higher-stakes safety messages.

"This really is zero-sum: if conversations about animals or politics are taking up all the oxygen, it's that much harder for other, potentially more important messages to break through," Dr. Ramirez-Marquez warns.




The team's research does suggest some ways that officials can maximize the chances of safety messages reaching a broad audience. Descriptive messaging about storms tends to outperform safety messages, for instance -- so combining the two, and weaving public safety notifications or warnings into more descriptive social-media posts, might help to boost the reach of such messages. "It's also important that officials stay focused during disasters, and don't inadvertently get drawn into political conversations that could distract from their core messaging," Dr. Ramirez-Marquez adds.

The reality, though, is that using social media to support safety and recovery efforts in the wake of natural disasters will remain challenging, because many users enjoy engaging with content that doesn't serve a public safety function. To overcome that, social networks themselves would likely need to step in. Actively amplifying official disaster-related messaging for users in affected communities, for instance, might help ensure that such people get the information they need while still allowing users in other areas to chat freely about unrelated topics.

More broadly, the study highlights the fragility of social-media communities. While the current study focused on the impact of harmless chatter, Dr. Ramirez-Marquez notes, bad actors can also deliberately hijack or distort online conversations by spreading enticing but false information. "As we've seen in recent weeks, with the misinformation surrounding natural disasters in Florida, Georgia, and North Carolina, social networks remain highly vulnerable to misinformation," Dr. Ramirez-Marquez says.

To remedy that, social networks could potentially work to create mechanisms that help users determine who to trust online, or that make it easier to filter out distracting or false information during disasters. "The key here is that the networks themselves will need to take the lead on rebuilding trust online," Dr. Ramirez-Marquez says. "This isn't a problem that government officials can solve on their own."
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Raising happy eaters: Unlocking the secrets of childhood appetite | ScienceDaily
The foundation for healthy eating behavior starts in infancy. Young children learn to regulate their appetite through a combination of biological, psychological, and sociological factors. In a new paper, researchers at the University of Illinois Urbana-Champaign propose a model that explores these factors and their interactions, providing guidelines for better understanding childhood appetite self-regulation.


						
"When we talk about obesity, the common advice is often to just eat less and exercise more. That's a simplistic recommendation, which almost makes it seem like an individual's willpower solely determines their approach to food," said lead author Sehyun Ju, a doctoral student in the Department of Human Development and Family Studies, part of the College of Agricultural, Consumer and Environmental Sciences at Illinois.

Appetite self-regulation is related to general self-regulation, but it specifically concerns an individual's ability to regulate food intake, which affects healthy development and obesity risk. Children are born with a capacity to regulate appetite based on hunger and satiety signals, but with increased exposure to environmental factors, their eating is increasingly guided by psychological reasoning and motivations. Therefore, it is important to take a developmental perspective to trace changes in eating behaviors over time, Ju stated.

Ju and her colleagues provide a comprehensive framework based on the biopsychosocial pathways model, which outlines three interacting categories: 
    	Biological factors, including sensory experience, physiological hunger and satiety signals, brain-gut interaction, and the influence of the gut microbiome
    	Psychological factors, including emotional self-regulation, cognitive control, stress regulation, and reward processing 
    	Social factors, such as parental behavior and feeding practices, culture, geographic location, and food insecurity

The researchers combine this framework with temperamental theory to explore how the pathways are modified by individual temperament.

Children react differently to stimuli based on their psychological and emotional make up, Ju explained. For example, openness to novelty and positive anticipation can affect whether a child is willing to try new foods. If a parent pressures their child to eat, it could be counter-productive for a child with heightened sensitivity to negative affect, causing the child to consume less.

The model also takes children's developmental stages into account. Infants have basic appetite regulation based on physiological cues. They gradually become more susceptible to external influences and by age 3-5 children begin to exhibit greater self-control and emotional regulation.




"By analyzing the pathways outlined in our model, we can better understand the combined influences of multiple factors on children's appetite self-regulation and their motivations to approach food," Ju said. "For example, the presence of palatable food may not generate similar responses in everyone. Children could approach food as a reward, for pleasure-seeking, or to regulate emotions. The underlying motivations can be diverse, and they are influenced by external factors as well as temperamental characteristics."

Socio-environmental influences include parent-child interactions around food, as well as non-food-related caregiver practices that can impact the child's emotional regulation. The household food environment, cultural value of food intake, and food availability are also important factors, the researchers stated.

Scientists can use the model to guide their research, focusing on specific pathways based on their topic of interest.

For example, Ju and co-author Kelly Bost, professor of child development in HDFS, are conducting an empirical study investigating parent-child interactions during mealtime. Parents filled out questionnaires, and family mealtimes were videotaped, so the researchers could gauge the dyadic interaction between child and caregiver. The research team then looked at the children's approach or withdrawal towards food and evaluated how temperament modulated those associations.

"If we understand the differential susceptibility to various factors, we can identify and modify the environmental influences that are particularly obesogenic based on children's temperamental characteristics. Then we will be able to provide more refined approaches to support children's healthy eating behavior," Ju explained.

"Or, if children experience food insecurity, they might demonstrate certain reward responses towards food stimuli. Even if food insecurity is alleviated, we may still need to help children build a secure, positive relationship with food that is not stress-induced or that does not use food as a primary means to fulfill their emotional needs. If we understand the pathways, we could tailor our approaches to support children by addressing all these factors," she concluded.

The study was part of the STRONG Kids 2 project, which investigates how individual biology interacts with the family environment to promote healthy eating habits in young children.
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Tool helps analyze pilot performance and mental workload in augmented reality | ScienceDaily
In the high-stakes world of aviation, a pilot's ability to perform under stress can mean the difference between a safe flight and disaster. Comprehensive and precise training is crucial to equip pilots with the skills needed to handle these challenging situations.


						
Pilot trainers rely on augmented reality (AR) systems for teaching, by guiding pilots through various scenarios so they learn appropriate actions. But those systems work best when they are tailored to the mental states of the individual subject.

Enter HuBar, a novel visual analytics tool designed to summarize and compare task performance sessions in AR -- such as AR-guided simulated flights -- through the analysis of performer behavior and cognitive workload.

By providing deep insights into pilot behavior and mental states, HuBar enables researchers and trainers to identify patterns, pinpoint areas of difficulty, and optimize AR-assisted training programs for improved learning outcomes and real-world performance.

HuBar was developed by a research team from NYU Tandon School of Engineering that will present it at the 2024 IEEE Visualization and Visual Analytics Conference on October 17, 2024.

"While pilot training is one potential use case, HuBar isn't just for aviation," explained Claudio Silva, NYU Tandon Institute Professor in the Computer Science and Engineering (CSE) Department, who led the research with collaboration from Northrop Grumman Corporation (NGC). "HuBar visualizes diverse data from AR-assisted tasks, and this comprehensive analysis leads to improved performance and learning outcomes across various complex scenarios."

"HuBar could help improve training in surgery, military operations and industrial tasks," said Silva, who is also the co-director of the Visualization and Data Analytics Research Center (VIDA) at NYU.




The team introduced HuBar in a paper that demonstrates its capabilities using aviation as a case study, analyzing data from multiple helicopter co-pilots in an AR flying simulation. The team also produced a video about the system.

Focusing on two pilot subjects, the system revealed striking differences: one subject maintained mostly optimal attention states with few errors, while the other experienced underload states and made frequent mistakes.

HuBar's detailed analysis, including video footage, showed the underperforming copilot often consulted a manual, indicating less task familiarity. Ultimately, HuBar can enable trainers to pinpoint specific areas where copilots struggle and understand why, providing insights to improve AR-assisted training programs.

What makes HuBar unique is its ability to analyze non-linear tasks where different step sequences can lead to success, while integrating and visualizing multiple streams of complex data simultaneously.

This includes brain activity (fNIRS), body movements (IMU), gaze tracking, task procedures, errors, and mental workload classifications. HuBar's comprehensive approach allows for a holistic analysis of performer behavior in AR-assisted tasks, enabling researchers and trainers to identify correlations between cognitive states, physical actions, and task performance across various task completion paths.

HuBar's interactive visualization system also facilitates comparison across different sessions and performers, making it possible to discern patterns and anomalies in complex, non-sequential procedures that might otherwise go unnoticed in traditional analysis methods.




"We can now see exactly when and why a person might become mentally overloaded or dangerously underloaded during a task," said Sonia Castelo, VIDA Research Engineer, Ph.D. student in VIDA, and the HuBar paper's lead author. "This kind of detailed analysis has never been possible before across such a wide range of applications. It's like having X-ray vision into a person's mind and body during a task, delivering information to tailor AR assistance systems to meet the needs of an individual user."

As AR systems -- including headsets like Microsoft Hololens, Meta Quest and Apple Vision Pro -- become more sophisticated and ubiquitous, tools like HuBar will be crucial for understanding how these technologies affect human performance and cognitive load.

"The next generation of AR training systems might adapt in real-time based on a user's mental state," said Joao Rulff, a Ph.D. student in VIDA who worked on the project. "HuBar is helping us understand exactly how that could work across diverse applications and complex task structures."

HuBar is part of the research Silva is pursuing under the Defense Advanced Research Projects Agency (DARPA) Perceptually-enabled Task Guidance (PTG) program. With the support of a $5 million DARPA contract, the NYU group aims to develop AI technologies to help people perform complex tasks while making these users more versatile by expanding their skillset -- and more proficient by reducing their errors. The pilot data in this study came from NGC as part of the DARPA PTG
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Study highlights key challenges and opportunities in transitioning autistic individuals into adulthood | ScienceDaily
The Autism Transitions Research Project, funded by the Health Resources and Services Administration and led by Drexel University's A.J. Drexel Autism Institute, has released new findings that underscore critical challenges and opportunities in transitioning autistic youth into adulthood. As approximately 1.2 million autistic individuals are expected to reach adulthood in the coming decade, these insights are vital for shaping future research and services.


						
The study, "Challenges and Opportunities in Transitioning Autistic Individuals into Adulthood," led by Anne M. Roux, a research scientist and director at the Policy Impact Project in the Autism Institute's Policy and Analytics Center, and a multidisciplinary team, reveals key barriers that hinder successful transitions, including delays in diagnosis and access to services, long waitlists, and an over-reliance on care partners to provide daily supports and to navigate complex service systems. Funded through the Autism Transitions Research Project grant under principal investigator Lindsay Shea DrPH, the study also highlights the importance of cultural considerations and responsiveness as well as the inclusion of autistic individuals in the development of transition services.

Key findings include:
    	Significant delays in diagnosis and access to transition services, exacerbate challenges for autistic youth and their families.
    	A critical need for peer navigation supports and tailored services for marginalized groups, such as those with intersecting identities.
    	Disparities in service availability across geographic locations.
    	Difficulty accessing key benefit programs, like Supplemental Security Income, and need for revision of benefits programs that reinforce poverty.

Participants across nine focus groups -- which included autistic young adults, care partners, and professionals -- emphasized the need for research focusing on the efficacy of transition services, the impact of system performance on outcomes and the need for transformation in service ecosystems.

"This research reflects the perspectives of those most impacted by transition challenges and offers a pathway to more inclusive and effective solutions," said Roux. "It is essential that we prioritize autistic perspectives and account for cultural differences when designing transition services and supports."

The study's recommendations include developing population-level research to assess system performance, improving service delivery for marginalized groups and transforming the complexity of service ecosystems to better support successful transitions for all autistic youth across differing life experiences.
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      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Nixing narcolepsy nightmares
        A new study has demonstrated a new way to treat narcolepsy-related nightmares. The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

      

      
        'Paleo-robots' to help scientists understand how fish started to walk on land
        The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.

      

      
        Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs
        The new mammal lived in Colorado 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the state, and animals like sharks, turtles and giant crocodiles abounded.

      

      
        Listening skills bring human-like touch to robots
        Researchers give robots a sense of touch by 'listening' to vibrations, allowing them to identify materials, understand shapes and recognize objects just like human hands. The ability to interpret the world through acoustic vibrations emanating from an object -- like shaking a cup to see how much soda is left or tapping on a desk to see if it's made out of real wood -- is something humans do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment the...

      

      
        With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say
        Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. Bioengineers propose a radical new method of food production that they call 'electro-agriculture.' The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be geneti...

      

      
        Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae
        Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home. The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle has the potential to be a widely applicable met...

      

      
        Physicists discover first 'black hole triple'
        A surprising discovery about the black hole V404 Cygnus is expanding our understanding of black holes, the objects they can host, and the way they form.

      

      
        From Catwoman to Han Solo, newly discovered wasps named after famous thieves
        Twenty-two new species of gall wasps have been identified and named, thanks to new research. The study nearly doubles the number of known species in this genus of wasps.

      

      
        Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes
        New study reveals link between oxygen delivery and reproductive success among women living on the high Tibetan Plateau.

      

      
        People hate stories they think were written by AI: Even if they were written by people
        AI-written stories are getting better, but people still distrust AI-generated art.

      

      
        Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes
        Researchers who work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise after treating samples to view under an electron microscope: they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across, taking a form that makes them 100 times more efficient.

      

      
        Rare fossils of extinct elephant document the earliest known instance of butchery in India
        Scientists have discovered the earliest evidence of animal butchery by humans in India.

      

      
        Creating a simplified form of life
        How can lifeless molecules come together to form a living cell?

      

      
        Plant guard cells can count environmental stimuli
        Plants adapt their water consumption to environmental conditions by counting and calculating environmental stimuli with their guard cells.

      

      
        Scan based on lizard saliva detects rare tumor
        A new PET scan reliably detects benign tumors in the pancreas, according to new research. Current scans often fail to detect these insulinomas, even though they cause symptoms due to low blood sugar levels. Once the tumor is found, surgery is possible.

      

      
        Neutron stars may be shrouded in axions
        Physicists have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.

      

      
        Butterfly brains reveal the tweaks required for cognitive innovation
        A species of tropical butterfly with unusually expanded brain structures display a fascinating mosaic pattern of neural expansion linked to a cognitive innovation.

      

      
        Marine bacterium: Catching prey with grappling hooks and cannons
        Researchers have analyzed down to the smallest detail the unusual arsenal of weapons that a predatory marine bacterium has at its disposal. Perhaps one day these weapons could also be put to use in medicine.

      

      
        Astronomers detect ancient lonely quasars with murky origins
        Astronomers observed ancient quasars that appear to be surprisingly alone in the early universe. The findings challenge physicists' understanding of how such luminous objects could have formed so early on in the universe, without a significant source of surrounding matter to fuel their growth.
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Nixing narcolepsy nightmares | ScienceDaily
A new Northwestern Medicine study has demonstrated a new way to treat narcolepsy-related nightmares.


						
The scientists combined cognitive behavioral therapy (CBT) and lucid dreaming to help patients in a small clinical trial.

"We had them imagine what they'd like to dream instead of their nightmare, almost like they're writing a movie script," said corresponding author Jennifer Mundt, assistant professor of neurology (sleep medicine) and psychiatry and behavioral sciences at Northwestern University Feinberg School of Medicine.

The study found overall reductions in nightmare severity and frequency in all six patients tested. The findings were published Oct. 23 in the Journal of Sleep Research.

Despite being distressing, nightmares are often ignored

Vivid, disruptive and distressing nightmares affect between 30 to 40% of people with narcolepsy, a chronic neurological disorder that affects the brain's ability to regulate sleep and wakefulness. These nightmares can even cause patients to fear sleep, leading to increased fatigue and depression. Despite their frequency in narcolepsy patients, nightmares have not received enough attention in narcolepsy research or clinical practice.

"Narcolepsy-related dreams have been an overlooked symptom within narcolepsy," Mundt said. "People in the study had nightmares for decades but never received treatment, for various reasons. They may have not been asked about nightmares, didn't know nightmare treatments existed, or felt embarrassed about having nightmares and didn't mention it to a doctor."

Mundt said it is important to refer these patients for treatment because many of them don't know anything can be done, "and treatment can completely transform their sleep and sometimes even the way they feel in the daytime in a matter of weeks," she said.




First study to apply CBT to narcolepsy-related nightmares

Previous research has shown cognitive behavioral therapy for nightmares (CBT-N) is effective in treating trauma-related nightmares, but this is the first study to show it might also be applicable to narcolepsy.

All six participants in the study received CBT-N via weekly telehealth sessions. These sessions educated participants on nightmares, sleep habits, bedtime factors and how to relax and improve one's mood before bedtime.

Using CBT-N, all six study participants rewrote their nightmares into dreams they would prefer to have (called rescripting) and rehearsed these revised scripts before falling asleep every night.

CBT-N plus lucid dreaming

During week five of the study, half the study participants also underwent an additional procedure in the laboratory of Ken Paller, professor of psychology at Northwestern. While each person napped, the scientists tried to induce a lucid dream using a procedure previously shown to be effective, targeted lucidity reactivation (TLR).




An earlier study from Paller's lab that used TLR found that dreaming individuals could interact with scientists in the lab to engage in real-time communication during the rapid eye movement (REM) stage of sleep. Most lucid dreams are thought to occur during REM sleep. People with narcolepsy tend to experience lucid dreams frequently in their REM sleep, Mundt said, so the new study adapted the TLR procedure to capitalize on that.

Using electroencephalogram (EEG) to monitor brain activity, scientists determined when a study participant entered the REM stage. Once REM was observed, the scientists softly played sound cues associated with lucidity and with each rescripted dream. These cues can trigger a lucid dream and promote the rescripted dream scenario. One of the sound cues was a piano chord that participants had learned to associate with their new dream by listening to it while rehearsing their dream at bedtime. Another cue included a few words that captured their new dream, such as "calm" or "family."

"This research highlights a new orientation to sleep, opening the door to novel methods for fine-tuning sleep to try to enhance the benefits of sleep and perhaps make people more likely to wake up on the right side of the bed," said Paller, who also is the director of the Cognitive Neuroscience Program in the Weinberg College of Arts and Sciences at Northwestern.

Breakdown of the findings

At post-treatment, all participants rated their nightmares as less severe and less frequent, and for four of the six, nightmare severity even dipped below the cutoff for having nightmare disorder, Mundt said.

One participant in the TLR group didn't enter REM sleep, so no sound cues were delivered. The other two entered REM sleep during the nap, and one signaled being lucid by moving their eyes back and forth (as planned). The other participant did not signal they were lucid during REM, however, both recalled dreams that were similar to their rescripted dreams.

"When they were telling us about their dreams, they remembered similarities to the rescripted scenario," Mundt said. "This is really unique -- that after the TLR procedure they experienced aspects of the dream ideas they concocted -- since people undergoing CBT-N don't usually experience their rescripted dream."

Due to the small sample size, the scientists didn't compare the two groups (CBT-N vs. CBT-N plus TLR), Mundt said. Rather, this study provided a proof-of-concept demonstration that it is possible to adapt TLR for narcolepsy-related nightmares.

Participants described feeling less anxious and ashamed about nightmares following the treatment.

"It's empowering for them," Mundt said. "They're so surprised this works. It increases self-efficacy for managing their symptoms, and they describe how glad they are that this helped. It's really a game-changer, mentally."
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'Paleo-robots' to help scientists understand how fish started to walk on land | ScienceDaily
The transition from water to land is one of the most significant events in the history of life on Earth. Now, a team of roboticists, palaeontologists and biologists is using robots to study how the ancestors of modern land animals transitioned from swimming to walking, about 390 million years ago.


						
Writing in the journal Science Robotics, the research team, led by the University of Cambridge, outline how 'palaeo-inspired robotics' could provide a valuable experimental approach to studying how the pectoral and pelvic fins of ancient fish evolved to support weight on land.

"Since fossil evidence is limited, we have an incomplete picture of how ancient life made the transition to land," said lead author Dr Michael Ishida from Cambridge's Department of Engineering. "Palaeontologists examine ancient fossils for clues about the structure of hip and pelvic joints, but there are limits to what we can learn from fossils alone. That's where robots can come in, helping us fill gaps in the research, particularly when studying major shifts in how vertebrates moved."

Ishida is a member of Cambridge's Bio-Inspired Robotics Laboratory, led by Professor Fumiya Iida, the paper's senior author. The team is developing energy-efficient robots for a variety of applications, which take their inspiration from the efficient ways that animals and humans move.

With funding from the Human Frontier Science Program, the team is developing palaeo-inspired robots, in part by taking their inspiration from modern-day 'walking fish' such as mudskippers, and from fossils of extinct fish. "In the lab, we can't make a living fish walk differently, and we certainly can't get a fossil to move, so we're using robots to simulate their anatomy and behaviour," said Ishida.

The team is creating robotic analogues of ancient fish skeletons, complete with mechanical joints that mimic muscles and ligaments. Once complete, the team will perform experiments on these robots to determine how these ancient creatures might have moved.

"We want to know things like how much energy different walking patterns would have required, or which movements were most efficient," said Ishida. "This data can help confirm or challenge existing theories about how these early animals evolved."

One of the biggest challenges in this field is the lack of comprehensive fossil records. Many of the ancient species from this period in Earth's history are known only from partial skeletons, making it difficult to reconstruct their full range of movement.




"In some cases, we're just guessing how certain bones connected or functioned," said Ishida. "That's why robots are so useful -- they help us confirm these guesses and provide new evidence to support or rebut them."

While robots are commonly used to study movement in living animals, very few research groups are using them to study extinct species. "There are only a few groups doing this kind of work," said Ishida. "But we think it's a natural fit -- robots can provide insights into ancient animals that we simply can't get from fossils or modern species alone."

The team hopes that their work will encourage other researchers to explore the potential of robotics to study the biomechanics of long-extinct animals. "We're trying to close the loop between fossil evidence and real-world mechanics," said Ishida. "Computer models are obviously incredibly important in this area of research, but since robots are interacting with the real world, they can help us test theories about how these creatures moved, and maybe even why they moved the way they did."

The team is currently in the early stages of building their palaeo-robots, but they hope to have some results within the next year. The researchers say they hope their robot models will not only deepen understanding of evolutionary biology, but could also open up new avenues of collaboration between engineers and researchers in other fields.

The research was supported by the Human Frontier Science Program. Fumiya Iida is a Fellow of Corpus Christi College, Cambridge. Michael Ishida a Postdoctoral Research Associate at Gonville and Caius College, Cambridge.
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Paleontologists discover Colorado 'swamp dweller' that lived alongside dinosaurs | ScienceDaily
A team of paleontologists working near Rangely, Colorado, has uncovered a new (or, more accurately, very old) state resident -- a fossil mammal about the size of a muskrat that may have scurried through swamps during the Age of Dinosaurs.


						
The researchers, led by the University of Colorado Boulder's Jaelyn Eberle, published their findings Oct. 23 in the journal PLOS ONE.

Eberle and her colleagues named their discovery, which they identified from a piece of jawbone and three molar teeth, Heleocola piceanus. The animal lived in Colorado roughly 70 to 75 million years ago -- a time when a vast inland sea covered large portions of the American West. (Fittingly, "Heleocola" roughly translates to "swamp dweller" in Latin).

"Colorado is a great place to find fossils, but mammals from this time period tend to be pretty rare," said Eberle, curator of fossil vertebrates at the CU Museum of Natural History and professor in the Department of Geological Sciences. "So it's really neat to see this slice of time preserved in Colorado."

Compared to much larger dinosaurs living at the time like tyrannosaurs or the horned ancestors of Triceratops, the new fossil addition to Colorado might seem tiny and insignificant. But it was surprisingly large for mammals at the time, Eberle said.

She's also glad to see Rangely, which sits in the northwest corner of the state not far from Dinosaur National Monument, get its due.

"It's a small town, but, in my experience as a paleontologist, a lot of cool things come out of rural environments," Eberle said. "It's nice to see western Colorado have an exciting discovery."

Land meets water




That cool discovery helps to paint a more complete picture of a Colorado that would be all but unrecognizable to residents today.

Paleontologists John Foster and ReBecca Hunt-Foster, co-authors of the new study, have been coming to this part of the state to dig up fossils every summer for about 15 years. Seventy million years ago, it was a place where land met water. Here, creatures like turtles, duck-billed dinosaurs and giant crocodiles may have flourished in and around marshes and estuaries, gorging themselves on wetland vegetation, fish and more.

"The region might have looked kind of like Louisiana," said ReBecca Hunt-Foster, a paleontologist at Dinosaur National Monument in Utah and western Colorado. "We see a lot of animals that were living in the water quite happily like sharks, rays and guitarfish."

John Foster first remembers seeing the bit of mammal jaw emerge from a slab of sandstone that he collected from the site in 2016. The fossil measured about an inch long.

"I said, 'Holy cow, that's huge," said Foster, a scientist at the Utah Field House of Natural History State Park Museum in Vernal, Utah.

One big mammal

Eberle explained that before an asteroid killed off the non-avian dinosaurs 66 million years ago, mammals tended to be small -- most were about the size of today's mice or rats. She largely identifies them from the tiny teeth they left behind.




H. piceanus, in comparison, was positively huge. Eberle estimates that the animal, a cousin to modern-day marsupials, weighed 2 pounds or more, larger than most Late Cretaceous mammals. (It's not quite a record -- another fossil mammal from the same period, known as Didelphodon, may have weighed as much as 11 pounds). Based on H. piceanus' teeth, the mammal likely dined on plants with a few insects or other small animals mixed in.

While dinosaurs get all the glory, the new find is another reason why paleontologists shouldn't overlook ancient mammals. Small or not, they played an important role in Colorado's ecosystems in the Late Cretaceous.

"They're not all tiny," Eberle said. "There are a few animals emerging from the Late Cretaceous that are bigger than what we anticipated 20 years ago."

Hunt-Foster said that the Mountain West is a special place for anyone who loves fossils. She also urged people visiting public lands not to collect vertebrate fossils, such as dinosaurs, they may come across while hiking to avoid disturbing important scientific information. Instead, they should note the location, take a photo and alert a representative from a nearby museum or public land agency.

"We have scientists that come from all over the world specifically to study our fossils," she said. "We really are lucky."
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Listening skills bring human-like touch to robots | ScienceDaily
Imagine sitting in a dark movie theater wondering just how much soda is left in your oversized cup. Rather than prying off the cap and looking, you pick up and shake the cup a bit to hear how much ice is inside rattling around, giving you a decent indication of if you'll need to get a free refill.


						
Setting the drink back down, you wonder absent-mindedly if the armrest is made of real wood. After giving it a few taps and hearing a hollow echo however, you decide it must be made from plastic.

This ability to interpret the world through acoustic vibrations emanating from an object is something we do without thinking. And it's an ability that researchers are on the cusp of bringing to robots to augment their rapidly growing set of sensing abilities.

Set to be published at the Conference on Robot Learning (CoRL 2024) being held Nov. 6-9 in Munich, Germany, new research from Duke University details a system dubbed SonicSense that allows robots to interact with their surroundings in ways previously limited to humans.

"Robots today mostly rely on vision to interpret the world," explained Jiaxun Liu, lead author of the paper and a first-year Ph.D. student in the laboratory of Boyuan Chen, professor of mechanical engineering and materials science at Duke. "We wanted to create a solution that could work with complex and diverse objects found on a daily basis, giving robots a much richer ability to 'feel' and understand the world."

SonicSense features a robotic hand with four fingers, each equipped with a contact microphone embedded in the fingertip. These sensors detect and record vibrations generated when the robot taps, grasps or shakes an object. And because the microphones are in contact with the object, it allows the robot to tune out ambient noises.

Based on the interactions and detected signals, SonicSense extracts frequency features and uses its previous knowledge, paired with recent advancements in AI, to figure out what material the object is made out of and its 3D shape. If it's an object the system has never seen before, it might take 20 different interactions for the system to come to a conclusion. But if it's an object already in its database, it can correctly identify it in as little as four.




"SonicSense gives robots a new way to hear and feel, much like humans, which can transform how current robots perceive and interact with objects," said Chen, who also has appointments and students from electrical and computer engineering and computer science. "While vision is essential, sound adds layers of information that can reveal things the eye might miss."

In the paper and demonstrations, Chen and his laboratory showcase a number of capabilities enabled by SonicSense. By turning or shaking a box filled with dice, it can count the number held within as well as their shape. By doing the same with a bottle of water, it can tell how much liquid is contained inside. And by tapping around the outside of an object, much like how humans explore objects in the dark, it can build a 3D reconstruction of the object's shape and determine what material it's made from.

While SonicSense is not the first attempt to use this approach, it goes further and performs better than previous work by using four fingers instead of one, touch-based microphones that tune out ambient noise and advanced AI techniques. This setup allows the system to identify objects composed of more than one material with complex geometries, transparent or reflective surfaces, and materials that are challenging for vision-based systems.

"While most datasets are collected in controlled lab settings or with human intervention, we needed our robot to interact with objects independently in an open lab environment," said Liu. "It's difficult to replicate that level of complexity in simulations. This gap between controlled and real-world data is critical, and SonicSense bridges that by enabling robots to interact directly with the diverse, messy realities of the physical world."

These abilities make SonicSense a robust foundation for training robots to perceive objects in dynamic, unstructured environments. So does its cost; using the same contact microphones that musicians use to record sound from guitars, 3D printing and other commercially available components keeps the construction costs to just over $200.

Moving forward, the group is working to enhance the system's ability to interact with multiple objects. By integrating object-tracking algorithms, robots will be able to handle dynamic, cluttered environments -- bringing them closer to human-like adaptability in real-world tasks.

Another key development lies in the design of the robot hand itself. "This is only the beginning. In the future, we envision SonicSense being used in more advanced robotic hands with dexterous manipulation skills, allowing robots to perform tasks that require a nuanced sense of touch," Chen said. "We're excited to explore how this technology can be further developed to integrate multiple sensory modalities, such as pressure and temperature, for even more complex interactions."

This work was supported by the Army Research laboratory STRONG program (W911NF2320182, W911NF2220113) and DARPA's FoundSci program (HR00112490372) and TIAMAT (HR00112490419).

CITATION: "SonicSense: Object Perception from In-Hand Acoustic Vibration," Jiaxun Liu, Boyuan Chen. Conference on Robot Learning, 2024. ArXiv version available at: 2406.17932v2 and on the General Robotics Laboratory website.
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With 'electro-agriculture,' plants can produce food in the dark and with 94% less land, bioengineers say | ScienceDaily
Photosynthesis, the chemical reaction that enables almost all life on Earth, is extremely inefficient at capturing energy -- only around 1% of light energy that a plant absorbs is converted into chemical energy within the plant. In a perspective paper publishing October 23 in the Cell Press journal Joule, bioengineers propose a radical new method of food production that they call "electro-agriculture." The method essentially replaces photosynthesis with a solar-powered chemical reaction that more efficiently converts CO2 into an organic molecule that plants would be genetically engineered to "eat." The researchers estimate that if all food in the US were produced using electro-agriculture, it would reduce the amount of land needed for agriculture by 94%. The method could also be used to grow food in space.


						
"If we don't need to grow plants with sunlight anymore, then we can decouple agriculture from the environment and grow food in indoor, controlled environments," says corresponding author and biological engineer Robert Jinkerson of University of California, Riverside. "I think that we need to move agriculture into the next phase of technology, and producing it in a controlled way that is decoupled from nature has to be the next step."

Electro-agriculture would mean replacing agricultural fields with multi-story buildings. Solar panels on or near the buildings would absorb the sun's radiation, and this energy would power a chemical reaction between CO2 and water to produce acetate -- a molecule similar to acetic acid, the main component in vinegar. The acetate would then be used to feed plants that are grown hydroponically. The method could also be used to grow other food-producing organisms, since acetate is naturally used by mushrooms, yeast, and algae.

"The whole point of this new process to try to boost the efficiency of photosynthesis," says senior author Feng Jiao, an electrochemist at Washington University in St. Louis. "Right now, we are at about 4% efficiency, which is already four times higher than for photosynthesis, and because everything is more efficient with this method, the CO2 footprint associated with the production of the food becomes much smaller."

To genetically engineer acetate-eating plants, the researchers are taking advantage of a metabolic pathway that germinating plants use to break down food stored in their seeds. This pathway is switched off once plants become capable of photosynthesis, but switching it back on would enable them to use acetate as a source of energy and carbon.

"We're trying to turn this pathway back on in adult plants and reawaken their native ability to utilize acetate," says Jinkerson. "It's analogous to lactose intolerance in humans -- as babies we can digest lactose in milk, but for many people that pathway is turned off when they grow up. It's kind of the same idea, only for plants."

The team is focusing their initial research on tomatoes and lettuce but plan to move on to high-calorie staple crops such as cassava, sweet potatoes, and grain crops in future. Currently, they've managed to engineer plants that can use acetate in addition to photosynthesis, but they ultimately aim to engineer plants that can obtain all of their necessary energy from acetate, meaning that they would not need any light themselves.

"For plants, we're still in the research-and-development phase of trying to get them to utilize acetate as their carbon source, because plants have not evolved to grow this way, but we're making progress," says Jinkerson. "Mushrooms and yeast and algae, however, can be grown like this today, so I think that those applications could be commercialized first, and plants will come later down the line."

The researchers also plan to continue refining their method of acetate production to make the carbon-fixation system even more efficient.

"This is just the first step for this research, and I think there's a hope that its efficiency and cost will be significantly improved in the near future," says Jiao.
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Researchers use the sounds of healthy coral reefs to encourage growth of a new species of coral larvae | ScienceDaily
Healthy coral reefs echo with a chorus of grunts and purrs from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Larval corals use these sounds as cues to decide where to choose a home.


						
The researchers found that now a second species of coral larvae responded to the sounds of a healthy reef played through a speaker, indicating 'acoustic enrichment' encourages coral to settle and has the potential to be a widely applicable method among coral species for reef restoration.

Golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours in the water. After that window, the sound had little effect.

Coral reefs support more than a quarter of all marine animals, protect coastlines from strong waves and storms, and provide food and tourism opportunities for millions of people around the world. Researchers estimate that 25% of all coral reefs have been lost in the last 30 years.

Coral reefs worldwide are in trouble. These ecosystems support a billion people and more than a quarter of marine species. Still, many have been damaged by unsustainable fishing and tourism, coastal construction, nutrient runoff, and climate change. Now, researchers have shown that broadcasting the sounds of healthy reefs is a way to encourage larval corals to repopulate degraded sites and help revitalize them.

A recent study done by researchers at the Woods Hole Oceanographic Institution (WHOI) showed that golfball coral larvae can be encouraged to settle when they hear the sounds of a vibrant, healthy reef. This is the second coral species to demonstrate a responsiveness to sound, indicating that this technique has the potential to be a widely applicable tool for reef restoration.

"Acoustic enrichment is continuing to show promise as a technique in the field and in the lab to enhance coral settlement rates," said Nadege Aoki, a doctoral candidate at WHOI and first author of the recently published paper in JASA Express Letters. "There is a very limited pool of species that have had any kind of acoustic work done with them so far, and this is the second one where the corals have responded to replayed sound and settled."

During the larval stage of their life, corals drift or swim through the water looking for the right place to settle. To decide where they should attach to the seabed and mature into their stationary adult forms, coral larvae may rely on cues from chemicals, light, and -- as Aoki and her colleagues demonstrated previously and in this study -- sounds. Healthy coral reefs echo with a chorus of purrs and grunts from fish feeding, looking for mates, or defending their territories, underscored by the persistent crackling of snapping shrimp. Damaged or degraded reefs are much quieter, and it appears that some coral larvae can tell the difference.




In July of 2022, Aoki and her colleagues collected larvae from Favia fragum -- commonly known as golfball coral -- in the U.S. Virgin Islands. They divided the larvae into cups and set them up in two quiet, sandy bays off the southeastern coast of St. John: Great Lameshur Bay and Grootpan Bay. At Great Lameshur, the researchers placed the cups of larvae one meter away from a solar-powered speaker playing sounds recorded at the nearby Tektite reef, which is considered relatively healthy and noisy. The researchers used the same setup in Grootpan Bay, but the speakers only played silence or sounds recorded in Grootpan.

At each site, half of the larvae cups were in the water for 24 hours and half for 48 hours. After 24 hours, none of the larvae at the control site had settled to the bottom of their cups, but about 30% of the larvae hearing the sounds of a healthy reef had settled. After 48 hours, the settlement rates at both sites were much higher and roughly equivalent -- around 73% at Great Lameshur and 85% at Grootpan.

The sample sizes at both time intervals were too small for the results to be statistically significant. However, the researchers also conducted a similar experiment in fiberglass aquarium tanks. In the tanks, they checked for larval settlement after 24 and 72 hours of sound exposure. Combining these results, they found that golfball coral larvae settled at significantly higher rates when exposed to the sounds of a healthy reef during their first 36 hours. After that window, the larvae settled at basically the same rate, regardless of what they were hearing.

"Acoustic enrichment worked for 36 hours or so," said Aran Mooney, a marine biologist at WHOI and senior author of the paper. "After that, they seem desperate to settle, and healthy cues become less important."

Golfball coral have a relatively short window of viability in their larval stage. They don't have the resources to float around for weeks searching for the ideal spot; they want to settle in 8 to 36 hours after they are released into the water, Mooney said. The researchers found that sound cues are most effective while the larvae have the resources to be picky -- once they run out of time, they'll settle just about anywhere.

"We're getting at some of the nuances of coral biology," Aoki said. "There's a huge range of reproductive strategies that corals use and different species have different larval periods. We're opening up this broad realm of questions about how responsiveness to sound will vary between species."

The work also demonstrates that corals will respond to auditory cues even in tanks, where sound reflections, aerators, and water filters make the acoustics less than ideal. It can be tricky to get corals to reproduce and settle in tanks, sometimes taking months to get everything just right. Adding healthy reef sounds might facilitate that process in land-based nurseries. There isn't likely to be a single solution that works for every coral species in every part of the world, but the researchers hope that acoustic enrichment, applied with an understanding of the local ecology and coral biology, will prove to be an effective tool for coral restoration.




"Finding a second species settling in response to sound shows that this isn't just a one-off, and maybe we can really scale this up," Mooney said. "But we can't just throw a speaker over the side of a boat and think it's going to work. We have to know the system and it has to be integrated with other conservation and restoration efforts."

This research was supported by the Vere and Oceankind Foundations, the National Science Foundation, and WHOI's Reef Solutions Initiative.
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Physicists discover first 'black hole triple' | ScienceDaily
Many black holes detected to date appear to be part of a pair. These binary systems comprise a black hole and a secondary object -- such as a star, a much denser neutron star, or another black hole -- that spiral around each other, drawn together by the black hole's gravity to form a tight orbital pair.


						
Now a surprising discovery is expanding the picture of black holes, the objects they can host, and the way they form.

In a study appearing in Nature, physicists at MIT and Caltech report that they have observed a "black hole triple" for the first time. The new system holds a central black hole in the act of consuming a small star that's spiraling in very close to the black hole, every 6.5 days -- a configuration similar to most binary systems. But surprisingly, a second star appears to also be circling the black hole, though at a much greater distance. The physicists estimate this far-off companion is orbiting the black hole every 70,000 years.

That the black hole seems to have a gravitational hold on an object so far away is raising questions about the origins of the black hole itself. Black holes are thought to form from the violent explosion of a dying star -- a process known as a supernova, by which a star releases a huge amount of energy and light in a final burst before collapsing into an invisible black hole.

The team's discovery, however, suggests that if the newly-observed black hole resulted from a typical supernova, the energy it would have released before it collapsed would have kicked away any loosely bound objects in its outskirts. The second, outer star, then, shouldn't still be hanging around.

Instead, the team suspects the black hole formed through a more gentle process of "direct collapse," in which a star simply caves in on itself, forming a black hole without a last dramatic flash. Such a gentle origin would hardly disturb any loosely bound, faraway objects.

Because the new triple system includes a very far-off star, this suggests the system's black hole was born through a gentler, direct collapse. And while astronomers have observed more violent supernovae for centuries, the team says the new triple system could be the first evidence of a black hole that formed from this more gentle process.




"We think most black holes form from violent explosions of stars, but this discovery helps call that into question," says study author Kevin Burdge, a Pappalardo Fellow in the MIT Department of Physics. "This system is super exciting for black hole evolution, and it also raises questions of whether there are more triples out there."

The study's co-authors at MIT are Erin Kara, Claude Canizares, Deepto Chakrabarty, Anna Frebel, Sarah Millholland, Saul Rappaport, Rob Simcoe, and Andrew Vanderburg, along with Kareem El-Badry at Caltech.

Tandem motion

The discovery of the black hole triple came about almost by chance. The physicists found it while looking through Aladin Lite, a repository of astronomical observations, aggregated from telescopes in space and all around the world. Astronomers can use the online tool to search for images of the same part of the sky, taken by different telescopes that are tuned to various wavelengths of energy and light.

The team had been looking within the Milky Way galaxy for signs of new black holes. Out of curiosity, Burdge reviewed an image of V404 Cygni -- a black hole about 8,000 light years from Earth that was one of the very first objects ever to be confirmed as a black hole, in 1992. Since then, V404 Cygni has become one of the most well-studied black holes, and has been documented in over 1,300 scientific papers. However, none of those studies reported what Burdge and his colleagues observed.

As he looked at optical images of V404 Cygni, Burdge saw what appeared to be two blobs of light, surprisingly close to each other. The first blob was what others determined to be the black hole and an inner, closely orbiting star. The star is so close that it is shedding some of its material onto the black hole, and giving off the light that Burdge could see. The second blob of light, however, was something that scientists did not investigate closely, until now. That second light, Burdge determined, was most likely coming from a very far-off star.




"The fact that we can see two separate stars over this much distance actually means that the stars have to be really very far apart," says Burdge, who calculated that the outer star is 3,500 astronomical units (AU) away from the black hole (1 AU is the distance between the Earth and sun). In other words, the outer star is 3,500 times father away from the black hole as the Earth is from the sun. This is also equal to 100 times the distance between Pluto and the sun.

The question that then came to mind was whether the outer star was linked to the black hole and its inner star. To answer this, the researchers looked to Gaia, a satellite that has precisely tracked the motions of all the stars in the galaxy since 2014. The team analyzed the motions of the inner and outer stars over the last 10 years of Gaia data and found that the stars moved exactly in tandem, compared to other neighboring stars. They calculated that the odds of this kind of tandem motion are about one in 10 million.

"It's almost certainly not a coincidence or accident," Burdge says. "We're seeing two stars that are following each other because they're attached by this weak string of gravity. So this has to be a triple system."

Pulling strings

How, then, could the system have formed? If the black hole arose from a typical supernova, the violent explosion would have kicked away the outer star long ago.

"Imagine you're pulling a kite, and instead of a strong string, you're pulling with a spider web," Burdge says. "If you tugged too hard, the web would break and you'd lose the kite. Gravity is like this barely bound string that's really weak, and if you do anything dramatic to the inner binary, you're going to lose the outer star."

To really test this idea, however, Burdge carried out simulations to see how such a triple system could have evolved and retained the outer star.

At the start of each simulation, he introduced three stars (the third being the black hole, before it became a black hole). He then ran tens of thousands of simulations, each one with a slightly different scenario for how the third star could have become a black hole, and subsequently affected the motions of the other two stars. For instance, he simulated a supernova, varying the amount and direction of energy that it gave off. He also simulated scenarios of direct collapse, in which the third star simply caved in on itself to form a black hole, without giving off any energy.

"The vast majority of simulations show that the easiest way to make this triple work is through direct collapse," Burdge says.

In addition to giving clues to the black hole's origins, the outer star has also revealed the system's age. The physicists observed that the outer star happens to be in the process of becoming a red giant -- a phase that occurs at the end of a star's life. Based on this stellar transition, the team determined that the outer star is about 4 billion years old. Given that neighboring stars are born around the same time, the team concludes that the black hole triple is also 4 billion years old.

"We've never been able to do this before for an old black hole," Burdge says. "Now we know V404 Cygni is part of a triple, it could have formed from direct collapse, and it formed about 4 billion years ago, thanks to this discovery."

This work was supported, in part, by the National Science Foundation.
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From Catwoman to Han Solo, newly discovered wasps named after famous thieves | ScienceDaily
Twenty-two new species of gall wasps have been identified and named for the first time, thanks to new research led by a Penn State College of Agricultural Sciences graduate student.


						
The study, which includes the new names and descriptions of each species along with an identification guide, recently was published in the journal Zootaxa and nearly doubles the number of known species in this genus of wasps.

The tiny wasps -- which live in small structures called galls that they steal from other wasps -- were named after famous thieves and tricksters in history, mythology and pop culture, the researchers said.

For example, they named one wasp after Prometheus, a titan in Greek mythology who stole fire from the gods and brought it to humanity. The researchers said they felt that the wasp's fiery red coloring made it a natural fit for the name.

Louis Nastasi, doctoral student of entomology at Penn State and lead author on the paper, said now that the species have been properly identified, it opens the door for more research on the wasps, which are relatively understudied.

"By naming these species, we give other researchers an anchor they can carry forward to other studies because now they can identify wasps that were previously unknown," he said. "It provides a base and a tool kit for future work that could help us understand these species and their ecosystems more broadly."

The research stemmed from a separate study by another team -- which also co-authored the current study -- focused on the evolution of gall wasps. Despite having DNA data from multiple wasps, the researchers were unable to pinpoint which species they were actually dealing with. The team, which has had a long-standing collaboration with Nastasi, re-connected with him at the International Plant Gall Symposium, spurring a discussion about the mystery.




"I ended up in conversation with Andrew Forbes, who's the leader of the University of Iowa team, and he told me about the difficulties they were having," Nastasi said. "And since my area of expertise is species identification, description and diagnosis of these tiny wasps, he asked if it would be possible for me to get involved and figure out what exactly is going on."

Upon receiving the wasp samples, Nastasi said he realized that the reason the other researchers were having a difficult time identifying them was because those particular species had never been officially discovered and named.

To begin, Nastasi combined biological and molecular information on the species from the team's previous study with his own morphological analysis, which looks at the anatomy and physical characteristics of the insects.

Nastasi said it was essential to use each of these three types of data, as having just molecular data or just looking at the insects' physical appearance would not be enough to properly separate one species from another.

"We found that some of the insects thought to be one single species were actually two independent species, and that using only the molecular data did not sufficiently separate them into multiple species," he said. "We had to combine that information with this new morphological analysis, and then by combining those types of data, it allowed us to get a clear vision of what each of these species are."

Once the wasps were properly categorized into species, Nastasi said it was time to assign them names.




One wasp was named Ceroptres selinae -- inspired by Selina Kyle, better known as Catwoman from DC Comics. Another was named Ceroptres bruti, after Marcus Junius Brutus -- the Roman politician who infamously betrayed Julius Caesar. A third was named Ceroptres soloi -- after Hans Solo, a smuggler and thief portrayed by Harrison Ford in the Stars Wars movies.

"We tried to get a little more personal than just matching a list of names to a list of species," Nastasi said. "It's definitely fun to hypothesize why a name is suited to a certain species. A lot of effort goes into identifying these species and there's a lot of art in choosing a good species name, so it was exciting to exemplify that and really carefully select names for these new species."

The study is just the beginning of understanding this group of wasps, which is going to take a lot more research to unlock, Nastasi said. While many other unknown species of gall wasps have been collected, many are waiting in drawers in museums for someone to begin the identification process.

Additionally, little is known about the biology of these wasps, he added, so future studies could focus on furthering knowledge about their life cycle, for example.

"We know they live in these galls, we know which galls they live in, but there's still so much we don't know," Nastasi said. "For instance, how do they actually use the contents of the gall to feed themselves? It's going to be interesting to see how our new species inform both future species discovery studies and research on the wasps themselves."

Contributing to the research were Cecil Smith, Charles Davis and Andrew Deans, Frost Entomological Museum, Penn State; Anna Ward, Guerin Brown and Andrew Forbes, University of Iowa; Y. Miles Zhang, University of Edinburgh; Chris Friesen, Manitoba Conservation Data Centre; and Shannon Rollins and Carly Tribull, Farmingdale State College.

The U.S. National Science Foundation, Society for Systematic Biologists, Erickson Discovery Grant at Penn State, Center for Global and Regional Environmental Research and University of Iowa helped support this research.
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Evolution in action: How ethnic Tibetan women thrive in thin oxygen at high altitudes | ScienceDaily
Breathing thin air at extreme altitudes presents a significant challenge -- there's simply less oxygen with every lungful. Yet, for more than 10,000 years, Tibetan women living on the high Tibetan Plateau have not only survived but thrived in that environment.


						
A new study led by Cynthia Beall, Distinguished University Professor Emerita at Case Western Reserve University, answers some of those questions. The new research, recently published in the journal Proceedings of the National Academy of Sciences of the United States of America(PNAS), reveals how the Tibetan women's physiological traits enhance their ability to reproduce in such an oxygen-scarce environment.

The findings, Beall said, not only underscore the remarkable resilience of Tibetan women but also provide valuable insights into the ways humans can adapt in extreme environments. Such research also offers clues about human development, how we might respond to future environmental challenges, and the pathobiology of people with illnesses associated with hypoxia at all altitudes.

"Understanding how populations like these adapt," Beall said, "gives us a better grasp of the processes of human evolution."

The study

Beall and her team research studied 417 Tibetan women age 46 to 86 who live between 12,000 and 14,000 feet above sea level in location in Upper Mustang, Nepal on the southern edge of the Tibetan Plateau.

They collected data on the women's reproductive histories, physiological measurements, DNA samples and social factors. They wanted to understand how oxygen delivery traits in the face of high-altitude hypoxia (low levels of oxygen in the air and the blood) influence the number of live births -- a key measure of evolutionary fitness.




Adaptation into thin air

They discovered that the women who had the most children had a unique set of blood and heart traits that helped their bodies deliver oxygen. Women reporting the most live births, had levels of hemoglobin, the molecule that carries oxygen, near the sample's average, but their oxygen saturation was higher, allowing more efficient oxygen delivery to cells without increasing blood viscosity; the thicker the blood, the more strain on the heart.

"This is a case of ongoing natural selection," said Beall, also the university's Sarah Idell Pyle Professor of Anthropology. "Tibetan women have evolved in a way that balances the body's oxygen needs without overworking the heart."

A window into human evolution

Beall's interdisciplinary research team, which included longtime collaborators Brian Hoit and Kingman Strohl, from the Case Western Reserve School of Medicine, and other U.S. and international researchers, conducted fieldwork in 2019. The team worked closely with local communities in the Nepal Himalayas, hiring local women as research assistants and collaborating with community leaders.

One genetic trait they studied likely originated from the Denisovans who lived In Siberia about 50,000 years ago; their descendants later migrated onto the Tibetan Plateau. The trait is a variant of the EPAS1 gene that is unique to populations indigenous to the Tibetan Plateau and regulates hemoglobin concentration. Other traits, such as increased blood-flow to the lungs and wider heart ventricles, further enhanced oxygen delivery. These traits contributed to greater reproductive success, offering insight into how humans adapt to lifelong levels of low oxygen in the air and their bodies.
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People hate stories they think were written by AI: Even if they were written by people | ScienceDaily
Stories written by the latest version of ChatGPT were nearly as good as those written by human authors, according to new research on the narrative skills of artificial intelligence.


						
But when people were told a story was written by AI -- whether the true author was an algorithm or a person -- they rated the story poorly, a sign that people distrust and dislike AI-generated art.

"People don't like when they think a story is written by AI, whether it was or not," said Haoran "Chris" Chu, Ph.D., a professor of public relations at the University of Florida and co-author of the new study. "AI is good at writing something that is consistent, logical and coherent. But it is still weaker at writing engaging stories than people are."

The quality of AI stories could help people like public health workers create compelling narratives to reach people and encourage healthy behaviors, such as vaccination, said Chu, an expert in public health and science communication. Chu and his co-author, Sixiao Liu, Ph.D., of the University of Central Florida, published their findings Sept. 13 in the Journal of Communication.

The researchers exposed people to two different versions of the same stories. One was written by a person and the other by ChatGPT. Survey participants then rated how engaged they were with the stories.

To test how people's beliefs about AI influenced their ratings, Chu and Liu changed how the stories were labeled. Sometimes the AI story was correctly labeled as written by a computer. Other times people were told it was written by a human. The human-authored stories also had their labels swapped.

The surveys focused on two key elements of narratives: counterarguing -- the experience of picking a story apart -- and transportation. These two story components work at odds with one another.

"Transportation is a very familiar experience," Chu said. "It's the feeling of being so engrossed in the narrative you don't feel the sticky seats in the movie theater anymore. Because people are so engaged, they often lower their defenses to the persuasive content in the narrative and reduce their counterarguing."

While people generally rated AI stories as just as persuasive as their human-authored counterparts, the computer-written stories were not as good as transporting people into the world of the narrative.

"AI does not write like a master writer. That's probably good news for people like Hollywood screenwriters -- for now," Chu said.
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Unexpected beauty, major antimicrobial power boost as phages form into surprising flower shapes | ScienceDaily
A group of McMaster researchers who routinely work with bacteriophages -- viruses that eat bacteria -- had a pleasant and potentially very important surprise while preparing slides to view under a powerful microscope.


						
After treating samples of what are informally called phages so they could be viewed alive under an electron microscope, the researchers were surprised to see they had joined together into three-dimensional shapes that look like sunflowers, but only two-tenths of a millimetre across.

With a little prompting, nature had served up the very kind of structure experts in their field have been trying for decades to construct artificially -- one that turns out to be 100 times more efficient than unlinked phages at finding elusive bacterial targets.

Being able to create such structures opens possibilities for the detection and treatment of many forms of disease, all using natural materials and processes, the researchers say.

Their work is explained in a newly published article in the journal Advanced Functional Materials.

The initial discovery was a happy accident flowing from everyday laboratory work.

Rather than expose the sample phages to typical preparation processes, which involve temperatures or solvents that kill viruses, lead author Lei Tian and his colleagues had elected to treat them with high-pressure carbon dioxide instead. Tian, now a principal investigator at Southeast University in China, led the research while he was a PhD student and later a post-doctoral research fellow at McMaster.




While the researchers are used to seeing the microscopic viruses do amazing things, after the treatment they were stunned to see the phages had grouped together in such complex, natural and very useful forms.

"We were trying to protect the structure of this beneficial virus," Tian says. "That was the technical challenge we were trying to overcome. What we got was this amazing structure, which was made by nature itself."

The researchers captured images of the formations using the facilities of the Canadian Centre for Electron Microscopy, located at McMaster, and spent the last two years unlocking the process and showing how the new structures can serve very useful purposes in science and medicine.

"It was an accidental discovery," says the paper's corresponding author Tohid Didar, a mechanical engineer who holds the Canada Research Chair in Nano-biomaterials. "When we took them out of the high-pressure chamber and saw these beautiful flowers, it completely blew our minds. It took us two years to discover how and why this happened and opened the door to being able to create similar structures with other protein-based materials."

In. recent years, researchers in the lab of senior author Zeinab Hosseinidoust, a chemical and biomedical engineer who holds the Canada Research Chair in Bacteriophage Bioengineering, have made significant inroads in phage research by making it possible able to prompt the beneficial viruses to connect together like a living, microscopic fabric, and even to form a gel that is visible to the naked eye, opening new vistas for their application -- particularly in detecting and fighting infection.

Before the more recent discovery, though, it had not been possible to give the material shape and depth, which it now has through the wrinkles, peaks and crevices of the flower-like structures.




"This is really about building with nature," says Hosseinidoust. "This kind of beautiful, wrinkled structure is ubiquitous in nature. The mechanical, optical and biological properties of this kind of structure have inspired engineers over decades to build these kinds of structures artificially, in the hope of getting the same kind of properties out of them."

Now that they have triggered such a transformation and successfully duplicated the process, the researchers are marvelling at the collective efficiency the phages achieve by joining together and taking such forms, and they are exploring ways to use the same properties.

The porous, flower-like phage structures are 100 times better than their unlinked counterparts at finding scattered, diffuse targets even in complex environments, a fact the authors were able to prove by blending them with DNAzymes created by their colleagues in infectious disease research and using the blossom-like formations to find low concentrations of Legionella bacteria in water from commercial cooling towers.

Bacteriophages are re-emerging as treatments for many forms of infection, because they can be programmed to target specific bacteria while leaving others alone.

Work in the field had dropped off after the introduction of penicillin in the middle of the last century, but as antimicrobial resistance continues to erode the effectiveness of existing antibiotics, engineers and scientists, including the McMaster researchers, are returning their attention to phages.

The discovery of the process that causes them to link into flower shapes can boost their already impressive properties, both for finding and killing targeted bacteria, but also for serving as scaffolding for other beneficial microorganisms and materials.

"Nature is so powerful and so intelligent. As engineers, it's our job to learn how it works, so we can harness processes like this and put them to use," says Hosseinidoust.

"The possibilities are endless, because now we can make structures using biological building blocks."
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Rare fossils of extinct elephant document the earliest known instance of butchery in India | ScienceDaily
During the late middle Pleistocene, between 300 and 400 thousand years ago, at least three ancient elephant relatives died near a river in the Kashmir Valley of South Asia. Not long after, they were covered in sediment and preserved along with 87 stone tools made by the ancestors of modern humans.


						
The remains of these elephants were first discovered in 2000 near the town of Pampore, but the identity of the fossils, cause of death and evidence of human intervention remained unknown until now.

A team of researchers including Advait Jukar, a curator of vertebrate paleontology at the Florida Museum of Natural History, published two new papers on fossils from the Pampore site. In one, researchers describe their discovery of elephant bone flakes which suggests that early humans struck the bones to extract marrow, an energy-dense fatty tissue. The findings are the earliest evidence of animal butchery in India.

The fossils themselves are also rare. In a second study the researchers described the bones, which belong to an extinct genus of elephants called Palaeoloxodon, whose members were more than twice the weight of today's African elephants. Only one set of Palaeoloxodon bones for this species had been discovered previously, and the fossils from this study are by far the most complete.

To date, only one fossil hominin -- the Narmada human -- has ever been found on the Indian subcontinent. Its mix of features from older and more recent hominin species indicate the Indian subcontinent must have played an important role in early human dispersal. Prior to the fossil's discovery in 1982, paleontologists only had stone tool artifacts to give a rough sketch of our ancestors' presence on the subcontinent.

"So, the question is, who are these hominins? What are they doing on the landscape and are they going after big game or not?" Jukar asked. "Now we know for sure, at least in the Kashmir Valley, these hominins are eating elephants."

The stone tools likely used for marrow extraction at the Pampore site were made with basalt, a type of rock not found in the local area. Paleontologists believe the raw materials were brought from elsewhere before being fully knapped, or shaped, at the site. Based on the method of construction, they concluded that the site and the tools were 300,000 to 400,000 years old.




Previously, the earliest evidence of butchery in India dated back less than ten thousand years.

"It might just be that people haven't looked closely enough or are sampling in the wrong place," Jukar said. "But up until now, there hasn't been any direct evidence of humans feeding on large animals in India."

Most of the Pampore site's elephant remains came from one mature male Palaeoloxodon. The inside of its skull showed abnormal bone growth that likely resulted from a chronic sinus infection.

While it was clear that early humans exploited the carcass, there was no direct evidence of hunting, such as spear points lodged in the bones. The hominins could have killed the elephant or simply found the carcass after it died of natural causes -- weakened by its chronic sinus infection, the elephant could possibly have gotten stuck in the soft sediments near the Jhelum River, where paleontologists eventually found it.

The Palaeoloxodon skull is the most complete specimen of its genus found on the Indian subcontinent. Researchers identified it as belonging to the extinct elephant Palaeoloxodon turkmenicus, fossils of which have only been found on one other occasion, in 1955. This earliest fossil was of a partial skull fragment from Turkmenistan. While it looked different from other members of the genus Palaeoloxodon, there wasn't enough material to determine with certainty whether it was, in fact, a separate species.

"The problem with Palaeoloxodon is that their teeth are largely indistinguishable between species. So, if you find an isolated tooth, you really can't tell what species of Palaeoloxodon it belongs to," Jukar said. "You have to look at their skulls."

Fortunately, the Pampore specimen's hyoids -- bones at the back of the throat that attach to the tongue -- were still intact. Hyoids are fragile but distinctive between species, providing a special tool for taxonomizing.




Palaeoloxodon originated in Africa about a million years ago before dispersing into Eurasia. Many species in the genus are known for having an unusually large forehead unlike that of any living elephant species, with a crest that that bulges out over their nostrils. Earlier species of Palaeoloxodon from Africa, however, do not have the bulge. Meanwhile, P. turkmenicus is somewhere in between, with an expanded forehead with no crest.

"It shows this kind of intermediate stage in Palaeoloxodon evolution," Jukar said. "The specimen could help paleontologists fill in the story of how the genus migrated and evolved."

Given that hominins have been eating meat for millions of years, Jukar suspects that a lot more evidence of butchery is simply waiting to be found.

"The thing I've come to realize after many years is that you just need a lot more effort to go and find the sites, and you need to essentially survey and collect everything," he said. "Back in the day when people collected fossils, they only collected the good skulls or limb bones. They didn't collect all the shattered bone, which might be more indicative of flakes or breakage made by people."

The stone tool and elephant butchery study was published in Quaternary Science Reviews.

The taxonomy study was published in the Journal of Vertebrate Paleontology.
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Creating a simplified form of life | ScienceDaily
It is one of the most fundamental questions in science: how can lifeless molecules come together to form a living cell? Bert Poolman, Professor of Biochemistry at the University of Groningen, has been working on this problem for over twenty years. He aims to understand life by trying to reconstruct it; he is building simplified artificial versions of biological systems that can be used as components for a synthetic cell. Poolman recently published two papers in Nature Nanotechnology and Nature Communications. In the first paper, he describes a system for energy conversion and cross-feeding of products of this reaction between synthetic cells, while he describes a system for concentrating and converting nutrients in cells in the second paper.


						
Six Dutch research institutes are collaborating in the consortium BaSyc (Building a Synthetic Cell) to build the elements needed for a synthetic cell. Poolman's group has been working on energy conversion. The real-life equivalents he aims to replicate are mitochondria, the 'energy factories' of the cell. These use the molecule ADP to produce ATP, which is the standard 'fuel' that cells require to function. When ATP is converted back into ADP, the energy is released and used to drive other processes.

Artificial energy factories

'Instead of the hundreds of components of mitochondria, our system for energy conversion uses just five,' says Poolman. 'We set out to simplify it as much as possible.' This may sound odd, as evolution has done a great job of producing functional systems. 'However, evolution is a one-way street, it builds on existing components and this often makes the outcome very complex,' explains Poolman. An artificial replica, on the other hand, can be designed with a specific outcome in mind.

The five components were placed inside vesicles, tiny cell-like sacs, that can absorb ADP as well as the amino acid arginine from the surrounding fluid. The arginine is 'burned' (deaminated) and thus provides the energy to produce ATP, which is secreted from the vesicle. 'Of course, the simplification comes at a price: we can only use arginine as the energy source, while cells use all kinds of different molecules, such as amino acids, fats, and sugars.'

Next, the Poolman group designed a second vesicle that is able to absorb the secreted ATP and use it to drive an energy-consuming reaction. The energy is provided by turning ATP back into ADP, which is then secreted and can be absorbed by the first vesicle, closing the loop. Such a cycle of ATP production and use is the foundation of metabolism in every living cell and drives the 'machinery' for energy-consuming reactions such as growth, cell division, protein synthesis, DNA replication, and more.

An artificial pumping system

The second module that Poolman created was a bit different: a vesicle in which a chemical process causes the interior to build up a negative charge and, in doing so, form an electrical potential, similar to that of an electronic circuit. The electrical potential is used to couple charge movement to the accumulation of nutrients inside the vesicle, which is carried out by transporters. These proteins in the membrane of the vesicle work a bit like a water wheel: positively charged protons 'flow' through it from outside the vesicle to the negatively charged interior. This flow drives the transporter, which in this case imports a sugar molecule, lactose. Again, this is a very common process in living cells, requiring many components that Poolman and his team mimicked with just two components.




When he submitted a paper describing this system, a reviewer asked if he couldn't do something with the lactose that is being transported, as cells use nutrients like this to produce useful building blocks. Poolman took up the challenge and added three more enzymes to the system, which oxidized the sugar and enabled production of the coenzyme NADH. 'This helper molecule plays an essential role in the proper functioning of all cells,' explains Poolman. 'And by adding NADH production, we have shown that it is feasible to expand the system.'

But what about the synthetic cell?

Having a simplified synthetic equivalent of two key features of life is fascinating, but many more steps need to be integrated to form an autonomously growing and dividing synthetic cell. 'The next step we want to take is adding our metabolic energy producing systems to a synthetic cell division system created by colleagues,' says Poolman.

The BaSyc programme is entering its final years; funding for a new programme has recently been secured. A large consortium of Dutch groups, in which Poolman is one of the leading scientists, received 40 million euros to create life from non-living modules. This EVOLF project is set to run for another ten years and aims to find out how many more lifeless modules can come together and create living cells. 'Ultimately, this would give us a blueprint for life, something that is currently lacking in biology,' concludes Poolman. 'This may eventually have all kinds of applications, but will also help us to better understand what life is.'
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Plant guard cells can count environmental stimuli | ScienceDaily
Plants control their water consumption via adjustable pores (stomata), which are formed from pairs of guard cells. They open their stomata when there is a sufficient water supply and enough light for carbon dioxide fixation through photosynthesis. In the dark and in the absence of water, however, they initiate the closing of the pores.


						
SLAC/SLAH-type anion channels in the guard cells are of central importance for the regulation of the stomata. This has been shown by the group of Professor Rainer Hedrich, biophysicist at Julius-Maximilians-Universitat (JMU) Wurzburg in Bavaria, Germany.

The anion channels are activated by calcium signals, which in turn are caused by environmental stimuli, such as a lack of water and nutrients, soil salinisation or infestation by pathogens. These calcium signals occur in different forms depending on the stimulus. Scientists therefore also refer to them as calcium signatures. A frequently occurring signature is the so-called calcium transient, a rapid, temporary increase in the calcium concentration in the cells.

Calcium Transient Follows All-or-nothing law

How much information is contained in a calcium transient? To answer this question, Hedrich's team has now used an optogenetic method with novel model plants that have been equipped with light-activated calcium channels: Light pulses can be used to generate calcium signals in the guard cells of these plants and analyse the cellular response.

'We were quite surprised that light pulses of 0.1, one and ten seconds duration generated almost identical calcium transients,' says Shouguang Huang, the first author of the paper published in the journal Current Biology: In the guard cells, the calcium concentration increased for 30 seconds after the light stimuli, only to subside again after a further 30 seconds.

'We hypothesised that this all-or-nothing phenomenon occurs because the amount of calcium flowing in from the outside releases further calcium from stores inside the cell, which optimally amplifies the signal,' explains Rainer Hedrich. The Wurzburg plant scientists were right: when they inhibited calcium storage in the endoplasmic reticulum of the cell, the calcium transient and the subsequent reaction failed to materialise.




Anion Current Follows the Calcium Signal With a Time Delay

'We were amazed a second time when, in addition to the calcium signal, we also observed the subsequent reaction in the guard cells, the swelling of the anion current,' explains Shouguang Huang. As with the calcium transients, light pulses of different lengths triggered anion currents of similar shape and strength. The currents followed the calcium signal with a time delay: they only swelled after the calcium concentration in the cytosol had exceeded a threshold.

After the calcium transient ceased, however, the anion current could still be measured for a further 30 seconds. This lagging of the electrical signal is related to the biology of the enzymes that process the calcium signal and switch the anion channels on or off accordingly, explains Rainer Hedrich. This made it clear that the calcium influx lasting 0.1 seconds is amplified in the cell in such a way that a subsequent reaction lasting more than a hundred times longer is set in motion.

Guard Cells Can Count to Six

How many calcium transients are necessary for plants to close their stomata? To answer this question, the research team exposed guard cells to a 0.1 second light pulse every half a minute and observed the stomata. After the first pulse, the pore width decreased by 10 per cent, after three stimuli by 30 per cent, after six stimuli by 80 per cent and after 12 or more stimuli by 100 per cent.

'This tells us that guard cells can resolve six consecutive calcium transients and convert them into stomatal movement. The guard cells can therefore count to six,' says Rainer Hedrich. 'When we doubled the stimulation frequency, stoma closure was not accelerated. When we halved it, stoma movement was delayed.'

On and On -- the Next Research Questions

How will this research continue? 'At the moment, we are looking for the step in the stimulus-response chain that depends on the frequency of the calcium transient and determines the speed. We are also interested in how guard cells decode the calcium signals and convert them into a number-dependent enzymatic-mediated activation of their anion channels,' says the JMU biophysicist. In addition, the question of how long the guard cells remember the respective calcium signals must be clarified.
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Scan based on lizard saliva detects rare tumor | ScienceDaily
A new PET scan reliably detects benign tumors in the pancreas, according to research led by Radboud university medical center. Current scans often fail to detect these insulinomas, even though they cause symptoms due to low blood sugar levels. Once the tumor is found, surgery is possible.


						
The pancreas contains cells that produce insulin, known as beta cells. Insulin is a hormone that helps the body absorb sugar from the blood and store it in places like muscle cells. This regulates blood sugar levels. In rare cases, the beta cells malfunction, resulting in a benign tumor called an insulinoma. This tumor almost never spreads, but it still causes problems due to excessive insulin production, leading to low blood sugar.

Alternative to pancreatic tissue slicing

'People with this condition have little energy due to low blood sugar and often faint', explains Marti Boss, first author of the study. 'It's a very challenging disease. It often takes a long time before patients get a diagnosis. We can perform blood tests, but they can't confirm if a tumor is the cause or where it's located. Various scans like CT, MRI, and PET are available, but don't always show the insulinomas.'

Removing the tumor surgically resolves the problem, but first, the tumor's location must be known. Martin Gotthardt, professor of Nuclear Medicine at Radboudumc, explains: 'In the past, surgeons would start cutting away portions of the pancreas until they found the tumor. If it was at the end, the entire pancreas would be gone. You can live without a pancreas, but you'd struggle with severe diabetes and would constantly have to manage your blood sugar. So, a better scan was urgently needed.'

A new solution

Gotthardt and his team developed a completely new scan, the so-called Exendin-PET scan, which allows for the precise localization of insulinomas. They previously published results from a study in children, where the insulinoma is congenital. Now, they present findings from a study in adults, where the insulinoma developed gradually.




In the study, 69 adult patients with suspected insulinoma participated. The Exendin-PET scan detected tumors in 95% of the patients, compared to 65% with the current PET scan. When combined with CT and MRI, the current PET scan usually detected the tumor, but in 13% of cases, the insulinoma was only visible on the new scan. Boss adds: 'We believe the new scan can replace all other scans. All the insulinomas we found with the new scan were removed, and all those patients were completely cured after surgery, even though some had been sick for decades.'

Lizard-derived technology

The new scan is based on a substance found in the saliva of the Gila monster, a type of lizard native to desert areas in the United States. Gotthardt explains: 'We knew this substance specifically binds to a molecule on these tumors, the GLP1 receptor. The substance from the saliva wasn't very stable in the human body, so we created a more chemically stable version, called Exendin. We then attached a radioactive substance to it, so it could be visible on a PET scan. Now, this mildly radioactive Exendin appears to perfectly detect insulinomas.'

The next step is to introduce the Exendin-PET scan into clinics as the standard scan for people suspected of having an insulinoma. Researchers will now assess how the scan improves patients' quality of life and how much money can be saved if other scans, like CT and MRI, are no longer needed. In addition, Gotthardt's team is investigating the potential use of Exendin for the treatment of insulinomas in a new research project called LightCure.
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Neutron stars may be shrouded in axions | ScienceDaily
A team of physicists from the universities of Amsterdam, Princeton and Oxford have shown that extremely light particles known as axions may occur in large clouds around neutron stars. These axions could form an explanation for the elusive dark matter that cosmologists search for -- and moreover, they might not be too difficult to observe.


						
Earlier this week, the new research was published in the journal Physical Review X. The paper is a follow-up to previous work, in which the authors also studied axions and neutron stars, but from a completely different point of view. While in their previous work they investigated the axions that escape the neutron star, now the researchers focus on the ones that are left behind -- the axions that get captured by the star's gravity. As time goes by, these particles should gradually form a hazy cloud around the neutron star, and it turns out that such axion clouds may well be observable in our telescopes. But why would astronomers and physicists be so interested in hazy clouds around far away stars?

Axions: from soap to dark matter

Protons, neutrons, electrons, photons -- most of us are familiar with the names of at least some of these tiny particles. The axion is lesser known, and for a good reason: at the moment it is only a hypothetical type of particle -- one that nobody has yet detected. Named after a brand of soap, its existence was first postulated in the 1970s, to clean up a problem -- hence the soap reference -- in our understanding of one of the particles we could observe very well: the neutron. However, while theoretically very nice, if these axions existed they would be extremely light, making them very hard to detect in experiments or observations.

Today, axions are also known as a frontrunning candidate to explain dark matter, one of the biggest mysteries in contemporary physics. Many different pieces of evidence suggest that approximately 85% of the matter content in our Universe is 'dark', which simply means that it is not made up of any type of matter that we know and can currently observe. Instead, the existence of dark matter is only inferred indirectly through the gravitational influence it exerts on visible matter. Fortunately, this does not automatically mean that dark matter has no other interactions with visible matter at all, but if such interactions exist their strength is necessarily tiny. As the name suggests, any viable dark matter candidate is thus incredibly difficult to directly observe.

Putting one and one together, physicists have realized that the axion may be exactly what they are looking for to solve the dark matter problem. A particle that has not yet been observed, which would be extremely light, and have very weak interactions with other particles... could axions be at least part of the explanation for dark matter?

Neutron stars as magnifying glasses

The idea of the axion as a dark matter particle is nice, but in physics an idea is only truly nice if it has observable consequences. Would there be a way to observe axions after all, fifty years after their possible existence was first proposed?




When exposed to electric and magnetic fields, axions are expected to be able to convert into photons -- particles of light -- and vice versa. Light is something we know how to observe, but as mentioned, the corresponding interaction strength should be very small, and therefore so is the amount of light that axions generally produce. That is, unless one considers an environment containing a truly massive amount of axions, ideally in very strong electromagnetic fields.

This led the researchers to consider neutron stars, the densest known stars in our Universe. These objects have masses similar to that of our Sun but compressed into stars of 12 to 15 kilometres in size. Such extreme densities create an equally extreme environment that, notably, also contains enormous magnetic fields, billions of times stronger than any we find on Earth. Recent research has shown that if axions exist, these magnetic fields allow for neutron stars to mass-produce these particles near their surface.

The ones that stay behind

In their previous work, the authors focused on the axions that after production escaped the star -- they computed the amounts in which these axions would be produced, which trajectories they would follow, and how their conversion into light could lead to a weak but potentially observable signal. This time, they consider the axions that do not manage to escape -- the ones that, despite their tiny mass, get caught by the neutron star's immense gravity.

Due to the axion's very feeble interactions, these particles will stay around, and on timescales up to millions of years they will accumulate around the neutron star. This can result in the formation of very dense clouds of axions around neutron stars, which provide some incredible new opportunities for axion research. In their paper, the researchers study the formation, as well as the properties and further evolution, of these axion clouds, pointing out that they should, and in many cases must, exist. In fact, the authors argue that if axions exist, axion clouds should be generic (for a wide range of axion properties they should form around most, perhaps even all, neutron stars), they should in general be very dense (forming a density possibly twenty orders of magnitude larger than local dark matter densities), and because of this they should lead to powerful observational signatures. The latter potentially come in many types, of which the authors discuss two: a continuous signal emitted during large parts of a neutron star's lifetime, but also a one-time burst of light at the end of a neutron star's life, when it stops producing its electromagnetic radiation. Both of these signatures could be observed and used to probe the interaction between axions and photons beyond current limits, even using existing radio telescopes.

What's next?

While so far, no axion clouds have been observed, with the new results we know very precisely what to look for, making a thorough search for axions much more feasible. While the main point on the to do-list is therefore 'search for axion clouds', the work also opens up several new theoretical avenues to explore.




For one thing, one of the authors is already involved in follow-up work that studies how the axion clouds can change the dynamics of neutron stars themselves. Another important future research direction is the numerical modelling of axion clouds: the present paper shows great discovery potential, but there is more numerical modelling needed to know even more precisely what to look for and where. Finally, the present results are all for single neutron stars, but many of these stars appear as components of binaries -- sometimes together with another neutron star, sometimes together with a black hole. Understanding the physics of axion clouds in such systems, and potentially understanding their observational signals, would be very valuable.

Thus, the present work is an important step in a new and exciting research direction. A full understanding of axion clouds will require complementary efforts from multiple branches of science, including particle (astro)physics, plasma physics, and observational radio astronomy. This work opens up this new, cross-disciplinary field with lots of opportunities for future research.
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Butterfly brains reveal the tweaks required for cognitive innovation | ScienceDaily
A species of tropical butterfly with unusually expanded brain structures display a fascinating mosaic pattern of neural expansion linked to a cognitive innovation.


						
The study, published today in Current Biology, investigates the neural foundations of behavioural innovation in Heliconius butterflies, the only genus known to feed on both nectar and pollen. As part of this behaviour, they demonstrate a remarkable ability to learn and remember spatial information about their food sources -- skills previously connected to the expansion of a brain structure called the mushroom bodies, responsible for learning and memory.

Lead author Dr Max Farnworth from the University of Bristol's School of Biological Sciences explained: "There is huge interest in how bigger brains may support enhanced cognition, behavioural precision or flexibility. But during brain expansion, it's often difficult to disentangle effects of increases in overall size from changes in internal structure."

To answer this question, the study authors delved deeper into the changes that occurred in the neural circuits that support learning and memory in Heliconius butterflies. Neural circuits are quite similar to electrical circuits as each cell has specific targets that they connect with, and assembles a net with its connections. This net then elicits specific functions by constructing a circuitry.

Through a detailed analysis of the butterfly brain, the team discovered that certain groups of cells, known as Kenyon cells, expanded at different rates. This variation led to a pattern called mosaic brain evolution, where some parts of the brain expand while others remain unchanged, analogous to mosaic tiles all being very different from each other.

Dr Farnworth explained: "We predict that because we see these mosaic patterns of neural changes, these will relate to specific shifts in behavioural performance -- in line with the range of learning experiments which show that Heliconius outperform their closest relatives in only very specific contexts, such as long-term visual memory and pattern learning."

To feed on pollen, Heliconius butterflies need to have efficient routes of feeding, as pollen plants are quite rare.




Project supervisor and co-author, Dr Stephen Montgomery said: "Rather than having a random route of foraging, these butterflies apparently choose fixed routes between floral resources -- akin to a bus route. The planning and memory processes needed for this behaviour are fulfilled by the assemblies of neurons inside the mushroom bodies, hence why we're fascinated by the internal circuitry throughout. Our results suggest that specific aspects of these circuits have been tweaked to bring about the enhanced capacities of Heliconius butterflies."

This study contributes to the understanding on how neural circuits change to reflect cognitive innovation and change. Examining neural circuits in tractable model systems such as insects promises to reveal genetic and cellular mechanisms common to all neural circuits, thus potentially bridging the gap, at least on a mechanistic level, to other organisms such as humans.

Looking ahead, the team plans to explore neural circuits beyond the learning and memory centres of the butterfly brain. They also aim to increase the resolution of their brain mapping to visualise how individual neurons connect at an even more granular level.

Dr Farnworth said: "I was really fascinated by the fact that we see such high degrees of conservation in brain anatomy and evolution, but then very prominent but distinct changes."

"This is a really fascinating and beautiful example of a layer of biodiversity we don't usually see, the diversity of brain and sensory systems, and the ways in which animals are processing and using the information provided by the environment around them" concluded Dr Montgomery.
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Marine bacterium: Catching prey with grappling hooks and cannons | ScienceDaily
Countless bacteria call the vastness of the oceans home, and they all face the same problem: the nutrients they need to grow and multiply are scarce and unevenly distributed in the waters around them. In some spots they are present in abundance, but in many places they are sorely lacking. This has led a few bacteria to develop into efficient hunters to tap into new sources of sustenance in the form of other microorganisms.


						
Although this strategy is very successful, researchers have so far found only a few predatory bacterial species. One is the soil bacterium Myxococcus xanthus; another is Vampirococcus, which sucks its prey dry like a vampire.

In a new study, researchers at ETH Zurich led by Martin Pilhofer, Professor at the Department of Biology, along with his colleagues Yun-Wei Lien and Gregor Weiss, have now presented another of these rare bacterial predators: the filamentous marine bacterium Aureispira.

Among the molecular structures that the researchers have identified in Aureispira are ones that resemble grappling hooks and serve a similar purpose. The bacterium also has a kind of bolt gun that it uses to kill its prey.

Like a pirate ship in search of a potential victim, Aureispira swiftly glides over solid surfaces towards its prey, such as Vibrio bacteria. If the attacker is itself free-floating in water, it waits for its prey to approach. As soon as there is close contact, the grappling hooks become entangled with the victim's flagella, and it can no longer escape.

Within seconds, Aureispira fires its on-board cannons to punch holes in the Vibrio bacterium's membrane. In collaboration with the laboratory of ETH Professor Roman Stocker, the researchers were able to show that the cell components that leak out of the victim are quickly taken up by the predator as food. "The whole scene resembles a pirate raid on another ship," Pilhofer says with a grin.

It's only when the nutrient concentration in its environment is low that Aureispira becomes predatory. As long as the supply of nutrients is sufficient, the pirate bacterium refrains from catching prey and stands down its arsenal of weapons. However, putting the bacterium on a diet awakens its desire to hunt and causes the cell to rebuild the cannons and grappling hooks. Scientists call this selectively predatory lifestyle ixotrophy. Together with Martin Polz's group at the University of Vienna, the researchers were also able to find evidence that this predatory lifestyle does not only occur in the laboratory but actually in marine samples.




New imaging reveals details

The researchers used several imaging techniques, including light microscopy and cryo-electron microscopy, to understand the function and molecular structure of the grappling hooks and cannons.

This method made it possible to preserve and analyse molecular structures free of artefacts and in their cellular context. With an enhanced version of the method, it's even possible to determine the molecular structure of the proteins that make up the bacterium's weapons. "All of these imaging techniques are available at ETH Zurich's ScopeM competence centre, which made this study possible in the first place," Weiss says.

What are the findings good for? "First and foremost, this is basic research driven by our curiosity," Pilhofer says. He and his colleague Weiss have been working for ten years to elucidate contractile injection systems -- the name given to the pirate bacteria's on-board cannons.

In other predatory bacteria, contractile injection systems are often also loaded with toxins to kill the prey immediately. It's conceivable that such bacterial bolt guns could be loaded with active ingredients for injection into individual cells with the help of a molecular machine.

Certain predatory bacteria are known to prey on cyanobacteria, or blue-green algae. That means they could be used to combat algal blooms or to stop mass propagation of Vibrio bacteria. "These bacterial predators are very efficient at what they do," Weiss says.
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Astronomers detect ancient lonely quasars with murky origins | ScienceDaily
A quasar is the extremely bright core of a galaxy that hosts an active supermassive black hole at its center. As the black hole draws in surrounding gas and dust, it blasts out an enormous amount of energy, making quasars some of the brightest objects in the universe. Quasars have been observed as early as a few hundred million years after the Big Bang, and it's been a mystery as to how these objects could have grown so bright and massive in such a short amount of cosmic time.


						
Scientists have proposed that the earliest quasars sprang from overly dense regions of primordial matter, which would also have produced many smaller galaxies in the quasars' environment. But in a new MIT-led study, astronomers observed some ancient quasars that appear to be surprisingly alone in the early universe.

The astronomers used NASA's James Webb Space Telescope (JWST) to peer back in time, more than 13 billion years, to study the cosmic surroundings of five known ancient quasars. They found a surprising variety in their neighborhoods, or "quasar fields." While some quasars reside in very crowded fields with more than 50 neighboring galaxies, as all models predict, the remaining quasars appear to drift in voids, with only a few stray galaxies in their vicinity.

These lonely quasars are challenging physicists' understanding of how such luminous objects could have formed so early on in the universe, without a significant source of surrounding matter to fuel their black hole growth.

"Contrary to previous belief, we find on average, these quasars are not necessarily in those highest-density regions of the early universe. Some of them seem to be sitting in the middle of nowhere," says Anna-Christina Eilers, assistant professor of physics at MIT. "It's difficult to explain how these quasars could have grown so big if they appear to have nothing to feed from."

There is a possibility that these quasars may not be as solitary as they appear, but are instead surrounded by galaxies that are heavily shrouded in dust and therefore hidden from view. Eilers and her colleagues hope to tune their observations to try and see through any such cosmic dust, in order to understand how quasars grew so big, so fast, in the early universe.

Eilers and her colleagues report their findings in a paper appearing today in the Astrophysical Journal. The MIT co-authors include postdocs Rohan Naidu and Minghao Yue; Robert Simcoe, the Francis Friedman Professor of Physics and director of MIT's Kavli Institute for Astrophysics and Space Research; and collaborators from institutions including Leiden University, the University of California at Santa Barbara, ETH Zurich, and elsewhere.




Galactic neighbors

The five newly observed quasars are among the oldest quasars observed to date. More than 13 billion years old, the objects are thought to have formed between 600 to 700 million years after the Big Bang. The supermassive black holes powering the quasars are a billion times more massive than the sun, and more than a trillion times brighter. Due to their extreme luminosity, the light from each quasar is able to travel over the age of the universe, far enough to reach JWST's highly sensitive detectors today.

"It's just phenomenal that we now have a telescope that can capture light from 13 billion years ago in so much detail," Eilers says. "For the first time, JWST enabled us to look at the environment of these quasars, where they grew up, and what their neighborhood was like."

The team analyzed images of the five ancient quasars taken by JWST between August 2022 and June 2023. The observations of each quasar comprised multiple "mosaic" images, or partial views of the quasar's field, which the team effectively stitched together to produce a complete picture of each quasar's surrounding neighborhood.

The telescope also took measurements of light in multiple wavelengths across each quasar's field, which the team then processed to determine whether a given object in the field was light from a neighboring galaxy, and how far a galaxy is from the much more luminous central quasar.

"We found that the only difference between these five quasars is that their environments look so different," Eilers says. "For instance, one quasar has almost 50 galaxies around it, while another has just two. And both quasars are within the same size, volume, brightness, and time of the universe. That was really surprising to see."

Growth spurts




The disparity in quasar fields introduces a kink in the standard picture of black hole growth and galaxy formation. According to physicists' best understanding of how the first objects in the universe emerged, a cosmic web of dark matter should have set the course. Dark matter is an as-yet unknown form of matter that has no other interactions with its surroundings other than through gravity.

Shortly after the Big Bang, the early universe is thought to have formed filaments of dark matter that acted as a sort of gravitational road, attracting gas and dust along its tendrils. In overly dense regions of this web, matter would have accumulated to form more massive objects. And the brightest, most massive early objects, such as quasars, would have formed in the web's highest-density regions, which would have also churned out many more, smaller galaxies.

"The cosmic web of dark matter is a solid prediction of our cosmological model of the Universe, and it can be described in detail using numerical simulations," says co-author says Elia Pizzati, a graduate student at Leiden University. "By comparing our observations to these simulations, we can determine where in the cosmic web quasars are located."

Scientists estimate that quasars would have had to grow continuously with very high accretion rates in order to reach the extreme mass and luminosities at the times that astronomers have observed them, fewer than 1 billion years after the Big Bang.

"The main question we're trying to answer is, how do these billion-solar-mass black holes form at a time when the universe is still really, really young? It's still in its infancy," Eilers says.

The team's findings may raise more questions than answers. The "lonely" quasars appear to live in relatively empty regions of space. If physicists' cosmological models are correct, these barren regions signify very little dark matter, or starting material for brewing up stars and galaxies. How, then, did extremely bright and massive quasars come to be?

"Our results show that there's still a significant piece of the puzzle missing of how these supermassive black holes grow," Eilers says. "If there's not enough material around for some quasars to be able to grow continuously, that means there must be some other way that they can grow, that we have yet to figure out."

This research was supported, in part, by the European Research Council.
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