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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Climate change parching the American West even without rainfall deficits
        Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020--22. A study has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%. The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.

      

      
        Five minutes of extra exercise a day could lower blood pressure
        New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.

      

      
        Research finds coyotes thriving despite human and predator pressures
        Research sheds light on how coyotes, North America's most successful predators, are responding to various environmental pressures, including human development, hunting and competition with larger carnivores. Surprisingly, the study's findings suggest that human hunting practices may actually contribute to increasing the number of coyotes.

      

      
        How gophers brought Mount St. Helens back to life in one day
        When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable and still visible 40 years later.

      

      
        Sleepiness during the day may be tied to pre-dementia syndrome
        Older people who are sleepy during the day or lack enthusiasm for activities due to sleep issues may be more likely to develop a syndrome that can lead to dementia, according to a new study.

      

      
        Scientists calculate predictions for meson measurements
        Calculations of charge distribution in mesons provide benchmark for experimental measurements and validate widely used 'factorization' method for imaging the building blocks of matter.

      

      
        Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather
        New collaborative research has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US. The study looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

      

      
        How hypoxia helps cancer spread
        Scientists have identified 16 genes that breast cancer cells use to survive in the bloodstream after they've escaped the low-oxygen regions of a tumor. Each is a potential therapeutic target to stop cancer recurrence, and one -- MUC1 -- is already in clinical trials.

      

      
        Sewage surveillance proves powerful in combating antimicrobial resistance
        Sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance with the potential to protect vulnerable communities more effectively.

      

      
        How plants evolved multiple ways to override genetic instructions
        Biologists have investigated the inner workings of DNA methylation in plants. Their findings could help engineer crops that are more resilient to environmental changes, like heat or drought stress.

      

      
        New PFAS testing method created
        Researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.

      

      
        A smart 'insect screen' for sun protection and cool comfort
        A research team unveils a next-generation transparent cooling film using the principles of radiative cooling.

      

      
        Use of 'genetic scissors' carries risks
        The CRISPR tool is capable of repairing the genetic defect responsible for the immune disease chronic granulomatous disease. However, researchers have now shown that there is a risk of inadvertently introducing other defects.

      

      
        Probability training: Preventing errors of reasoning in medicine and law
        A new study shows how students can better understand and interpret conditional probabilities.

      

      
        Interstellar methane as progenitor of amino acids?
        Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.

      

      
        Detecting evidence of lung cancer in exhaled breath
        Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. Researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer.

      

      
        High cost of childbirth and postpartum care causes biggest financial hardship for lower-income families with commercial insurance
        The cost of childbirth and postpartum health care results in significant, ongoing financial hardship, particularly for lower-income families with commercial insurance. About half of people who give birth in the United States are covered by commercial health insurance, which typically requires cost-sharing in the form of deductibles, copayments, and coinsurance.

      

      
        Bioengineers shed light on dosing challenges for cancer immunotherapy
        A team of bioengineers has developed a mathematical model that clarifies why interleukin-12 (IL-12) -- a potent immune-boosting protein that holds promise for cancer treatment -- loses effectiveness over time when used as an immunotherapeutic. The research challenges long-held assumptions about IL-12 s behavior in the body and offers a path toward safer and more effective dosing regimens.

      

      
        Newly discovered neurons change our understanding of how the brain handles hunger
        A new cell type provides a missing piece of the neural network regulating appetite.

      

      
        What happens in your brain while you watch a movie
        By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed ...

      

      
        Cracking the code of DNA circles in cancer: Potential therapy
        Tiny circles called ecDNA are critical in cancer development and drug resistance. An international team publishes landmark studies detailing new findings and potential therapies.

      

      
        Brain stars hold our memories
        A new study changes the way we understand memory. Until now, memories have been explained by the activity of brain cells called neurons that respond to learning events and control memory recall. Neurologists have now expanded this theory by showing that non-neuronal cell types in the brain called astrocytes -- star-shaped cells -- also store memories and work in concert with groups of neurons called engrams to regulate storage and retrieval of memories.

      

      
        Imaging nuclear shapes by smashing them to smithereens
        Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) to reveal subtle details about the shapes of atomic nuclei. The method is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.

      

      
        AI-driven mobile robots team up to tackle chemical synthesis
        Researchers have developed AI-driven mobile robots that can carry out chemical synthesis research with extraordinary efficiency. Researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

      

      
        New haptic patch transmits complexity of touch to the skin
        Thin, flexible device could help people with visual impairments 'feel' surroundings. Device comprises a hexagonal array of 19 actuators encapsulated in soft silicone. Device only uses energy when actuators change position, operating for longer periods of time on a single battery charge.

      

      
        Researchers have uncovered the mechanism in the brain that constantly refreshes memory
        Researchers have discovered a neural mechanism for memory integration that stretches across both time and personal experience.

      

      
        Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage
        Researchers have developed a new method for disrupting the crystal structure of a semiconductor that requires as little as one billion times less power density. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

      

      
        Brain acts like music box playing different behaviors
        Neuroscientists have discovered brain cells that form multiple coordinate systems to tell us 'where we are' in a sequence of behaviors. These cells can play out different sequences of actions, just like a music box can be configured to play different sequences of tones. The findings help us understand the algorithms used by the brain to flexibly generate complex behaviors, such as planning and reasoning, and might be useful in understanding how such processes go wrong in psychiatric conditions su...

      

      
        How cancer immunotherapy may cause heart inflammation in some patients
        Some patients being treated with immune checkpoint inhibitors, a type of cancer immunotherapy, develop a dangerous form of heart inflammation called myocarditis. Researchers have now uncovered the immune basis of this inflammation. The team identified changes in specific types of immune and stromal cells in the heart that underlie myocarditis and pinpointed factors in the blood that may indicate whether a patient's myocarditis is likely to lead to death.

      

      
        Asteroid grains shed light on the outer solar system's origins
        Tiny grains from asteroid Ryugu are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago. The findings suggest the distal solar system harbored a weak magnetic field, which could have played a role in forming the giant planets and other objects.

      

      
        Mighty radio bursts linked to massive galaxies
        Researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low - mass ones.

      

      
        The egg or the chicken? An ancient unicellular says egg
        Chromosphaera perkinsii is a single-celled species discovered in 2017 in marine sediments around Hawaii. The first signs of its presence on Earth have been dated at over a billion years, well before the appearance of the first animals. A team has observed that this species forms multicellular structures that bear striking similarities to animal embryos. These observations suggest that the genetic programs responsible for embryonic development were already present before the emergence of animal li...

      

      
        Despite its impressive output, generative AI doesn't have a coherent understanding of the world
        Large language models can achieve incredible performance on some tasks without having internalized a coherent model of the world or the rules that govern it, researchers find. This means these models are likely to fail unexpectedly if they are deployed in situations where the environment or task slightly changes.

      

      
        Prolonged sitting can sabotage health, even if you're young and active
        A new study of more than 1,000 adults, average age 33, found that meeting recommended physical activity guidelines isn't enough to counteract the 60-plus hours per week they spend sitting. To reduce heart disease risk and prevent accelerated aging, they need to sit less and work-out harder.

      

      
        Toward better surgical outcomes in patients undergoing knee replacement surgery
        When performing a knee replacement surgery or total knee arthroplasty, doctors traditionally try to align the hip, knee, and ankle in a straight line, forming a neutral alignment, rather than replicating the patient's original alignment. To understand which approach is better, researchers have conducted a post-operation questionnaire comparing patient-reported outcomes to changes in knee alignment before and after surgery. Their findings may improve current surgical guidelines and patients' long-...

      

      
        Rethinking electric bus depots as 'profitable energy hubs'
        How do you electrify a populous city's transit without destabilizing its grid? New research into Beijing's 27,000-bus system explores using depots to generate a solar power.

      

      
        Microbes in mouth reflect lifestyle choices
        According to a new study, the composition of beneficial microorganisms within the mouth differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups.

      

      
        Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals
        A new method can test the activity of thousands of RNA enzymes, called ribozymes, in a single experiment.

      

      
        Bach, Mozart or jazz
        Physicists have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.

      

      
        Groundbreaking study provides new evidence of when Earth was slushy
        At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet. Results provide the first direct geochemical evidence of the slushy planet -- otherwise known as the 'plume-world ocean' era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

      

      
        Ancient immune defense system plays an unexpected role in cancer
        Along with defending against pathogens, the body's innate immune system helps to protect the stability of our genomes in unexpected ways -- ways that have important implications for the development of cancer, researchers are discovering.

      

      
        An extra year of education does not protect against brain aging, study finds
        Thanks to a 'natural experiment' involving 30,000 people, researchers were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.

      

      
        AI-powered system detects toxic gases with speed and precision
        Researchers have developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide that poses severe respiratory health risks.

      

      
        Alzheimer's and alcohol use disorder share similar gene expression patterns, study finds
        By examining RNA in hundreds of thousands of individual brain cells, scientists further support that alcohol use disorder could accelerate Alzheimer's disease progression, paving the way for future targeted treatments.

      

      
        Meal timing may be crucial for night shift workers' health
        A new study has found that overnight eating may be putting night shift workers at higher risk of chronic health conditions.

      

      
        What's overweight enough for lower disability after stroke?
        Slightly overweight stroke survivors have a lower risk of sustaining disabilities. New research adds another aspect to the obesity paradox but also highlights the importance of considering the population's normal when recommending best practices.

      

      
        Bio-based fibers could pose greater threat to the environment than conventional plastics
        New research has shown that bio-based fibers caused higher mortality, and reduced growth and reproductivity, among earthworms -- a species critical to the health of soils globally -- than conventional plastics. It has led scientists to suggest that materials being advocated as alternatives to plastic should be tested thoroughly before they are used extensively in a range of products.

      

      
        Explaining science through dance
        Explaining a theoretical science concept to high school students requires a new way of thinking altogether, which is precisely what researchers did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

      

      
        Towards a hydrogen-powered future: Highly sensitive hydrogen detection system
        Hydrogen, a promising fuel, has extensive applications in many sectors. However, its safe and widespread use necessitates reliable sensing methods. While tunable diode laser absorption spectroscopy (TDLAS) has proved to be an effective gas sensing method, detecting hydrogen using TDLAS is difficult due to its weak light absorption property in the infrared region. Addressing this issue, researchers developed an innovative calibration-free technique that significantly enhances the accuracy and dete...

      

      
        High-quality nanomechanical resonators with built-in piezoelectricity
        Researchers have developed a novel type of nanomechanical resonator that combines two important features: high mechanical quality and piezoelectricity. This development could open doors to new possibilities in quantum sensing technologies.
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Climate change parching the American West even without rainfall deficits | ScienceDaily
Higher temperatures caused by anthropogenic climate change made an ordinary drought into an exceptional drought that parched the American West from 2020-2022. A study by UCLA and National Oceanic and Atmospheric Administration climate scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation only accounted for 39%. The research found that evaporative demand has played a bigger role than reduced precipitation in droughts since 2000, which suggests droughts will become more severe as the climate warms.


						
"Research has already shown that warmer temperatures contribute to drought, but this is, to our knowledge, the first study that actually shows that moisture loss due to demand is greater than the moisture loss due to lack of rainfall," said Rong Fu, a UCLA professor of atmospheric and oceanic sciences and corresponding author of a study published in Science Advances.

Historically, drought in the West has been caused by lack of precipitation, and evaporative demand has played a small role. Climate change caused by the burning of fossil fuels has resulted in higher average temperatures that complicate this picture. While drought-induced by natural fluctuations in rainfall still exist, there's more heat to suck moisture from bodies of water, plants and soil.

"For generations, drought has been associated with drier-than-normal weather," said Veva Deheza, executive director of NOAA's National Integrated Drought Information System and study co-author. "This study further confirms we've entered a new paradigm where rising temperatures are leading to intense droughts, with precipitation as a secondary factor."

A warmer atmosphere holds more water vapor before the air mass becomes saturated, allowing water to condense and precipitation to form. In order to rain, water molecules in the atmosphere need to come together. Heat keeps water molecules moving and bouncing off each other, preventing them from condensing. This creates a cycle in which the warmer the planet gets, the more water will evaporate into the atmosphere -- but the smaller fraction will return as rain. Therefore, droughts will last longer, cover wider areas and be even drier with every little bit that the planet warms.

To study the effects of higher temperatures on drought, the researchers have separated "natural" droughts due to changing weather patterns from those resulting from human-caused climate change in the observational data over a 70-year period. Previous studies have used climate models that incorporate increasing greenhouse gases to conclude that rising temperatures contribute to drought. But without observational data about real weather patterns, they could not pinpoint the role played by evaporative demand due to naturally varying weather patterns.

When these natural weather patterns were included, the researchers were surprised to find that climate change has accounted for 80% of the increase in evaporative demand since 2000. During the drought periods, that figure increased to more than 90%, making climate change the single biggest driver increasing drought severity and expansion of drought area since 2000.




Compared to the 1948-1999 period, the average drought area from 2000-2022 increased 17% over the American West due to an increase in evaporative demand. Since 2000, in 66% of the historical and emerging drought-prone regions, high evaporative demand alone can cause drought, meaning drought can occur even without precipitation deficit. Before 2000, that was only true for 26% of the area.

"During the drought of 2020-2022, moisture demand really spiked," Fu said. "Though the drought began through a natural reduction in precipitation, I would say its severity was increased from the equivalent of 'moderate' to 'exceptional on the drought severity scale due to climate change."

Moderate means the 10-20% strongest drought, while "exceptional' means the top 2% strongest drought on the severity scale, according to the U.S. Drought Monitor.

Further climate model simulations corroborated these findings. That leads to projections that greenhouse gases from burning fossil fuels will turn droughts like the 2020-2022 from exceedingly rare events occurring every thousand years to events that happen every 60 years by the mid-21st century and every six years by the late 21st century.

"Even if precipitation looks normal, we can still have drought because moisture demand has increased so much and there simply isn't enough water to keep up with that increased demand," Fu said. "This is not something you could build bigger reservoirs or something to prevent because when the atmosphere warms, it will just suck up more moisture everywhere. The only way to prevent this is to stop temperatures from increasing, which means we have to stop emitting greenhouse gases."

The study was supported by NOAA's National Integrated Drought Information System and Climate Program Office, and the National Science Foundation.

Key takeaways
    	Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020-2022.
    	A study by UCLA and NOAA scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%.
    	The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.
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Five minutes of extra exercise a day could lower blood pressure | ScienceDaily
New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.


						
The study, published in Circulation, was carried out by experts from the ProPASS (Prospective Physical Activity, Sitting and Sleep) Consortium, an international academic collaboration led by the University of Sydney and University College London (UCL).

Just five minutes of activity a day was estimated to potentially reduce blood pressure, while replacing sedentary behaviours with 20-27 minutes of exercise per day, including uphill walking, stair-climbing, running and cycling, was also estimated to lead to a clinically meaningful reduction in blood pressure.

Joint senior author Professor Emmanuel Stamatakis, Director of the ProPASS Consortium from the Charles Perkins Centre said: "High blood pressure is one of the biggest health issues globally, but unlike some major causes of cardiovascular mortality there may be relatively accessible ways to tackle the problem in addition to medication."

"The finding that doing as little as five extra minutes of exercise per day could be associated with measurably lower blood pressure readings emphasises how powerful short bouts of higher intensity movement could be for blood pressure management."

Hypertension, or a consistent elevated blood pressure level, is one of the biggest causes of premature death globally. Affecting 1.28 billion adults around the world, it can lead to stroke, heart attack, heart failure, kidney damage and many other health problems, and is often described as the 'silent killer' due to its lack of symptoms.

The research team analysed health data from 14,761 volunteers in five countries to see how replacing one type of movement behaviour with another across the day is associated with blood pressure.




Each participant used a wearable accelerometer device on their thigh to measure their activity and blood pressure throughout the day and night.

Daily activity was split into six categories: sleep, sedentary behaviour (such as sitting), slow walking, fast walking, standing, and more vigorous exercise such as running, cycling or stair climbing.

The team modelled statistically what would happen if an individual changed various amounts of one behaviour for another in order to estimate the effect on blood pressure for each scenario and found that replacing sedentary behaviour with 20-27 minutes of exercise per day could potentially reduce cardiovascular disease by up to 28 percent at a population level.

First author Dr Jo Blodgett from the Division of Surgery and Interventional Science at UCL and the Institute of Sport, Exercise and Health said: "Our findings suggest that, for most people, exercise is key to reducing blood pressure, rather than less strenuous forms of movement such as walking.

"The good news is that whatever your physical ability, it doesn't take long to have a positive effect on blood pressure. What's unique about our exercise variable is that it includes all exercise-like activities, from running for a bus or a short cycling errand, many of which can be integrated into daily routines.

"For those who don't do a lot of exercise, walking did still have some positive benefits for blood pressure. But if you want to change your blood pressure, putting more demand on the cardiovascular system through exercise will have the greatest effect."

Professor Mark Hamer, joint senior author of the study and ProPASS Deputy Director from UCL, said: "Our findings show how powerful research platforms like the ProPASS consortium are for identifying relatively subtle patterns of exercise, sleep, and sedentary behaviour, that have significant clinical and public health importance."
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Research finds coyotes thriving despite human and predator pressures | ScienceDaily
Research led by the University of New Hampshire sheds light on how coyotes, North America's most successful predators, are responding to various environmental pressures, including human development, hunting and competition with larger carnivores. Surprisingly, the study's findings suggest that human hunting practices may actually contribute to increasing the number of coyotes.


						
"Intensive coyote removal can obviously reduce populations in the short-term, but removal can also result in younger coyote populations with higher reproduction and immigration rates," said Remington Moll, assistant professor of natural resources and the environment and lead author. "In our study, we detected more coyotes in places where hunting was allowed. This trend occurred over several years, suggesting that, on average, hunting did not reduce coyote abundance and perhaps increased it locally in certain areas."

Published in the journal Ecography, the study, one of the largest-scale studies of coyote populations to date, explored the complex dynamics shaping coyote populations across wide range of diverse habitats -- from rural to suburban. It used data from over 4,500 cameras set up across the country by the Snapshot USA project, a national project that collects wildlife data from coordinated camera arrays across the contiguous United States. The data was combined with satellite-derived habitat metrics and analyzed using various advanced modeling techniques which allowed the team to evaluate the effects of habitat type, competition with larger carnivores, hunting practices and suburban expansion on coyote populations -- providing the researchers with a clearer understanding of how coyotes respond to varying environmental pressures.

"Our work suggests that promoting the recovery of large carnivores, especially in certain habitats, is more likely to reduce coyote numbers than people directly hunting them," said Roland Kays, a research professor with North Carolina State University's College of Natural Resources and study co-author. "With this data, we can now map them out across the country to provide the first abundance map of our country's most important predator -- an effort that could help in both conservation and coyote management."

Coyotes are the most successful carnivores on the continent. Having spread throughout the eastern United States, coyotes come into regular contact with humans. However, until now, the factors influencing the number of coyotes across suburban, rural and wild landscapes have remained largely unclear.

Other key findings include that the presence of larger carnivores, such as black bears and pumas, influenced coyote numbers in a habitat-dependent manner. For example, black bears had a stronger limiting effect on coyotes in forested areas, whereas pumas exerted a similar influence in more open environment. Coyote abundance was highest in grasslands and agricultural landscapes -- regions that provide ample prey and shelter. And, the impact of urbanization on coyote populations varied by scale: at smaller, local scales, urban development tended to reduce coyote numbers due to increased human presence and habitat fragmentation. However, at larger, suburban scales, coyote populations thrived, benefiting from the fragmented habitats and edges that offer access to both natural and human-modified resources.

The study also highlighted significant regional variation in coyote populations across the United States, with particularly high numbers in the southwestern U.S. and lower populations in the northeast, reflecting the diverse ecological and geographical factors at play.

Other co-authors include Austin Green, Science Research Initiative at the University of Utah and Maximilian Allen, Prairie Research Institute at the University of Illinois.

This work as funded by the USDA National Institute of Food and Agriculture, the National Science Foundation, the NH Agricultural Experiment Station and the state of New Hampshire. Additional support came from the Illinois Natural History Survey, the University of Illinois, the Global Change and Sustainability Center at the University of Utah and Sageland Collaborative.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241106172325.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How gophers brought Mount St. Helens back to life in one day | ScienceDaily
When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable -- and still visible 40 years later.


						
Once the blistering blast of ash and debris cooled, scientists theorized that, by digging up beneficial bacteria and fungi, gophers might be able to help regenerate lost plant and animal life on the mountain. Two years after the eruption, they tested this theory.

"They're often considered pests, but we thought they would take old soil, move it to the surface, and that would be where recovery would occur," said UC Riverside's Michael Allen.

They were right. But the scientists did not expect the benefits of this experiment would still be visible in the soil today, in 2024. A paper out this week in the journal Frontiers in Microbiomes details an enduring change in the communities of fungi and bacteria where gophers had been, versus nearby land where they were never introduced.

"In the 1980s, we were just testing the short-term reaction," said UCR microbiologist Michael Allen. "Who would have predicted you could toss a gopher in for a day and see a residual effect 40 years later?"

In 1983, Allen and Utah State University's James McMahon helicoptered to an area where the lava had turned the land into collapsing slabs of porous pumice. At that time, there were only about a dozen plants that had learned to live on these slabs. A few seeds had been dropped by birds, but the resulting seedlings struggled.

After scientists dropped a few local gophers on two pumice plots for a day, the land exploded again with new life. Six years post-experiment, there were 40,000 plants thriving on the gopher plots. The untouched land remained mostly barren.




All this was possible because of what isn't always visible to the naked eye. Mycorrhizal fungi penetrate into plant root cells to exchange nutrients and resources. They can help protect plants from pathogens in the soil, and critically, by providing nutrients in barren places, they help plants establish themselves and survive.

"With the exception of a few weeds, there is no way most plant roots are efficient enough to get all the nutrients and water they need by themselves. The fungi transport these things to the plant and get carbon they need for their own growth in exchange," Allen said.

A second aspect of this study further underscores how critical these microbes are to the regrowth of plant life after a natural disaster. On one side of the mountain was an old-growth forest. Ash from the volcano blanketed the trees, trapping solar radiation and causing needles on the pine, spruce, and Douglas firs to overheat and fall off. Scientists feared the loss of the needles would cause the forest to collapse.

That is not what happened. "These trees have their own mycorrhizal fungi that picked up nutrients from the dropped needles and helped fuel rapid tree regrowth," said UCR environmental microbiologist and paper co-author Emma Aronson. "The trees came back almost immediately in some places. It didn't all die like everyone thought."

On the other side of the mountain, the scientists visited a forest that had been clearcut prior to the eruption. Logging had removed all the trees for acres, so naturally there were no dropped needles to feed soil fungi.

"There still isn't much of anything growing in the clearcut area," Aronson said. "It was shocking looking at the old growth forest soil and comparing it to the dead area."

These results underscore how much there is to learn about rescuing distressed ecosystems, said lead study author and University of Connecticut mycologist Mia Maltz, who was a postdoctoral scholar in Aronson's lab at UCR when the study began.

"We cannot ignore the interdependence of all things in nature, especially the things we cannot see like microbes and fungi," Maltz said.
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Sleepiness during the day may be tied to pre-dementia syndrome | ScienceDaily
Older people who are sleepy during the day or lack enthusiasm for activities due to sleep issues may be more likely to develop a syndrome that can lead to dementia, according to a study published in the November 6, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology.


						
People with the syndrome have a slow walking speed and say they have some memory issues, although they do not have a mobility disability or dementia. Called motoric cognitive risk syndrome, the condition can occur before dementia develops.

The study found that people with excessive daytime sleepiness and a lack of enthusiasm to get things done were more likely to develop the syndrome than people without those sleep-related issues. The study does not prove that these sleep-related issues cause the syndrome, it only shows an association.

"Our findings emphasize the need for screening for sleep issues," said study author Victoire Leroy, MD, PhD, of Albert Einstein College of Medicine in the Bronx, New York. "There's potential that people could get help with their sleep issues and prevent cognitive decline later in life."

The study involved 445 people with an average age of 76 who did not have dementia. Participants took questionnaires for sleep at the start of the study. They were asked about memory issues and their walking speed was tested on a treadmill at the start of the study and then once a year for an average of three years.

The sleep assessment asked questions such as how often people had trouble sleeping because they wake up in the middle of the night, cannot fall asleep within 30 minutes, or feel too hot or cold and whether they take medicine to help them sleep. The question to assess excessive daytime sleepiness asks how often people have had trouble staying awake while driving, eating meals or engaging in social activity. The question on enthusiasm asks how much of a problem people have had keeping up enough enthusiasm to get things done.

A total of 177 people met the definition for poor sleepers and 268 met the definition for good sleepers.




At the start of the study, 42 people had motoric cognitive risk syndrome. Another 36 people developed the syndrome during the study.

Of those with excessive daytime sleepiness and lack of enthusiasm, 35.5% developed the syndrome, compared to 6.7% of the people without those problems. Once researchers adjusted for other factors that could affect the risk of the syndrome, such as age, depression and other health conditions, they found that people with excessive daytime sleepiness and lack of enthusiasm were more than three times more likely to develop the syndrome than those who did not have those sleep-related problems.

"More research needs to be done to look at the relationship between sleep issues and cognitive decline and the role played by motoric cognitive risk syndrome," Leroy said. "We also need studies to explain the mechanisms that link these sleep disturbances to motoric cognitive risk syndrome and cognitive decline."

A limitation of the study is that participants reported their own sleep information, so they may not have remembered everything accurately.

The study was supported by the National Institute on Aging.
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Scientists calculate predictions for meson measurements | ScienceDaily
Nuclear physics theorists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have demonstrated that complex calculations run on supercomputers can accurately predict the distribution of electric charges in mesons, particles made of a quark and an antiquark. Scientists are keen to learn more about mesons -- and the whole class of particles made of quarks, collectively known as hadrons -- in high-energy experiments at the future Electron-Ion Collider (EIC), a particle collider being built at Brookhaven Lab. The predictions and measurements at the EIC will reveal how quarks and the gluons that hold them together in hadrons generate the mass and structure of nearly all visible matter.


						
"The fundamental science goal of the EIC is to understand how the properties of hadrons, including mesons and more familiar protons and neutrons, arise from the distributions of their constituent quarks and gluons," said Brookhaven Lab theorist Swagato Mukherjee, who led the research. The lightest meson, the pion, plays an essential role in the nuclear strong force, which binds protons and neutrons in atomic nuclei. By probing the mysteries of pions, protons, and other hadrons, the EIC will help scientists unravel how everything made of atoms sticks together the way it does.

The new predictions, just published in Physical Review Letters, match nicely with measurements from low-energy experiments at DOE's Thomas Jefferson National Accelerator Facility (Jefferson Lab), Brookhaven's partner in building the EIC, and extend into the high-energy regime planned for experiments at the new facility. These predictions are important because they will provide a basis for comparison when the EIC experiments begin in the early 2030s.

But the findings go further than establishing expectations for a single EIC measurement. As described in the paper, the scientists used their predictions -- together with additional independent supercomputer calculations -- to validate a widely used approach for deciphering particle properties. This approach, known as factorization, breaks complex physical processes into two components, or factors. Validation of factorization will enable many more EIC predictions and more confident interpretations of experimental results.

Peering into hadrons

To probe the inner makeup of hadrons, the EIC will collide high-energy electrons with either protons or atomic nuclei. Virtual photons, or particles of light, emitted from the electron help reveal the properties of the hadron -- sort of like a microscope for the building blocks of matter.

Collisions at the EIC will provide precise measurements of various physical scattering processes. To transform these precise measurements into high-resolution images of the building blocks of matter within hadrons, scientists rely on factorization. This theoretical approach breaks the experimental measurement -- for example, the distribution of electric charges in mesons -- into two components so scientists can use knowledge of two parts of the process to infer information about the third.




Think of a mathematical equation where X = Y x Z. The full value, X -- the experimental measurement -- can be made up of two factors, Y and Z. One factor, Y, describes how quarks and gluons are distributed inside the hadron. The other factor, Z, describes the interactions of those quarks and gluons with the high-energy virtual photon emitted by the colliding electron.

The quark/gluon distributions are very difficult to calculate because of the strong interactions between quarks and gluons inside a hadron. Those calculations contain billions of variables described by the theory of the strong interaction, known as quantum chromodynamics (QCD). Solving QCD equations typically requires simulating the interactions on an imaginary space-time lattice using powerful supercomputers.

The interactions of quarks and gluons with the virtual photon, on the other hand, are relatively weak. So, theorists can use "pen-on-paper" calculations to derive those values. They can then use these simple calculations combined with the experimental measurements (or predicted measurements) -- and the mathematical relationship between those factors -- to solve the equation and arrive at a view of the distribution of quarks and gluons inside hadrons.

"But does this actually work -- separating one phenomenon into these two factors?" asked Qi Shi, a visiting graduate student in Brookhaven Lab's Nuclear Theory Group. "We needed to prove that it does."

To do that, the scientists ran factorization in reverse. "We turned it around," Shi said.

Shi and Xiang Gao, a postdoctoral researcher in the group, used supercomputers and space-time lattice simulations to calculate the quark-antiquark distributions in the mesons (Y, in the equation above). Then they used the simpler "pen-on-paper" calculations of the quark/gluon interactions with photons (Z) and did the math to find the predicted value for the experimental measurement (X) -- the charge distribution inside mesons.




Finally, the scientists compared these new predictions with the ones they'd done using a separate supercomputer calculation -- the ones that matched the Jefferson Lab measurements at low energy. By comparing the two predictions -- one calculated using factorization and one computed independently using the lattice simulation approach -- they could test whether factorization is a valid way to solve such problems.

The reverse factorization calculations matched their supercomputer-calculated predictions perfectly.

"In this case, we can fully compute everything using the lattice," Shi said. "We chose this specific case because we can calculate both the left- and the right-hand sides of the equation using independent calculations to show that factorization works."

Now, scientists can use factorization to predict and analyze other EIC observables, even when one side cannot be calculated directly.

"This work shows that the factorization approach works," said Peter Petreczky, the group leader and a co-author of the paper. "Scientists can now make use of future EIC data and factorization to infer other more complex quark and gluon distributions in hadrons that cannot be calculated -- even using the most powerful computers and sophisticated techniques."

This research was supported by the DOE Office of Science (NP) and used awards of computer time at the Argonne Leadership Computing Facility, the Oak Ridge Leadership Computing Facility, and the National Energy Research Scientific Computing Center -- all DOE Office of Science user facilities at DOE's Argonne National Laboratory, DOE's Oak Ridge National Laboratory, and DOE's Lawrence Berkeley National Laboratory, respectively. Computations were also carried out in part on facilities of the US Lattice Quantum Chromodynamics (USQCD) Collaboration.
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Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather | ScienceDaily
New collaborative research from the University of Sydney and the Montreal Heart Institute has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US.


						
The study, funded by the National Health and Medical Research Council (NHMRC) and published in the New England Journal of Medicine, looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

Professor Ollie Jay, Director of the Heat and Health Research Centre and Thermal Ergonomics Laboratory in the Faculty of Medicine and Health said: "Health hazards from extreme heat are becoming increasingly common because of climate change. Older adults, especially those with heart disease, are at greater risk due to the strain that hot temperatures put on the heart. Understanding the impacts of different cooling strategies on the heart is important to help vulnerable people stay well during hot summer weather."

The study exposed older participants with and without heart disease to two environments -- one hot and humid (38degC and 60 percent humidity) and the other very hot and dry (45degC and 15 percent humidity); conditions chosen to represent the two most common heatwave extremes globally.

The team found that in hot and humid conditions, fan use with and without skin wetting reduced heat-induced cardiac strain in older people.

However, in the very hot and dry conditions, fan use had an adverse effect by tripling the increase in cardiac strain which could be fatal for someone with heart disease. This is because, although fans help sweat evaporate, in very hot and dry conditions the effect is small and counteracted by convection forcing more heat into the body. Instead, in these conditions, skin wetting used on its own was effective at reducing the work of the heart.

Co-author of the study Dr Daniel Gagnon from the Montreal Heart Institute said: "While air conditioning is an effective way of staying cool, it's not available to everyone, especially those most vulnerable to the heat such as the elderly and people with heart disease -- so it's positive news that low-cost alternatives are effective.

"Importantly, the study has shown that the weather conditions affect the type of cooling strategy that should be used -- a vital piece of information that will help older people to stay safe in heatwaves."

Dr Georgia Chaseling, who led data collection in Montreal during her time as a post-doctoral researcher, and now co-leads the "Ageing and Chronic Diseases" priority research theme in the Heat and Health Research Centre at the University of Sydney adds: "The interventions that we tested seem simple, but they are necessarily so because we wanted to figure out which solutions people living in low-resource settings without access to air-conditioning should and should not be using."
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How hypoxia helps cancer spread | ScienceDaily
Scientists at the Johns Hopkins Kimmel Cancer Center have identified 16 genes that breast cancer cells use to survive in the bloodstream after they've escaped the low-oxygen regions of a tumor. Each is a potential therapeutic target to stop cancer recurrence, and one -- MUC1 -- is already in clinical trials.


						
The research was published online September 28 in the journal Nature Communications.

Deep in a tumor, full of rapidly dividing cells, cancer cells are faced with a lack of oxygen, a condition called hypoxia. Cancer cells that survive these tough environments end up seeking what they missed, slowly making their way to the oxygen-rich bloodstream and often seeding metastasis elsewhere in the body, explains lead study author Daniele Gilkes, Ph.D., an assistant professor of oncology at Johns Hopkins.

The team identified 16 genes responsible for this protection from reactive oxygen species, "which is a stress that occurs when the cells enter the bloodstream," Gilkes says. "Although the hypoxic cells are localized in what we call the perinecrotic region of a tumor -- meaning they're sitting right next to dead cells -- we think that they're able to migrate into higher [oxygen] levels where they can actually find the bloodstream," she says. "Cells able to survive super-low oxygen concentrations do a better job of surviving in the bloodstream. This is how, even after a tumor is removed, we sometimes find that cancer cells have set up elsewhere in the body. Lower levels of oxygen in a tumor correlate with worse prognosis."

The scientists sought to learn what helps these post-hypoxic cells survive in an environment that would kill other cancer cells, and which genes were being turned on to facilitate survival.

In laboratory studies, Gilkes' team color-coded hypoxic cells green, then applied a technique called spatial transcriptomics to identify which genes were turned on in the perinecrotic region, and that stayed on when the cells migrated to more oxygenated tumor regions. They compared cells in the primary tumors of mice with those that had entered the blood stream or the lungs. A subset of hypoxia-induced genes continued to be expressed long after cancer cells escaped the initial tumor.

"The results suggest the potential for a sort of memory of exposure to hypoxic conditions," says Gilkes.




The new research showed a disparity between what occurs in laboratory models and what happens in the human body, solving a mystery that was puzzling scientists. When cells in a dish are hypoxic and returned to high levels of oxygen in a short time, they tend to stop expressing the (hypoxia-induced) genes and go back to normal. However, in tumors, hypoxia can be more of a chronic condition, not acute. When Gilkes' team exposed cells to hypoxia for a longer period -- five days was usually enough -- they mimicked what was happening in the mouse models.

Results were particularly predictive for triple-negative breast cancer (TNBC), which has a high rate of recurrence. The researchers found that patient biopsies from TNBC that had recurred within three years had higher levels of a protein called MUC1.

As part of their research model, Gilkes and team blocked MUC1 using a compound called GO-203 to see if it would reduce the spread of breast cancer cells to the lung. Their aim was to specifically eliminate aggressive, post-hypoxic metastatic cells.

"If we reduced the level of MUC1 in these hypoxic cells, they were no longer able to survive in the bloodstream or in presence of reactive oxygen species, and they formed fewer metastases in mice," Gilkes says. However, there are other factors at play, she says, and additional research will be needed to see if this finding is true across cancer types.

A phase I/II clinical trial targeting MUC1 for patients with advanced cancers across a variety of solid tumor types -- including those found in breast, ovarian, and colorectal cancer -- is ongoing, Gilkes says.

Study co-authors were Ines Godet, Harsh Oza, Yi Shi, Natalie Joe, Alyssa Weinstein, Jeanette Johnson, Michael Considine, Swathi Talluri, Jingyuan Zhang, Reid Xu, Steven Doctorman, Genevieve Stein-O'Brien, Luciane Kagohara, Cesar Santa-Maria and Elana Fertig, from Johns Hopkins, and Delma Mbulaiteye from the NIDDK STEP-UP Program at the National Institutes of Health.

The work was funded by The Jayne Koskinas Ted Giovanis Foundation for Health and Policy, the NCI/ SKCCC Core grant number P50CA006973, NCI grant number 5U01CA253403-03, and the National Cancer Center.

Santa-Maria has received research funds from AstraZeneca, GSK/ Tesaro, Merck, Gilead, Celldex, BMS and Pfizer, and consulting fees from Seattle Genetics. Fertig serves on the scientific advisory board of Resistance Bio, is a consultant for Merck and Mestag Therapeutics, and has received research funding from Abbvie, Inc. and Roche/Genentech. These relationships are managed by The Johns Hopkins University in accordance with its conflict-of-interest policies.
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Sewage surveillance proves powerful in combating antimicrobial resistance | ScienceDaily
Waterborne diseases affect over 7 million people in the U.S. every year, according to the Centers for Disease Control and Prevention, and cost our health care system over $3 billion. But they don't impact all people equally.


						
A campuswide collaboration is using sewage surveillance as a vital strategy in the fight against diseases that spread through the water such as legionella and shigella. The ones that are most difficult to combat are diseases with antimicrobial resistance, which means they are able to survive against antibiotics that are intended to kill them.

A recent paper in Nature Water offers an encouraging insight: Monitoring sewage for antimicrobial resistance indicators is proving to be more efficient and more comprehensive than testing individuals. This approach not only detects antimicrobial resistance more effectively but also reveals its connection to socioeconomic factors, which are often key drivers of the spread of resistance.

The team is collaborating across Virginia Tech with experts such as Leigh-Anne Krometis in biological systems engineering and Alasdair Cohen and Julia Gohlke in population health sciences to focus on serving rural communities where the issues are most acute.

Globally, low-to middle-income communities bear the brunt of infectious diseases and the challenges of antimicrobial resistance. Sewage surveillance could be a game changer in addressing these disparities. This method not only captures a snapshot of antimicrobial resistance at the community level, but also reveals how socioeconomic factors drive the issue.

The National Science Foundation Research Traineeship focuses on advancing sewage surveillance to combat antimicrobial resistance. The work is integral to broader efforts led by Vikesland and the Fralin Life Sciences Institute program for technology enabled environmental surveillance and control to sense and monitor waterborne health threats.

The study analyzed data from 275 human fecal samples across 23 countries and 234 urban sewage samples from 62 countries to investigate antibiotic resistance gene levels. Socio-economic data, including health and governance indicators from World Bank databases, were incorporated to explore links between antibiotic resistance genes and socio-economic factors. The group utilized machine learning to assess antibiotic resistance gene abundance in relation to socio-economic factors, revealing significant correlations. Statistical methods supported the finding that within country antibiotic resistance gene variation was lower than between countries.

Big picture, the team's findings show sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance. It even has the potential to protect vulnerable communities more effectively.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241106142728.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How plants evolved multiple ways to override genetic instructions | ScienceDaily
Biologists at Washington University in St. Louis have discovered the origin of a curious duplication that gives plants multiple ways to override instructions that are coded into their DNA. This research could help scientists exploit a plant's existing systems to favor traits that make it more resilient to environmental changes, like heat or drought stress.


						
The study led by Xuehua Zhong, a professor of biology in Arts & Sciences, was published Nov. 6 in Science Advances.

Zhong's new research focuses on DNA methylation, a normal biological process in living cells wherein small chemical groups called methyl groups are added to DNA. This activity controls which genes are turned on and off, which in turn affects different traits -- including how organisms respond to their environments.

Part of this job involves silencing, or turning off, certain snippets of DNA that move around within an organism's genome. These so-called jumping genes, or transposons, can cause damage if not controlled. The entire process is regulated by enzymes, but mammals and plants have developed different enzymes to add methyl groups.

"Mammals only have two major enzymes that add methyl groups in one DNA context, but plants actually have multiple enzymes that do that in three DNA contexts," said Zhong, who is the Dean's Distinguished Professorial Scholar and program director for plant and microbial biosciences at WashU. "This is the focus of our study. The question is -- why do plants need extra methylation enzymes?"

Looking forward, Zhong's research could pave the way for innovations in agriculture by improving crop resilience. "Certain genes or combinations of genes are contributing to certain features or traits," Zhong explained. "If we find precisely how they are regulated, then we can find a way to innovate our technology for crop improvement."

Evolving differernt functions

The new study is centered around two enzymes specifically found in plants: CMT3 and CMT2. Both enzymes are responsible for adding methyl groups to DNA, but CMT3 specializes in the parts of DNA called the CHG sequences, while CMT2 specializes in different parts called CHH sequences. Despite their functional differences, both enzymes are a part of the same chromomethylase (CMT) family, which evolved through duplication events that provide plants with additional copies of genetic information.




Using a common model plant called Arabidopsis thaliana, or thale cress, Zhong and her team investigated how these duplicated enzymes evolved different functions over time. They discovered that somewhere along the evolutionary timeline, CMT2 lost its ability to methylate CHG sequences. This is because it's missing an important amino acid called arginine.

"Arginine is special because it has charge," said Jia Gwee, a graduate student in biology and co-first author of the study. "In a cell, it's positively charged and thus can form hydrogen bonds or other chemical interactions with, for example, the negatively charged DNA."

However, CMT2 has a different amino acid -- valine. "Valine is not charged, so it is unable to recognize the CHG context like CMT3. That's what we think contributes to the differences between the two enzymes," said Gwee, winner of the Dean's Award for Graduate Research Excellence in Arts & Sciences.

To confirm this evolutionary change, the Zhong lab used a mutation to switch arginine back into CMT2. As they expected, CMT2 was able to perform both CHG and CHH methylation. This suggests that CMT2 was originally a duplicate of CMT3, a backup system to help lighten the load as DNA became more complex: "But instead of simply copying the original function, it developed something new," Zhong explained.

This research also provided insights about CMT2's unique structure. The enzyme has a long, flexible N-terminal that controls its own protein stability. "This is one of the ways plants evolved for genome stability and to fight environmental stresses," Zhong said. This feature may explain why CMT2 evolved in plants growing in such a wide variety of conditions worldwide.

Much of the data for this study came from the 1001 Genomes Project, which aims to discover whole-genome sequence variation in A. thaliana strains from around the globe.

"We're going beyond laboratory conditions," Zhong said. "We're looking at all of the wild accessions in plants using this larger data set." She believes part of the reason A. thaliana has evolved to thrive despite environmental stresses is because of the diversification that happens during the methylation process, including those jumping transposons: "One jump might help species deal with harsh environmental conditions."
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New PFAS testing method created | ScienceDaily
University of Massachusetts Amherst researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.


						
PFAS, the so-called forever chemicals, have been recognized as a concerning pollutant.

These chemicals persist in the environment because they resist breaking down and pose significant health threats. Exposure to these chemicals is linked to various cancers (including kidney, testicular, breast, ovarian, prostate, thyroid and childhood leukemia), liver and heart damage, and developmental damage to infants and children.

Earlier this year, the Environmental Protection Agency (EPA) announced the first-ever national safety standard for PFAS in drinking water at 4 ppt. "PPT -- that means parts per trillion. That means in a trillion molecules in water, only 4 molecules are PFAS. And then we need to be able to detect even those few," explains Chang Liu, associate professor of biomedical engineering at UMass Amherst and corresponding author of the paper published in the journal Science Advances that describes their new method.

The gold standard for testing PFAS is currently liquid chromatography combined with mass spectrometry. However, this method requires million-dollar equipment and complicated extraction steps. And, it is not portable. "In addition, the stubborn persistence of PFAS residues can diminish the sensitivity of these instruments over time,"says Xiaojun Wei, first author of the paper and research assistant professor at UMass Amherst.

Their studydemonstrates that a small, inexpensive device is feasible for identifying various PFAS families and detecting PFAS at levels as low as 400 ppt. While this proof-of-concept stage invention does not reach the same level of sensitivity or the breadth of PFAS types that can be detected compared to mass spectrometry, the researchers see high potential for its impact.

"We're bringing the cost of the instrument from the scale of a million dollars to a few thousand," says Liu. "We need better technology for detecting PFAS -- more accessible, more affordable and easier to use. And more testing that's on site. That's the motivation."

The researchers also see an application to use this method as a first-screening tool to identify the water that poses the greatest risks to human health.

Their testing device works by adding a molecule called cyclodextrin to a small device that is typically used for sequencing DNA, called a nanopore. The "host-guest" interaction between cyclodextrin and PFAS has been well documented, but Liu explains that no one had ever combined it with a nanopore for detection. "Now we're using one of these molecules called HP-gamma-Cyclodextrin as an adapter in an alpha-Hemolysin nanopore," he says, effectively creating a PFAS detector.

Liu hopes that their research will help raise awareness to the hazards of PFAS and eventually lead to a commercialized portable PFAS detector for water monitoring in the field.
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A smart 'insect screen' for sun protection and cool comfort | ScienceDaily
A research team consisting of Professors Junsuk Rho from the Department of Mechanical Engineering, the Department of Chemical Engineering, and the Department of Electrical Engineering and PhD candidates Byoungsu Ko and Jaebum Noh from the Department of Mechanical Engineering at POSTECH collaborated with a research team led by Professor Heon Lee and PhD candidate Dongwoo Chae from the Department of Materials Science and Engineering at Korea University. Together, they developed a transparent radiative cooling film featuring a perforated structure resembling an insect screen, designed to regulate solar heat and lower interior temperatures. This breakthrough was recently published in Advanced Functional Materials, an international journal in materials science.


						
Typically, objects exposed to sunlight heat up, but there is a technique -- "radiative cooling" -- that allows them to release heat and cool down naturally without using any external power. Researchers have been exploring ways to integrate this cooling effect into transparent films such as glass. However, they have encountered challenges as these films often transmit solar heat, limiting their cooling effectiveness.

To address this challenge, a joint research team from POSTECH and Korea University engineered a film combining a perforated silver (Ag) substrate, a Bragg mirror, and a polydimethylsiloxane (PDMS) coating. This film achieves both transparency and radiative cooling performance.

The Bragg mirror, a multi-layer thin-film structure, is designed to reflect near-infrared light, which is responsible for much of the sun's heat. To maintain visibility, the team created a perforated design, akin to an insect screen, by puncturing micrometer-scale holes in the silver substrate to allow light to pass through. For effective emission of far-infrared radiation within the atmospheric window, they added a high-absorption, silicon-based PDMS coating.

Constructed with these three layers -- a perforated silver substrate, a Bragg mirror, and a PDMS coating -- the film effectively provides cooling while maintaining visibility. In testing, glass with this film stayed 22.1degC cooler than glass coated solely with PDMS.

Professor Junsuk Rho of POSTECH stated, "This technology is ready for mass production and has significant potential in architecture and environmental applications." He continued, "Most importantly, it efficiently dissipates heat and reduces energy consumption, positioning it as a key technology for a sustainable future."

The research was conducted with support from the POSCO Holdings N.EX.T IMPACT Metasurface-based Planar Optics Technology Lab and the Leading Research Lab of the Ministry of Science and ICT and the National Research Foundation of Korea.
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Use of 'genetic scissors' carries risks | ScienceDaily
The CRISPR molecular scissors have the potential to revolutionize the treatment of genetic diseases. This is because they can be used to correct specific defective sections of the genome. Unfortunately, however, there is a catch: under certain conditions, the repair can lead to new genetic defects -- as in the case of chronic granulomatous disease. This was reported by a team of basic researchers and physicians from the clinical research program ImmuGene at the University of Zurich (UZH).


						
Chronic granulomatous disease is a rare hereditary disease that affects about one in 120,000 people. The disease impairs the immune system, making patients susceptible to serious and even life-threatening infections. It is caused by the absence of two letters, called bases, in the DNA sequence of the NCF1 gene. This error results in the inability to produce an enzyme complex that plays an important role in the immune defense against bacteria and molds.

The CRISPR tool works...

The research team has now succeeded in using the CRISPR system to insert the missing letters in the right place. They performed the experiments in cell cultures of immune cells that had the same genetic defect as people with chronic granulomatous disease. "This is a promising result for the use of CRISPR technology to correct the mutation underlying this disease," says team leader Janine Reichenbach, professor of somatic gene therapy at the University Children's Hospital Zurich and the Institute for Regenerative Medicine at UZH.

... but unfortunately, it's not perfect

Interestingly however, some of the repaired cells now showed new defects. Entire sections of the chromosome where the repair had taken place were missing. The reason for this is the special genetic constellation of the NCF1 gene: it is present three times on the same chromosome, once as an active gene and twice in the form of pseudogenes. These have the same sequence as the defective NCF1 and are not normally used to form the enzyme complex.

CRISPR's molecular scissors cannot distinguish between the different versions of the gene and therefore occasionally cut the DNA strand at multiple locations on the chromosome -- at the active NCF1 gene as well as at the pseudogenes. When the sections are subsequently rejoined, entire gene segments may be misaligned or missing. The medical consequences are unpredictable and, in the worst case, contribute to the development of leukemia. "This calls for caution when using CRISPR technology in a clinical setting," says Reichenbach.

Safer method sought

To minimize the risk, the team tested a number of alternative approaches, including modified versions of CRISPR components. They also looked at using protective elements that reduce the likelihood of the genetic scissors cutting the chromosome at multiple sites simultaneously. Unfortunately, none of these measures were able to completely prevent the unwanted side effects.

"This study highlights both the promising and challenging aspects of CRISPR-based therapies," says co-author Martin Jinek, a professor at the UZH Department of Biochemistry. He says the study provides valuable insights for the development of gene-editing therapies for chronic granulomatous disease and other inherited disorders. "However, further technological advances are needed to make the method safer and more effective in the future."
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Probability training: Preventing errors of reasoning in medicine and law | ScienceDaily
A new LMU study shows how students can better understand and interpret conditional probabilities.


						
How trustworthy is a positive HIV test result? How probable is an actual infection when the test is positive? Even professionals often get such questions wrong, which can lead to misdiagnoses and unnecessary surgeries in practice. In a new study with medicine and law students, a team of mathematics education scholars from the Universities of Regensburg, Kassel, and Freiburg, Heidelberg University of Education, and LMU Munich has compared four different training courses designed to help students gain a better understanding of probabilities. The findings of the German Research Foundation project TrainBayes have now been published in the journal Learning and Instruction.

The focus was on so-called Bayesian situations. An example: Let's say that at a certain point during the coronavirus pandemic, 0.1% of the population was infected with SARS-CoV-2. Then one person carries out a SARS-CoV-2 self-test. 96% of infected people receive a positive test result. However, 2% of non-infected people also get a positive test result. What does this mean? How likely is it that the person in question is actually infected if they get a positive test result?

"Many people -- even experts in the respective domains -- significantly overestimate this probability," says LMU mathematics educationalist Karin Binder, one of the authors of the study. "The positive parameters of the tests cause people to trust the test result and overlook the small proportion of infected people."

To illustrate this situation, we can imagine that 100,000 people have been tested: Only, say, 100 people are infected, of which 96 receive a positive result. Of the 99,900 healthy people, 2% -- that is, 1,998 -- also receive a positive result. Consequently, of the 2,094 people in total with positive test results, only 96 are actually infected -- corresponding to almost 5%. As such, a positive test result is not yet, by itself, cause for alarm.

Nicole Steib from the University of Regensburg, lead author of the study, explains: "The translation of probabilities (2%) into concrete frequencies (1,998 out of 99,900), combined with representation of the information in a double tree, proved to be the most effective method of helping students solve similar tasks." The probability trees generally used in schools, by contrast, only help students with particularly advanced prior mathematical knowledge. In a follow-on project, the new training approaches are to be integrated into lessons for teaching at school.
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Interstellar methane as progenitor of amino acids? | ScienceDaily
Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team in the journal Angewandte Chemie. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.


						
With these research results, the team led by Weixin Huang at the University of Science and Technology of China (Hefei) has contributed to our fundamental understanding of the early development of molecules in the universe. "Gamma rays, high-energy photons commonly existing in cosmic rays and unstable isotope decay, provide external energy to drive chemical reactions of simple molecules in the icy mantles of interstellar dust and ice grains," states Huang. "This can result in more complex organic molecules, presumably starting from methane (CH4), which is widely present throughout the interstellar medium."

Although higher pressures and temperatures reign on Earth and on planets in the so-called habitable zone, most studies of cosmic processes are only simulated under vacuum and at extremely low temperatures. In contrast, the Chinese team studied the reactions of methane at room temperature in the gas and aqueous phases under irradiation with a cobalt-60 emitter.

The composition of the products varies depending on the starting materials. Pure methane reacts -- with very low yield -- to give ethane, propane and hydrogen. The addition of oxygen increases the conversion, resulting mainly in CO2 as well as CO, ethylene, and water. In the presence of water, aqueous methane reacts to give acetone and tertiary butyl alcohol; in the gas phase, it gives ethane and propane. When both water and oxygen are added, the reactions are strongly accelerated. In the aqueous phase, formaldehyde, acetic acid, and acetone are formed. If ammonia is also added, acetic acid forms glycine, an amino acid also found in space. "Under gamma radiation, glycine can be made from methane, oxygen, water, and ammonia, molecules that are found in large amounts in space," says Huang. The team developed a reaction scheme that explains the routes by which the individual products are formed. Oxygen ([?]O2[?]) and [?]OH radicals play an important role in this. The rates of these radical reaction mechanisms are not temperature-dependent and could thus also take place in space.

In addition, the team was able to demonstrate that various solid particles that are components of interstellar dust -- silicon dioxide, iron oxide, magnesium silicate, and graphene oxide -- change the product selectivity in different ways. The varied composition of interstellar dust may thus have contributed to the observed uneven distribution of molecules in space.

Silicon dioxide leads to a more selective conversion of methane to acetic acid. Says Huang, "because gamma radiation is an easily available, safe, and sustainable source of energy, this could be a new approach for using methane as a carbon source that can be efficiently converted into value-added products under mild conditions -- a long-standing challenge for industrial synthetic chemistry."
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Detecting evidence of lung cancer in exhaled breath | ScienceDaily
Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. In a study in ACS Sensors, researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer. November is Lung Cancer Awareness Month.


						
People breathe out many gases, such as water vapor and carbon dioxide, as well as other airborne compounds. Researchers have determined that declines in one exhaled chemical -- isoprene -- can indicate the presence of lung cancer. However, to detect such small shifts, a sensor would need to be highly sensitive, capable of detecting isoprene levels in the parts-per-billion (ppb) range. It would also need to differentiate isoprene from other volatile chemicals and withstand breath's natural humidity. Previous attempts to engineer gas sensors with characteristics like these have focused on metal oxides, including one particularly promising compound made with indium oxide. A team led by Pingwei Liu and Qingyue Wangset out to refine indium oxide-based sensors to detect isoprene at the level at which it naturally occurs in breath.

The researchers developed a series of indium(III) oxide (In2O3)-based nanoflake sensors. In experiments, they found one type, which they called Pt@InNiOx for the platinum (Pt), indium (In) and nickel (Ni) it contains, performed best. These Pt@InNiOx sensors:
    	Detected isoprene levels as low as 2 ppb, a sensitivity that far surpassed earlier sensors.
    	Responded to isoprene more than other volatile compounds commonly found in breath.
    	Performed consistently during nine simulated uses.

More importantly, the authors' real-time analysis of the nanoflakes' structure and electrochemical properties revealed that Pt nanoclusters uniformly anchored on the nanoflakes catalyzed the activation of isoprene sensing, leading to the ultrasensitive performance.

Finally, to showcase the potential medical use of these sensors, the researchers incorporated the Pt@InNiOx nanoflakes into a portable sensing device. Into this device they introduced breath collected earlier from 13 people, five of whom had lung cancer. The device detected isoprene levels lower than 40 ppb in samples from participants with cancer and more than 60 ppb from cancer-free participants. This sensing technology could provide a breakthrough in non-invasive lung cancer screening and has the potential to improve outcomes and even save lives, the researchers say.
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High cost of childbirth and postpartum care causes biggest financial hardship for lower-income families with commercial insurance | ScienceDaily
The cost of childbirth and postpartum health care results in significant, ongoing financial hardship, particularly for lower-income families with commercial insurance according to a Columbia University study. About half of people who give birth in the United States are covered by commercial health insurance, which typically requires cost-sharing in the form of deductibles, copayments, and coinsurance. The study is published in the Milbank Quarterly.


						
Researchers Jamie Daw, PhD, of Columbia University Mailman School of Public Health, and Heidi L. Allen, PhD, of the Columbia University School of Social Work surveyed a representative sample of 4,453 postpartum people; 1,544 with a Medicaid-insured birth and 2,909 commercially insured, from the Postpartum Assessment of Health Survey (PAHS). A follow-up survey was conducted among participants in the CDC Pregnancy Risk Assessment Monitoring System (PRAMS) 12 to 14 months after giving birth in 2020 in six states -- Kansas, Michigan, New Jersey, Pennsylvania, Utah, Virginia -- and New York City. The survey included questions on health care costs and financial well-being.

The researchers found:
    	Over half of respondents with commercially insured births spent more than $1,000 out of pocket on childbirth and nearly 40 percent reported being somewhat or very worried about paying health care bills.
    	Lower income people (with annual incomes of less than about $60,000) with commercially insured births reported particularly high financial strain:            	nearly half still owed money for childbirth costs,
        	16 percent had not made any payments yet, and
        	1 in 5 had medical debt in collections.
    
    

Overall, Medicaid was financially protective for birthing families relative to commercial insurance. The vast majority of people with a Medicaid-covered birth did not have any out-of-pocket spending on childbirth or health care in the postpartum year (80 percent). However, even small amounts of cost-sharing were associated with outstanding medical debt. Among Medicaid enrollees with any OOP spending for childbirth, 1 in 3 still owed money and over 1 in 4 had not made any payments 12 to 14 months after birth.

"Out-of-pocket costs related to childbirth or postpartum care come at a time of financial vulnerability for families," Allen said. "There are significant costs associated with a new baby, including diapers and childcare. Additionally, many people take unpaid family-leave and some reduce their hours at work. Making childbirth more affordable should be a public policy priority."

To ease the financial burden for people with Medicaid, Daw and Allen propose that the Centers for Medicare and Medicaid Services or states eliminate all cost-sharing for pregnant and postpartum people in Medicaid and the Children's Health Insurance Program, which covers pregnancy for women with incomes above the Medicaid threshold in some states. Commercial insurance solutions might include allowing lower-income birthing people to apply for supplemental Medicaid coverage; exempting certain pregnancy and postpartum services from cost-sharing; and state actions to relieve the burden of medical debt.

"Policies to improve the affordability of childbirth can also be viewed as investments in early child health and development. "It is important to think about the trade-offs families may be forced to make between paying off medical debts related to childbirth and providing their children with resources -- like healthy food, adequate housing and quality childcare -- that are important for them to thrive," said Daw, assistant professor of Health Policy and Management at Columbia Mailman School. "This is an often-overlooked consequence of the high medical costs of childbirth in the United States."

Co-authors are Chen Liu, Columbia University Mailman School of Public Health; Mandi Spishak-Thomas, PhD, of the Rutgers Center for State Health Policy, and Kristen Underhill, Cornell Law School.
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Bioengineers shed light on dosing challenges for cancer immunotherapy | ScienceDaily
A team of Rice University bioengineers has developed a mathematical model that clarifies why interleukin-12 (IL-12) -- a potent immune-boosting protein that holds promise for cancer treatment -- loses effectiveness over time when used as an immunotherapeutic. The research challenges long-held assumptions about IL-12's behavior in the body and offers a path toward safer and more effective dosing regimens.


						
"IL-12 has a lot of potential for cancer immunotherapy, but dosing it effectively has proven very difficult and a key reason why IL-12 therapies have struggled to achieve hoped-for results in clinical trials over the past 30 years," said Oleg Igoshin, a professor of bioengineering and chemistry and associate chair of the Department of Bioengineering.

IL-12 belongs to a class of proteins known as cytokines that immune cells use to communicate with each other to coordinate the body's defenses against antigens. In theory, IL-12 could be used to help the body recognize cancer cells as harmful and boost the immune system's capacity to target and break down tumors. In practice, however, not only do blood IL-12 levels decrease over time despite steady dosage, but also the strength of the IL-12-induced immune response is gradually dampened. This phenomenon is known as desensitization.

"Understanding IL-12 desensitization is essential for figuring out how to develop a successful IL-12-based immunotherapy," said Jonathon DeBonis, a Rice Ph.D. student in bioengineering in the Cellular Systems Dynamics Lab led by Igoshin.

DeBonis said the two most prevalent hypotheses for how IL-12 desensitization occurs are that with each repeated dose, the protein either clears from blood faster or less of it actually reaches the blood. The distinction is important for designing dosing regimens, so the researchers built mathematical models to predict IL-12 levels under each scenario then compared model outputs to clinical trial data.

"The second hypothesis is far less commonly proposed in the literature, and we are the first to illustrate that it is, in fact, the more likely scenario," said DeBonis, who is the first author on a study about the research published in CPT: Pharmacometrics & Systems Pharmacology.

The team's findings challenge the long-standing assumption that desensitization results from the body clearing IL-12 from blood more efficiently over time. Instead, their model suggests that repeated IL-12 doses cause immune cells in the lymphatic system to develop more IL-12 receptors -- areas on the cell surface that bind to the protein -- causing these cells to essentially hoard IL-12 before it has a chance to make it into the bloodstream, where it could activate a greater number of immune cells and thus set off an enhanced, cascading immune response.




"This carries significant implications for IL-12 therapy design," DeBonis said. "Ultimately, our goal is to develop an algorithm that can accurately predict exposure to IL-12 throughout the body over time. That would be valuable for designing therapies that minimize exposure in the blood while keeping IL-12 levels high at the tumor site."

In the next phase of its research, the team plans to expand the model further to predict more nuanced immune responses to IL-12, an addition that could bring the researchers closer to creating adaptive, real-time dosing mechanisms. This work is part of a broader vision among the research team to optimize biologic therapies, a class of drugs that includes IL-12 and is derived from biological sources like cells, proteins, antibodies and hormones.

"Future treatments could eventually make it possible to have personalized, on-site medication production to treat cancer and other diseases," said Omid Veiseh, professor of bioengineering, Cancer Prevention and Research Institute of Texas Scholar and director of the Rice Biotech Launch Pad. "For this vision to become a clinical reality, we need better predictive tools and sense-and-response mechanisms to guide dosing over time."

DeBonis acknowledged computational support from Rice's Center for Research Computing (CRC), which enabled the team to process greater amounts of data in less time.

"A lot of the data fitting and optimization we do is computationally expensive," DeBonis said. "By sending labor-intensive tasks to the data cluster, we could run tests and validate results faster, enabling us to iterate quickly and refine our models."

The research was supported by the Welch Foundation (C-1995), the Advanced Research Projects Agency for Health (AY1AX000003) and a National Science Foundation (1338099) award to Rice's CRC.
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Newly discovered neurons change our understanding of how the brain handles hunger | ScienceDaily
As you're deciding whether to eat one more potato chip, a pitched battle takes place in your brain. One group of neurons promotes hunger while another induces satiety. How quickly one group gains the upper hand determines how likely you are to put down the bag of chips.


						
Now, scientists have discovered a missing link in this neural circuit governing hunger and satiety -- a previously unidentified type of neuron that serves as an immediate counterbalance to the urge to eat. The findings, published in Nature, expand the classic model of hunger and satiety regulation, and may provide new therapeutic targets for tackling obesity and metabolic disorders.

"This new type of neuron changes the conceptual framework for how feeding is regulated" says Han Tan, a research associate in Rockefeller's Laboratory of Molecular Genetics, headed by Jeffrey Friedman.

More or less

Traditionally, the brain's so-called feeding circuit was thought to involve a simple feedback loop between two types of brain cells in the hypothalamus: neurons expressing a gene named AGRP drive hunger and neurons expressing a gene named POMC promote satiety. Previously these two populations were thought to be the two main targets of leptin but recent studies suggested that this model was incomplete. While activating AGRP neurons rapidly induces appetite, activating POMC neurons takes hours to suppress appetite. Researchers wondered whether they had missed something. "We suspected POMC couldn't counterbalance the hunger neurons quickly enough to curb feeding," Tan says. "So we wondered if there was a missing neuron that could promote rapid satiety, on a similar timescale to that of AGRP."

Through single-cell RNA sequencing of neurons in the brain's arcuate nucleus, the team identified a new type of neuron that expresses a gene called BNC2 together with receptors for the hormone leptin, which has previously been shown to play a significant role in regulating body weight. This newly discovered BNC2 neuron rapidly responds to food cues and acts to rapidly inhibit hunger.

The findings reveal that BNC2 neurons, when activated by leptin and possibly other signals, not only suppress appetite but also alleviate the negative feelings associated with hunger. Remarkably, these neurons act by inhibiting the AGRP neurons and they can do so rapidly, serving as a complementary signal.




"This study has added an important new component to the neural circuit that regulates appetite and broadens our understanding of how leptin reduces appetite," Friedman says. "It also solves a mystery about how feeding is regulated on different time scales by different neurons."

Redefining hunger

The discovery of BNC2 neurons has broad implications for tackling obesity and metabolic disorders. "We are actively researching whether targeting these neurons could provide a new therapy for obesity or diabetes," Tan says, pointing to genetic studies that link BNC2 to high body mass index and diabetes risk in patients. The team is also exploring how stimulating or inhibiting these neurons affects glucose and insulin levels, further underscoring the therapeutic potential of modulating their activity.

This discovery could also have broad implications for how we understand the brain's control over instinctive behaviors. If BNC2 neurons can coordinate hunger regulation, could there be other similar circuits for behaviors like grooming or sleeping? Identifying similar circuits could deepen our understanding of how the brain choreographs complex actions across different instinctive behaviors, paving the way for further discoveries in behavioral neuroscience.

"We now believe BNC2 and AGRP to be the sort of yin and yang of feeding," Tan says.
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What happens in your brain while you watch a movie | ScienceDaily
By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis, publishing November 6 in the Cell Press journal Neuron, shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed how different executive networks are prioritized during easy- versus hard-to-follow scenes.


						
"Our work is the first attempt to get a layout of different areas and networks of the brain during naturalistic conditions," says first author and neuroscientist Reza Rajimehr of Massachusetts Institute of Technology (MIT).

Different areas of the brain are highly interconnected, and these connections form functional networks that relate to how we perceive stimuli and behave. Most studies of brain functional networks have been based on fMRI scans of people at rest, but many parts of the brain or cortex are not fully active in the absence of external stimulation.

In this study, the researchers wanted to investigate whether screening movies during fMRI scanning could provide insight into how the brain's functional networks respond to complex audio and visual stimuli.

"With resting-state fMRI, there is no stimulus -- people are just thinking internally, so you don't know what has activated these networks," says Rajimehr. "But with our movie stimulus, we can go back and figure out how different brain networks are responding to different aspects of the movie."

To map the brain during movie watching, the researchers leveraged a previously collected fMRI dataset from the Human Connectome Project, consisting of whole brain scans from 176 young adults that were obtained while the participants watched 60 minutes' worth of short clips from a range of independent and Hollywood films.

The researchers averaged the brain activity across all participants and used machine learning techniques to identify brain networks, specifically within the cerebral cortex. Then, they examined how activity within these different networks related to the movie's scene-by-scene content -- which included people, animals, objects, music, speech, and narrative.




Their analysis revealed 24 different brain networks that were associated with specific aspects of sensory or cognitive processing, for example recognizing human faces or bodies, movement, places and landmarks, interactions between humans and inanimate objects, speech, and social interactions.

They also showed an inverse relationship between "executive control domains" -- brain regions that enable people to plan, solve problems, and prioritize information -- and brain regions with more specific functions. When the movie's content was difficult to follow or ambiguous, there was heightened activity in executive control brain regions, but during more easily comprehendible scenes, brain regions with specific functions, like language processing, predominated.

"Executive control domains are usually active in difficult tasks when the cognitive load is high," says Rajimehr. "It looks like when the movie scenes are quite easily comprehendible, for example if there's a clear conversation going on, the language areas are active, but in situations where there is a complex scene involving context, semantics, and ambiguity in the meaning of the scene, more cognitive effort is required, and so the brain switches over to using general executive control domains."

Since the analyses in this paper were based on average brain activities, the researchers say that future research could investigate how brain network function differs between individuals, between individuals of different ages, or between individuals with developmental or psychiatric disorders.

"In future studies, we can look at the maps of individual subjects, which would allow us to relate the individualized map of each subject to the behavioral profile of that subject," says Rajimehr. "Now, we're studying in more depth how specific content in each movie frame drives these networks -- for example, the semantic and social context, or the relationship between people and the background scene."
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Cracking the code of DNA circles in cancer: Potential therapy | ScienceDaily
A trio of research papers from Stanford Medicine researchers and their international collaborators transforms scientists' understanding of how small DNA circles -- until recently dismissed as inconsequential -- are major drivers of many types of human cancers.


						
The papers, to be published simultaneously in Nature on Nov. 6, detail the prevalence and prognostic impact of the circles, called ecDNA for extrachromosomal DNA, in nearly 15,000 human cancers; highlight a novel mode of inheritance that overthrows a fundamental law of genetics; and describe an anti-cancer therapy targeting the circles that is already in clinical trials.

The team, jointly known as eDyNAmiC, are a group of international experts led by professor of pathology Paul Mischel, MD. In 2022, Mischel and the eDyNAmiC team were awarded a $25 million grant from the Cancer Grand Challenges initiative to learn more about the circles. Cancer Grand Challenges, a research initiative co-founded by Cancer Research UK and the National Cancer Institute in the United States, supports a global community of interdisciplinary, world-class research teams to take on cancer's toughest challenges.

"We're in the midst of a completely new understanding of a common and aggressive mechanism that drives cancer," said Mischel, who holds the Fortinet Founders Professorship. "Each paper alone is noteworthy, and taken together they represent a major inflection point in how we view cancer initiation and evolution." Mischel is also an institute scholar at Stanford Medicine's Sarafan ChEM-H.

Mischel is co-senior author of each of the three papers; Howard Chang, MD, PhD, professor of dermatology and genetics, the Virginia and D.K. Ludwig Professor in Cancer Research and a Howard Hughes Medical Institute investigator, is the co-senior author of two of the three papers and a co-author on the third paper.

Those featured circles, ecDNAs, are small and often contain a few genes on their circular DNA. Frequently, these genes are cancer-associated genes called oncogenes. When a cancer cell contains multiple oncogene-encoding ecDNAs, they can supercharge the cell's growth and allow it to evade internal checkpoints meant to regulate cell division. The ecDNAs also sometimes encode genes for proteins that can tamp down the immune system's response to a developing cancer -- further advantaging tumor growth.

Greater prevalence than previously thought

Until recently, it was believed that only about 2% of tumors contained meaningful amounts of ecDNA. But in 2017, research in Mischel's lab showed that the small circles were widespread and likely to play a critical role in human cancers. In 2023, Mischel and Chang further showed that their presence jumpstarts a cancerous transformation in precancerous cells.




In the first of the three papers, of which Chang is a co-author and Mischel is a co-senior author, researchers in the United Kingdom built on Mischel's 2017 finding by analyzing the prevalence of ecDNA in nearly 15,000 cancer patients and 39 tumor types. They found that 17.1% of tumors contained ecDNA, that ecDNA was more prevalent after targeted therapy or cytotoxic treatments like chemotherapy, and that the presence of ecDNA was associated with metastasis and poorer overall survival.

The researchers also showed that the circles can contain not just cancer-driving oncogenes and genes that modulate the immune response, but also that others can contain only DNA sequences called enhancers that drive the expression of genes on other circles by linking two or more ecDNAs together.

"This was kind of a heretical idea," Chang said. "The ecDNAs with enhancer elements don't confer any benefit to the cell on their own; they have to work with other ecDNAs to spur cancer cell growth. If looked at through a conventional lens, the presence of ecDNAs that solely encode enhancers wouldn't seem to be a problem. But the teamwork and physical connection between different types of circles is actually very important in cancer development."

"This study is a tour de force of data gathering and analysis," Mischel said. "We learned critical lessons about which cancer patients are affected and what genes or DNA sequences are found in ecDNAs. We identified the genetic backgrounds and mutational signatures that give us clues as to how cancers originate and thrive."

Mischel and Chang are the co-senior authors of the second paper that studied how the ecDNA circles are segregated into daughter cells when cancer cells divide. Typically, ecDNAs segregate randomly during cell division. As a result, some new cells could have many ecDNAs while their sister cells had none. This kind of genetic roll of the dice increases the odds that at least some population of cells in the tumor will have the right combination of ecDNAs to evade environmental or drug challenges and contributes to the development of drug resistance.

Chang and Mischel and their colleagues showed that this concept is still true, to a point. But they found that, unlike chromosomes, ecDNA transcription -- the process of copying DNA sequences into RNA instructions that are then used to make proteins -- continues unabated during cell division. As a result, ecDNAs working in tandem remain interconnected during cell division and segregate together as multi-circle units to daughter cells.




A new take on peas

"This upends Gregor Mendel's rule of independent assortment of genes that aren't physically linked by DNA sequences," Mischel said, referring to the biologist and Augustinian friar who first described how traits are inherited during his studies of pea plants in the 1860s. "It's really stunning and an enormous surprise."

"Daughter cells that repeatedly inherit particularly advantageous combinations of ecDNA circles should be rare if the segregation of each type of circle is truly random," Chang said. "But this study showed that we were seeing many more of these 'jackpot events' than would be expected. It's like getting a good hand in poker. Cancer cells that get dealt that good hand over and over have a huge advantage. Now we understand how this happens."

These jackpot events highlight a weakness in the cancer cells, however. Chang and Mischel and the eDyNAmiC team realized that there is inherent tension between transcription and replication, each of which are carried out by protein machinery that trundles along the DNA strand. When transcription and replication machinery collide, the process stalls and the cell activates internal checkpoints to pause cell division until the conflict is resolved.

The third paper, of which Chang and Mischel are co-senior authors, reports that blocking the activity of an important checkpoint protein called CHK1 causes the death of ecDNA-containing tumor cells grown in the laboratory and causes tumor regression in mice with a gastric tumor fueled by the DNA circles.

"This turns the table on these cancer cells," Chang said. "They are addicted to this excess transcription; they can't stop themselves. We made this into a vulnerability that results in their death."

Currently in trials

The results were promising enough that a CHK1 inhibitor is now in early phase clinical trials for people with certain types of cancers that have multiple copies of oncogenes on ecDNAs.

"These papers represent what can happen when researchers from many different labs come together with a common goal," Mischel said. "Science is a social endeavor and together, through many avenues of converging data from wildly different sources, we've shown that these findings are real and important. We are going to continue exploring the biology of ecDNAs and use that knowledge for the benefit of patients and their families."

Mischel, Mariam Jamal-Hanjani, MD, PhD, a professor of cancer genomics and metastasis at the Cancer Research UK Lung Cancer Centre of Excellence at University College London Cancer Institute and Charles Swanton, PhD, a deputy clinical director at the Francis Crick Institute are co-senior authors of the paper on the prevalence and impact of ecDNA in nearly 15,000 cancer patients; clinical research fellow Chris Bailey, PhD, and senior bioinformatics scientist Oriol Pich, MD, PhD, of the Francis Crick Institute are co-lead authors. Jamal-Hanjani is also an honorary medical oncology consultant in translational lung oncology with the UCL Hospitals NHS Trust.

Mischel and Chang are co-senior authors of the paper detailing the mechanisms of inheritance of ecDNA; graduate student King Hung; postdoctoral scholar Matthew Jones, PhD; postdoctoral scholar Ivy Tsz-Lo Wong, PhD; and graduate student Ellis Curtis are the lead authors of the study.

Mischel, Chang and Christian Hassig, PhD, chief scientific officer of Boundless Bio, are the senior authors of the paper describing a new therapeutic approach targeting ecDNAs in cancer cells. Postdoctoral scholar Jun Tang, PhD; pathology instructor Natasha Weiser, MD; and postdoctoral scholar Guiping Wang, PhD, are the lead authors of the study.

Mischel and Chang are scientific co-founders of Boundless Bio, a San Diego-based oncology company developing cancer therapeutics based on ecDNA biology. Boundless Bio is the sponsor of a phase 1/2 study of an inhibitor of CHK1 in people with locally advanced or metastatic solid tumors with oncogene amplifications.

Through Cancer Grand Challenges team eDyNAmiC is funded by Cancer Research UK and the National Cancer Institute, with generous support to Cancer Research UK from Emerson Collective and The Kamini and Vindi Banga Family Trust.
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Brain stars hold our memories | ScienceDaily

"The prevailing idea is that the formation and recall of memories only involves neuronal engrams that are activated by certain experiences, and hold and retrieve a memory," said corresponding author Dr. Benjamin Deneen, professor and Dr. Russell J. and Marian K. Blattner Chair in the Department of Neurosurgery, director of the Center for Cancer Neuroscience, a member of the Dan L Duncan Comprehensive Cancer Center at Baylor and a principal investigator at the Jan and Dan Duncan Neurological Research Institute.

"Our lab has a long history of studying astrocytes and their interactions with neurons. We have found that these cells interact closely with each other, both physically and functionally, and that this is essential for proper brain function. However, the role of astrocytes in storage and retrieval of memories has not been investigated before," Deneen said.

Astrocytes trigger memory recall

The researchers began by developing a completely new set of laboratory tools to identify and study the activity of astrocytes associated with memory brain circuits.

A typical experiment consisted of, first, conditioning mice to feel fear and 'freeze' after exposure to a certain situation. When mice were placed back in the same situation after some time, they would freeze because they remembered. If the same mice were placed in a different situation, they would not freeze because it's not the original context in which they were conditioned to feel fear.

"Working with these mice and with our new lab tools, we were able to show that astrocytes do play a role in memory recall," said co-first author Dr. Wookbong Kwon, a postdoctoral associate in the Deneen lab.




The researchers show that during learning events, such as fear conditioning, a subset of astrocytes in the brain expresses the c-Fos gene. Astrocytes expressing c-Fos subsequently regulate circuit function in that brain region.

"The c-Fos-expressing astrocytes are physically close with engram neurons," said co-first author Dr. Michael R. Williamson, a postdoctoral associate in the Deneen lab. "Furthermore, we found that engram neurons and the physically associated astrocyte ensemble also are functionally connected. Activating the astrocyte ensemble specifically stimulates synaptic activity or communication in the corresponding neuron engram. This astrocyte-neuron communication flows both ways; astrocytes and neurons depend on each other."

When mice were in a situation not associated with fear, they did not freeze. "However, when the astrocyte ensemble in these mice in the non-fearful environment was activated, the animals froze, showing that astrocyte activation stimulates memory recall," Kwon said.

To better understand what mediates the activity of astrocyte ensembles in memory recall, the researchers investigated the gene NFIA. "Our lab has previously shown that astrocytic NFIA can regulate memory circuits, but whether it acts in ensembles of astrocytes to orchestrate memory storage and recall was unknown," Williamson said.

The team found that astrocytes activated by learning events have elevated levels of the NFIA protein, and preventing NFIA production in these astrocytes suppresses memory recall. Importantly, this suppression is memory specific.

"When we deleted the NFIA gene in astrocytes that were active during a learning event, the animals were not able to recall the specific memory associated with the learning event, but they could recall other memories," Kwon said.




"These findings speak to the nature of the role of astrocytes in memory," Deneen said. "Ensembles of learning-associated astrocytes are specific to that learning event. The astrocyte ensembles regulating the recall of the fearful experience are different from those involved in recalling a different learning experience, and the ensemble of neurons is different as well."

The current study illuminates a more complete picture of the players that are involved and the activities that take place in the brain during memory formation and recall. In addition, the study provides a new perspective when studying human conditions associated with memory loss, like Alzheimer's disease, as well as conditions in which memories occur repeatedly and are difficult to suppress, like post-traumatic stress disorder.

Junsung Woo, Yeunjung Ko, Ehson Maleki, Kwanha Yu, Sanjana Murali and Debosmita Sardar also contributed to this work. They are all affiliated with Baylor College of Medicine.

This work was supported by U.S. National Institutes of Health grants (R35-NS132230, R21-MH134002 and R01-AG071687), grant AHA-23POST1019413 and a grant from the National Research Foundation of Korea (RS- 2024-00405396). Further support was provided by the David and Eula Wintermann Foundation, the Eunice Kennedy Shriver National Institute of Child Health and Human Development of the National Institutes of Health award P50HD103555.
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Imaging nuclear shapes by smashing them to smithereens | ScienceDaily
Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) -- a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory -- to reveal subtle details about the shapes of atomic nuclei. The method, described in a paper just published in Nature, is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.


						
"In this new measurement, we not only quantify the overall shape of the nucleus -- whether it's elongated like a football or squashed down like a tangerine -- but also the subtle triaxiality, the relative differences among its three principle axes that characterize a shape in between the 'football' and 'tangerine,'" said Jiangyong Jia, a professor at Stony Brook University (SBU) who has a joint appointment at Brookhaven Lab and is one of the principal authors on the STAR Collaboration publication.

Deciphering nuclear shapes has relevance to a wide range of physics questions, including which atoms are most likely to split in nuclear fission, how heavy atomic elements form in collisions of neutron stars, and which nuclei could point the way to exotic particle decay discoveries. Leveraging improved knowledge of nuclear shapes will also deepen scientists' understanding of the initial conditions of a particle soup that mimics the early universe, which is created in RHIC's energetic particle smashups. The method can be applied to analyzing additional data from RHIC as well as data collected from nuclear collisions at Europe's Large Hadron Collider (LHC). It will also have relevance to future explorations of nuclei at the Electron-Ion Collider, a nuclear physics facility in the design stage at Brookhaven Lab.

Ultimately, since 99.9% of the visible matter that people and all the stars and planets of the cosmos are made of resides in the nuclei at the center of atoms, understanding these nuclear building blocks is at the heart of understanding who we are.

"The best way to demonstrate the robustness of nuclear physics knowledge gained at RHIC is to show that we can apply the technology and physics insights to other fields," Jia said. "Now that we've demonstrated a robust way to image nuclear structure, there will be many applications."

From long exposure to freeze-frame snapshots

For decades, scientists used low-energy experiments to infer nuclear shapes -- for example, by exciting the nuclei and observing photons, or particles of light, emitted as the nuclei decay back to the ground state. This method probes the overall spatial arrangement of the protons inside the nucleus, but only at a relatively long time scale.




"In low-energy experiments, it's like taking a long-exposure picture," said Chun Shen, a theorist at Wayne State University whose calculations were used in the new analysis.

Because the exposure time is long, the low-energy methods do not capture all the subtle variations in the arrangement of protons that can occur inside a nucleus at very fast timescales. And because most of these methods use electromagnetic interactions, they can't directly "see" the uncharged neutrons in the nucleus.

"You only get an average of the whole system," said Dean Lee, a low-energy theorist at the Facility for Rare Isotope Beams, a DOE Office of Science user facility at Michigan State University. Though Lee and Shen are not co-authors on the study, they and other theorists have contributed to developing this new nuclear imaging method.

"The high-energy imaging method, which captures many freeze-frame snapshots that reveal information about both the protons and neutrons, is orders of magnitude faster," said Chunjian Zhang, a former SBU postdoctoral fellow, now a junior faculty member at Fudan University, who co-led the STAR analysis.

Importantly, the snapshots taken by RHIC's STAR detector all come from different collision events.

"You cannot image the same nuclei again and again because you destroy them in the collision," Jia noted. But by looking at the whole collection of images from many different collisions, scientists can reconstruct the subtle properties of the 3D structure of the smashed nuclei.




As Lee explained, "In each collision, you freeze time for a moment and look at where all the protons and neutrons are. And every time you do this, it's a different distribution due to the quantum nature of atomic nuclei. So, the high-energy method captures a ton of information, a ton of complexity that we do not probe in low-energy experiments."

Reconstructing shapes from debris

How exactly does STAR see that complexity if the nuclei get destroyed? By tracking how particles fly out -- and how fast -- from the most central, head-on nuclear smashups.

As the STAR scientists note in their Nature paper, "In an ironic twist, this effectively realizes [famous physicist] Richard Feynman's analogy of the seemingly impossible task of 'figuring out a pocket watch by smashing two together and observing the flying debris.'"

From years of experiments at RHIC, the scientists know that high energy nuclear collisions melt the protons and neutrons of the nuclei to set free their inner building blocks, quarks and gluons. The shape and expansion of each hot blob of this melted nuclear matter, known as a quark-gluon plasma (QGP), is determined by the shape of the colliding nuclei. The shape and size of each QGP blob directly affect pressure gradients generated in that blob of plasma, which in turn influence the collective flow and momentum of particles emitted as the QGP cools.

The STAR scientists reasoned they could "reverse engineer" this relationship to derive information about nuclear structure. They analyzed the flow and momentum of particles emerging from collisions and compared them with models of hydrodynamic expansion for different QGP shapes to arrive at the shapes of the originally colliding nuclei.

To show their method worked, they compared central collisions of gold nuclei -- which are believed, from low energy studies, to be close to spherical -- with central collisions of uranium nuclei, which have a pronounced elongated football-like shape. Because the gold nuclei are nearly spherical, there shouldn't be much variation from collision to collision in the flow patterns of emitted particles.

"Central collisions of gold nuclei produce a circular, fixed size QGP that expands evenly in all directions," said Shengli Huang, a SBU research scientist who co-led the STAR analysis. "The oblong uranium nuclei, on the other hand, can collide in a wide range of orientations, generating droplets of QGP with various shapes and sizes," he said. So, the scientists expected central collisions of uranium to exhibit much more variability in the flow patterns.

This is what they observed.

By comparing measurements between uranium-uranium and gold-gold collisions -- and fitting those results to hydrodynamic models that have successfully described other characteristics of the QGP -- the scientists were able to infer a quantitative description of the shape of the uranium nucleus. The results also include a first determination of the relative lengths of the three principal axes of the oblong uranium nucleus.

Computing tools

Obtaining precision predictions from various hydrodynamic models, including Shen's model, posed significant computational challenges. Accomplishing this task took over a year, with Zhang running calculations on the Open Science Grid. Zhang used more than 20 million central processing unit (CPU) hours to produce more than ten million collision events from hydrodynamic models, which were then fitted to the experimental data.

"Many features in the STAR data are indicative of the significant differences in the shape between the uranium and gold nuclei, but the computational data-model comparisons certainty helped us to more precisely quantify the nuclear shapes," Zhang said.

Though this study aimed to establish a new nuclear imaging method, the data did reveal some new information about uranium nuclei. Instead of observing distortion in just the one principal axis that leads to "prolate" elongation, the scientists found differences in all three axes, suggesting that uranium nuclei are more complex than previously thought.

Expanded impacts

As noted, the new method will improve physicists' understanding of the initial conditions in heavy ion collisions that generate QGP at both RHIC and the LHC. Nuclear structures derived from low-energy experiments were essential in analyses that linked those initial conditions with hydrodynamic flow patterns to establish that the QGP created in these collisions is a nearly perfect liquid. Scientists can now use the new method to check the consistency with low-energy approaches using nuclei like uranium where the structure is relatively well known. This will further reduce uncertainties about initial state conditions to improve the determination of QGP properties.

The method can also be used to determine shapes of other nuclei, especially those where the low-energy experiments yielded limited understanding. One example would be to apply the method to so-called isobar nuclei -- nuclei with the same total number of protons and neutrons (nucleons), but different proportions of each type. Such pairs are involved when two neutrons in a higher-neutron-number "parent" nucleus transform into protons via a nuclear weak decay process to create the lower-neutron-number "daughter" -- a process known as double beta decay. Knowing the shape differences between parent and daughter nuclei could help reduce model uncertainties in experiments searching for an unseen type of decay known as neutrinoless double beta decay.

"There are many interdisciplinary aspects of this research," Jia explained. "Nuclear physics has many subfields. Usually, each community uses its own tools -- theory and experiments. But because of these results, the low-energy nuclear structure and nuclear reaction communities around the world have taken notice. Several workshops, meetings, and conferences were organized to explore the connections between the high-energy and low-energy frontiers in nuclear physics, which allowed us to understand each other better," he said.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation (NSF), and a range of international agencies and organizations listed in the scientific paper. In addition to using the Open Science Grid, supported directly by NSF, the researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab and the National Energy Research Scientific Computing Center (NERSC), which is another DOE Office of Science user facility at DOE's Lawrence Berkeley National Laboratory.
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AI-driven mobile robots team up to tackle chemical synthesis | ScienceDaily
Researchers at the University of Liverpool have developed AI-driven mobile robots that can carry out chemical synthesis research with axtraordinairy efficiency.


						
In a study publishing in the journal Nature, researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

The 1.75-meter-tall mobile robots were designed by the Liverpool team to tackle three primary problems in exploratory chemistry: performing the reactions, analysing the products, and deciding what to do next based on the data.

The two robots performed these tasks in a cooperative manner as they addressed problems in three different areas of chemical synthesis -- structural diversification chemistry (relevant to drug discovery), supramolecular host-guest chemistry, and photochemical synthesis.

The results found that with the AI function the mobile robots made the same or similar decisions as a human researcher but these decisions were made on a far quicker timescale than a human, which could take hours.

Professor Andrew Cooper from the University of Liverpool's Department of Chemistry and Materials Innovation Factory, who led the project explained:

"Chemical synthesis research is time consuming and expensive, both in the physical experiments and the decisions about what experiments to do next so using intelligent robots provides a way to accelerate this process.




"When people think about robots and chemistry automation, they tend to think about mixing solutions, heating reactions, and so forth. That's part of it, but the decision making can be at least as time consuming. This is particularly true for exploratory chemistry, where you're not sure of the outcome. It involves subtle, contextual decisions about whether something is interesting or not, based on multiple datasets. It's a time-consuming task for research chemists but a tough problem for AI."

Decision-making is a key problem in exploratory chemistry. For example, a researcher might run several trial reactions and then decide to scale up only the ones that give good reaction yields, or interesting products. This is hard for AI to do as the question of whether something is 'interesting' and worth pursuing can have multiple contexts, such as novelty of the reaction product, or the cost and complexity of the synthetic route.

Dr Sriram Vijayakrishnan, a former University of Liverpool PhD student and the Postdoctoral Researcher with the Department of Chemistry who led the synthesis work, explained: "When I did my PhD, I did many of the chemical reactions by hand. Often, collecting and figuring out the analytical data took just as long as setting up the experiments. This data analysis problem becomes even more severe when you start to automate the chemistry. You can end up drowning in data."

"We tackled this here by building an AI logic for the robots. This processes analytical datasets to make an autonomous decision -- for example, whether to proceed to the next step in the reaction. This decision is basically instantaneous, so if the robot does the analysis at 3:00 am, then it will have decided by 3:01 am which reactions to progress. By contrast, it might take a chemist hours to go through the same datasets."

Professor Cooper added: "The robots have less contextual breadth than a trained researcher so in its current form, it won't have a "Eureka!" moment. But for the tasks that we gave it here, the AI logic made more or less the same decisions as a synthetic chemist across these three different chemistry problems, and it makes these decisions in the blink of an eye. There is also huge scope to expand the contextual understanding of the AI, for example by using large language models to link it directly to relevant scientific literature."

In the future, the Liverpool team wants to use this technology to discover chemical reactions that are relevant to pharmaceutical drug synthesis, as well as new materials for applications such as carbon dioxide capture.

Two mobile robots were used in this study, but there is no limit to the size of the robot teams that could be used. Hence, this approach could scale to the largest industrial laboratories.
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New haptic patch transmits complexity of touch to the skin | ScienceDaily
A Northwestern University-led team of engineers has developed a new type of wearable device that stimulates skin to deliver various complex sensations.


						
The thin, flexible device gently adheres to the skin, providing more realistic and immersive sensory experiences. Although the new device obviously lends itself to gaming and virtual reality (VR), the researchers also envision applications in healthcare. For example, the device could help people with visual impairments "feel" their surroundings or give feedback to people with prosthetic limbs.

The study will be published on Wednesday (Nov. 6) in the journal Nature.

The device is the latest advance in wearable technology from Northwestern bioelectronics pioneer John A. Rogers. The new study builds on work published in 2019 in Nature, in which his team introduced "epidermal VR," a skin-interfaced system that communicates touch through an array of miniature vibrating actuators across large areas of the skin, with fast wireless control.

"Our new miniaturized actuators for the skin are far more capable than the simple 'buzzers' that we used as demonstration vehicles in our original 2019 paper," Rogers said. "Specifically, these tiny devices can deliver controlled forces across a range of frequencies, providing constant force without continuous application of power. An additional version allows the same actuators to provide a gentle twisting motion at the surface of the skin to complement the ability to deliver vertical force, adding realism to the sensations."

Rogers is the Louis A. Simpson and Kimberly Querrey Professor of Materials Science and Engineering, Biomedical Engineering and Neurological Surgery, with appointments in Northwestern's McCormick School of Engineering and Northwestern University Feinberg School of Medicine. He also directs the Querrey Simpson Institute for Bioelectronics.

Rogers co-led the work with Northwestern's Yonggang Huang, the Jan and Marcia Achenbach Professorship in Mechanical Engineering at McCormick; Hanqing Jiang of Westlake University in China; and Zhaoqian Xie of Dalian University of Technology in China. Jiang's team built the small modifying structures needed to enable twisting motions.




Leveraging skin-stored energy

The new device comprises a hexagonal array of 19 small magnetic actuators encapsulated within a thin, flexible silicone-mesh material. Each actuator can deliver different sensations, including pressure, vibration and twisting. Using Bluetooth technology in a smartphone, the device receives data about a person's surroundings for translation into tactile feedback -- substituting one sensation (like vision) for another (touch).

Although the device is powered by a small battery, it saves energy using a clever "bistable" design. This means it can stay in two stable positions without needing constant energy input. When the actuators press down, it stores energy in the skin and in the device's internal structure. When the actuators push back up, the device uses the small amount of energy to release the stored energy. So, the device only uses energy when the actuators change position. With this energy-efficient design, the device can operate for longer periods of time on a single battery charge.

"Instead of fighting against the skin, the idea was ultimately to actually use the energy that's stored in skin mechanically as elastic energy and recover that during the operation of the device," said Matthew Flavin, the paper's first author. "Just like stretching a rubber band, compressing the elastic skin stores energy. We can then reapply that energy while we're delivering sensory feedback, and that was ultimately the basis for how we create the created this really energy-efficient system."

At the time of the research, Flavin was a postdoctoral researcher in Rogers' lab. Now, he is an assistant professor of electrical and computer engineering at the Georgia Institute of Technology.

Sensory substitution

To test the device, the researchers blindfolded healthy subjects to test their abilities to avoid objects in their path, change foot placement to avoid injury and alter their posture to improve balance.




One experiment involved a subject navigating a path through obstructing objects. As the subject approached an object, the device delivered feedback in the form of light intensity in its upper right corner. As the person moved nearer to the object, the feedback became more intense, moving closer to the center of the device.

With only a short period of training, subjects using the device were able to change behavior in real time. By substituting visual information with mechanical, the device "would operate very similarly to how a white cane would, but it's integrating more information than someone would be able to get with a more common aid," Flavin said.

"As one of several application examples, we show that this system can support a basic version of 'vision' in the form of haptic patterns delivered to the surface of the skin based on data collected using the 3D imaging function (LiDAR) available on smartphones," Rogers said. "This sort of 'sensory substitution' provides a primitive, but functionally meaningful, sense of one's surroundings without reliance on eyesight -- a capability useful for individuals with vision impairments."
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Researchers have uncovered the mechanism in the brain that constantly refreshes memory | ScienceDaily
Mount Sinai researchers have discovered for the first time a neural mechanism for memory integration that stretches across both time and personal experience. These findings, reported in Nature, demonstrate how memories stored in neural ensembles in the brain are constantly being updated and reorganized with salient information, and represent an important step in deciphering how our memories stay current with the most recently available information. This discovery could have important implications for better understanding adaptive memory processes (such as making causal inferences) as well as maladaptive processes (such as post-traumatic stress disorder, or PTSD).


						
"The long-held view is that memories are formed during initial learning and remain stable in neural ensembles over time, enabling us to recall a particular experience," says Denise Cai, PhD, Associate Professor of Neuroscience at the Icahn School of Medicine at Mount Sinai and senior author of the study. "Our work with mouse models shows the inadequacy of this theory, since it doesn't account for how the brain can both store memories while flexibly updating them with new and relevant information. This combination of stability and flexibility within neural ensembles is critical for us to make everyday predictions and decisions, and to interact with an ever-changing world."

The fundamental question of how we dynamically update memories as we encounter fresh information has continued to challenge neuroscientists. For their study, the Mount Sinai team tracked the behavior and neural activity in the hippocampus of adult mice as they learned new experiences, rested after each experience (during so-called "offline" periods), and recalled past memories in the following days. Researchers found that after each event, the brain consolidates and stabilizes the memory by replaying the experience. After a negative experience, the brain replays not just that event, but memories from days earlier, seemingly searching for related events to link together and, therefore, integrate memories across time.

The study of mice that experienced a highly adverse event (e.g., receiving an foot shock in a specific environment), revealed that negative experiences drove reactivation of not only the recent adverse memory, but also of a "neutral," or non-threatening, memory formed days earlier (a safe and different environment where they did not receive any shocks). "We learned that when mice were resting after a highly negative experience, they simultaneously reactivated the neural ensemble of that experience and the past neutral memory, thus integrating the two distinct memory modalities," explains Dr. Cai. "We refer to this phenomenon as ensemble co-reactivation, and now know that it drives the long-term linking of memories in the brain."

Contrary to published literature showing how sleep seems to benefit memory storage, researchers found that memory linkage occurred more often while mice were awake than asleep. This finding raised interesting questions for the team about the distinct roles that wakefulness and sleep play in different memory processes. The research also showed that adverse experiences were more likely to be linked with past memories, or "retrospectively," than "prospectively" across days, and that more intense negative events were more likely to drive retrospective memory-linking.

"In discovering a complex neural mechanism that facilitates memory integration, we've taken a major step in the direction of better understanding real-world memory, where we know that our memories are constantly being updated and remodeled with subsequent experience so that we can function day-to-day in a dynamic world," said Dr. Cai.
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Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage | ScienceDaily
The atoms of amorphous solids like glass have no ordered structure; they arrange themselves randomly, like scattered grains of sand on a beach. Normally, making materials amorphous -- a process known as amorphization -- requires considerable amounts of energy. The most common technique is the melt-quench process, which involves heating a material until it liquifies, then rapidly cooling it so the atoms don't have time to order themselves in a crystal lattice.


						
Now, researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering), the Indian Institute of Science (IISc) and the Massachusetts Institute of Technology (MIT) have developed a new method for amorphizing at least one material -- wires made of indium selenide, or In2Se3 -- that requires as little as one billion times less power density, a result described in a new paper in Nature. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

In PCM, information is stored by switching the material between amorphous and crystalline states, functioning like an on/off switch. However, large-scale commercialization has been limited by the high power needed to create these transformations. "One of the reasons why phase-change memory devices haven't reached widespread use is due to the energy required," says Ritesh Agarwal, Srinivasa Ramanujan Distinguished Scholar and Professor in Materials Science and Engineering (MSE) at Penn Engineering and one of the paper's senior authors.

For more than a decade, Agarwal's group has studied alternatives to the melt-quench process, following their 2012 discovery that electrical pulses can amorphize alloys of germanium, antimony and tellurium without needing to melt the material.

Several years ago, as part of those efforts, one of the new paper's first authors, Gaurav Modi, then a doctoral student in MSE at Penn Engineering, began experimenting with indium selenide, a semiconductor with several unusual properties: it is ferroelectric, meaning it can spontaneously polarize, and piezoelectric, meaning that mechanical stress causes it to generate an electric charge and, conversely, that an electric charge deforms the material.

Modi discovered the new method essentially by accident. He was running a current through In2Se3 wires when they suddenly stopped conducting electricity. Upon closer examination, long stretches of the wires had amorphized. "This was extremely unusual," says Modi. "I actually thought I might have damaged the wires. Normally, you would need electrical pulses to induce any kind of amorphization, and here a continuous current had disrupted the crystalline structure, which shouldn't have happened."

Untangling that mystery took the better part of three years. Agarwal shipped samples of the wires to one of his former graduate students, Pavan Nukala, now an Assistant Professor at IISc and member of the school's Centre for Nano Science and Engineering (CeNSE) and one of the paper's other senior authors. "Over the past few years we have developed a suite of in situ microscopy tools here at IISc. It was time to put them to test -- we had to look very, very carefully to understand this process," says Nukala. "We learned that multiple properties of In2Se3  -- the 2D aspect, the ferroelectricity and the piezoelectricity -- all come together to design this ultralow energy pathway for amorphization through shocks."

Ultimately, the researchers found that the process resembles both an avalanche and an earthquake. At first, tiny sections -- measured in billionths of a meter -- within the In2Se3 wires begin to amorphize as electric current deforms them. Due to the wires' piezoelectric properties and layered structure, the current nudges portions of these layers into unstable positions, like the subtle shifting of snow at the top of a mountain.




When a critical point is reached, this movement triggers a rapid spread of deformation throughout the wire. The distorted regions collide, producing a sound wave that moves through the material, similar to how seismic waves travel through the earth's crust during an earthquake.

This sound wave, technically known as an "acoustic jerk," drives additional deformation, linking numerous small amorphous areas into a single one measured in micrometers -- thousands of times larger than the original areas -- just like an avalanche gathering momentum down a mountainside. "It's just goosebump stuff to see all these phenomena interacting across different length scales at once," says Shubham Parate, an IISc doctoral student and co-first author of the paper.

The collaborative effort to understand the process has created fertile ground for future discoveries. "This opens up a new field on the structural transformations that can happen in a material when all these properties come together. The potential of these findings for designing low-power memory devices are tremendous," says Agarwal.

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science, the Indian Institute of Science and the Massachusetts Institute of Technology and supported by the U.S. Office of Naval Research Multidisciplinary University Research Initiatives Program (N00014-17-1-2661), the U.S. National Science Foundation (NSF) Future of Semiconductors competition (#2328743), the U.S. Air Force Office of Scientific Research (FA9550-23-1-0189), the NSF Materials Research Science and Engineering Centers Division of Materials Research (MRSEC/DMR-2309043), and the Anusandhan National Research Foundation Science and Engineering Research Board (CRG/2022/003506) from the Government of India, as well as the facilities at CeNSE and the Advanced Facility for Microscopy and Microanalysis (AFMM), IISc, and the democratized system of usage.
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Brain acts like music box playing different behaviors | ScienceDaily
Neuroscientists have discovered brain cells that form multiple coordinate systems to tell us "where we are" in a sequence of behaviours. These cells can play out different sequences of actions, just like a music box can be configured to play different sequences of tones. The findings help us understand the algorithms used by the brain to flexibly generate complex behaviours, such as planning and reasoning, and might be useful in understanding how such processes go wrong in psychiatric conditions such as schizophrenia.


						
The research, published today in Nature, outlines how scientists at the Sainsbury Wellcome Centre at UCL and University of Oxford studied mice learning different behavioural sequences but with the same structure. This allowed the team to uncover how mice generalise structures to new tasks, a hallmark of intelligent behaviour.

"Every day we solve new problems by generalising from our knowledge. Take cooking for example. When faced with a new recipe, you are able to use your background knowledge of similar recipes to infer what steps are needed, even if you have never made the meal before. We wanted to understand at a detailed cellular level how the brain achieves this and also to infer from this brain activity the algorithms being used to solve this problem," commented Dr Mohamady El Gaby, first author on the study and postdoctoral neuroscientist in the Behrens lab at the Sainsbury Wellcome Centre at UCL and Nuffield Department of Clinical Neurosciences, University of Oxford.

The researchers gave mice a series of four goal locations. While the details of the sequences were different, the general structure was the same. Mice moved between the goal locations (A B C and D) that repeated in a loop.

"After experiencing enough sequences, the mice did something remarkable -- they guessed a part of the sequence they had never experienced before. When reaching D in a new location for the first time, they knew to go straight back to A. This action couldn't have been remembered, since it was never experienced in the first place! Instead, it's evidence that mice know the general structure of the task and can track their "position" in behavioural coordinates," explained Dr El Gaby.

To understand how the mice learned the general structure of the task, the researchers used silicon probes that allowed them to record the activity of multiple individual cells from an area of the brain called the medial frontal cortex. They found that the cells collectively mapped the animal's "goal progress." For example, one cell could fire when the animal is 70% of the way to its goal, regardless of where the goal is or how far it takes to reach it.

"We found that the cells tracked the animal's behavioural position relative to concrete actions. If we think of the cooking analogy, the cells cared about progress towards subgoals such as chopping the vegetables. A subset of the cells were also tuned to map the progress towards the overall goal, such as finishing preparing the meal. The "goal progress" cells therefore effectively act as flexible building blocks that come together to build a behavioural coordinate system," said Dr El Gaby.

In effect, the team found that the cells form multiple coordinate systems, each telling the animal where it is relative to a specific action. In a similar way to a music box that can be configured to play any sequence of tones, the brain can instead "play" behavioural actions.

The team are now working to understand how these activity patterns are built into the brain's connections, both when learning new behaviours, and how they start to emerge in the developing brain. In addition, early work from the group and their collaborators suggests similar brain activity is present in equivalent circuits in healthy humans. This has encouraged the team to work with psychiatrists to understand how these processes are affected in conditions like schizophrenia, which is known to involve the same brain circuits. This could help explain why people with schizophrenia overestimate their progress to goals leading to delusions.

This research was supported by a Wellcome Trust PhD studentship (220047/Z/19/Z), Wellcome Principal Research Fellowship (219525/Z/19/Z), Wellcome Collaborator award (214314/Z/18/Z), The Wellcome Centre for Integrative Neuroimaging and Wellcome Centre for Human Neuroimaging core funding from the Wellcome Trust (203139/Z/16/Z, 203147/Z/16/Z), the Sir Henry Wellcome Post-doctoral Fellowship (222817/Z/21/Z), the Gatsby Charitable Foundation, the Wellcome Trust career development award (225926/Z/22/Z), and a Wellcome trust SRF (202831/Z/16/Z).
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How cancer immunotherapy may cause heart inflammation in some patients | ScienceDaily
Some patients being treated with immune checkpoint inhibitors, a type of cancer immunotherapy, develop a dangerous form of heart inflammation called myocarditis. Researchers led by physicians and scientists at the Broad Institute of MIT and Harvard and Massachusetts General Hospital (MGH), a founding member of the Mass General Brigham healthcare system, have now uncovered the immune basis of this inflammation. The team identified changes in specific types of immune and stromal cells in the heart that underlie myocarditis and pinpointed factors in the blood that may indicate whether a patient's myocarditis is likely to lead to death.


						
Appearing in Nature, the results are among the earliest translational findings to come from the Severe Immunotherapy Complications (SIC) Service and Clinical-Translational Research Effort, which is based at Mass General Cancer Center and includes Broad researchers. Launched in 2017, this is a first-of-its-kind program in North America focused on improving the diagnosis, treatment, and understanding of serious immunotherapy complications, which can affect nearly every organ system. The team focused on myocarditis as one of their first research projects because despite being one of the rarer complications from immune checkpoint inhibitors (ICIs), it is the most deadly.

Importantly, these findings provide the first evidence for an immune reaction in the heart that is distinct from the immune response at the tumor, suggesting that targeted treatments might be able to address myocarditis while allowing patients to continue receiving potentially life-saving anti-tumor immunotherapy. The results also highlight possible therapeutic targets that bolster the rationale behind an ongoing clinical trial recently launched at MGH that is testing a drug for this kind of heart inflammation.

Roughly 1 percent of patients treated with an ICI -- more than 2,000 individuals a year in the US -- will develop myocarditis, and this number goes up to nearly 2 percent among patients treated with certain immunotherapy drugs in combination. Myocarditis leads to dangerous cardiac events such as arrhythmia and heart failure in 50 percent of cases, and about a third who develop the condition will die from it, despite current treatments. In addition, treatments and supportive care approaches used for other forms of myocarditis, such as viral myocarditis, don't work for this type.

"We don't have great solutions now to help these patients, so we try everything to shut down the immune system and reverse myocarditis, but that's an imprecise approach that comes with its own risks," said study co-senior author Alexandra-Chloe Villani, an institute member at the Broad, an investigator in the Krantz Family for Cancer Research and the Center for Immunology and Inflammatory Diseases at MGH, and an assistant professor of Medicine at Harvard Medical School who leads the translational research endeavors related to the SIC Service at MGH. "Our results provide a more detailed picture of what's happening in the heart and suggest intriguing new ways forward to improve patient care."

"Myocarditis from immune checkpoint inhibitors is a major hurdle for us clinically," said co-senior author Kerry Reynolds, the clinical director of inpatient oncology at MGH, director of the SIC Service, and an assistant professor of medicine at Harvard Medical School. "This study is a game-changer, paving the way to unearthing the roots of these complications. We are incredibly grateful to each and every patient who partnered with us, all those involved in their clinical care, and the exceptional team in our lab who made this research possible."

"This work provides a biological foundation for testing more targeted therapies for myocarditis due to an immune checkpoint inhibitor. This paper is a major step forward as we need to improve our understanding of this toxicity, and this will lead to improved outcomes," said co-senior author Tomas Neilan, an associate professor of medicine at Harvard Medical School and director of the Cardio-Oncology Program and co-director of the Cardiovascular Imaging Research Center at Mass General.




Benefits and risks

Approximately one-third of patients with cancer in the United States are eligible to receive the revolutionary drugs known as immune checkpoint inhibitors (ICIs), which are part of the immunotherapy class of medicines that take the brakes off the body's immune system so that it can fight cancer.

The threat of serious complications and the challenge of how to manage them is growing as more patients undergo ICI treatment each year. More than 230,000 patients in the US were treated with ICIs in 2020, and that number has likely grown since then as the FDA has approved more than 80 indications for these medicines. Most patients taking one or more ICI drugs will develop at least one form of toxicity and, depending upon the drug given, ten percent to more than 50 percent will develop a severe complication. The complications can be difficult to halt or reverse, even if the treatment is stopped, and patients can develop life-threatening organ inflammation after a single dose. Doctors currently don't have effective targeted treatments, so they often have to stop the anti-tumor therapy or give large amounts of steroids, which have their own undesired side effects such as lowering the efficacy of the ICI anti-tumor treatment.

One of the more feared complications of immunotherapy, checkpoint myocarditis is significantly more dangerous for patients than myocarditis from other causes and it's unclear why. "Since we first started seeing checkpoint myocarditis less than a decade ago, it's largely been a black box," said co-first author Daniel Zlotoff, a cardiologist and assistant in medicine at MGH and postdoctoral fellow in the Villani lab. "Only now are we starting to answer the fundamental biological questions, which we hope will shed light on the optimal treatments to make it more tolerable and improve outcomes for patients."

In the new study, the researchers collected blood from individuals who developed myocarditis while on ICI therapy and consented to be part of the study, along with paired heart and tumor tissue from some. As patients underwent diagnostic procedures at the SIC Service, or after they succumbed to the illness, samples were taken and rapidly sent to the lab, where the research team performed single-cell RNA sequencing analysis along with microscopy, proteomic analysis, and T-cell receptor sequencing to identify cells involved in driving and sustaining the inflammatory processes associated with myocarditis.

In the heart tissue of patients, the team observed the upregulation of molecular pathways that help recruit and retain immune cells involved in inflammation. They also saw an increase in abundance of several immune cell subsets, as well as an increase in abundances of certain cellular groupings composed of specific cytotoxic T cells, conventional dendritic cells (cDCs), and inflammatory fibroblasts that were found together in the hearts of patients with active disease. In the blood, they found reductions in plasmacytoid dendritic cells, cDCs, and B lineage cells along with increased numbers of other mononuclear phagocytes.




The team also analyzed the T-cell receptor, a unique protein complex that binds and responds to foreign particles known as antigens. T-cell receptors abundant in the affected heart tissue were distinct from those seen in tumors, a result that is different from findings by other researchers which suggested that the immune responses in a patient's heart and tumor were the same. The team also found no evidence for T-cell receptors recognizing the a-myosin protein, which was previously reported to be a pivotal antigen driving checkpoint myocarditis. These results suggest that the T-cell receptors most abundant in affected heart tissue recognize undetermined antigens. In future work, the researchers hope to identify the particular antigens at play in the heart and the tumor and discern whether they are normal proteins, mutated tumor proteins, foreign particles like viruses, or something novel.

"Because the responses in the tumor and the heart are different, it makes us hopeful that we can someday disentangle the two and treat them separately," said co-first author Steven Blum, an oncologist at MGH and postdoctoral fellow in the Villani lab. "We're especially grateful to the patients who are willing to participate. Ultimately, it's the biggest gift that a patient can give to research." The researchers acknowledge that the result was only possible with crucial contributions from MGH and Broad members who lead the Rapid Autopsy Program, developed by Dejan Juric, and the hospital's pathology team, notably James Stone.

The pattern of T cell subtypes in the blood also indicated which individuals were more likely to succumb to myocarditis, suggesting that a blood-based measurement could one day be used to flag patients who are at increased risk and should be monitored closely or avoid immunotherapy altogether. They also found T cells in the peripheral blood that originated in the heart and correlated with severity of disease. The findings open the door to developing a diagnostic blood test that could replace invasive heart biopsies for patients suspected of having myocarditis.

The work also lends support to an ongoing clinical trial (ATRIUM, NCT05335928) based at MGH exploring the use of an arthritis drug, abatacept, to control myocarditis in these patients. "We always want better patient outcomes, but we need hard evidence from clinical trials on how to resolve the inflammation while preserving anti-tumor responses," said Reynolds. "These cell maps help guide us to what we should be studying in clinical trials."

By treating and studying complications across different organ systems, the researchers hope to find both distinct and shared mechanisms that can shed light on adverse events that affect diverse parts of the body in these patients, often simultaneously. The researchers are also working to bring together other institutions that share the goal of improving immunotherapy and cancer patient care, and are providing guidance for similar efforts elsewhere.

"It's important to remember that immunotherapy drugs are miracle life-saving medicines, and patients should not be afraid of them," said Villani. "We just need to make them work better so that we can maximize their anti-tumor treatment benefit while minimizing the risk of adverse events."

Other individuals leading the study include co-first authors Neal Smith, Isabela Kernin, and Swetha Ramesh, and co-senior author Molly Thomas.
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Asteroid grains shed light on the outer solar system's origins | ScienceDaily
Tiny grains from a distant asteroid are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago.


						
Scientists at MIT and elsewhere have analyzed particles of the asteroid Ryugu, which were collected by the Japanese Aerospace Exploration Agency's (JAXA) Hayabusa2 mission and brought back to Earth in 2020. Scientists believe Ryugu formed on the outskirts of the early solar system before migrating in toward the asteroid belt, eventually settling into an orbit between Earth and Mars.

The team analyzed Ryugu's particles for signs of any ancient magnetic field that might have been present when the asteroid first took shape. Their results suggest that if there was a magnetic field, it would have been very weak. At most, such a field would have been about 15 microtesla. (The Earth's own magnetic field today is around 50 microtesla.)

Even so, the scientists estimate that such a low-grade field intensity would have been enough to pull together primordial gas and dust to form the outer solar system's asteroids and potentially play a role in giant planet formation, from Jupiter to Neptune.

The team's results, which are published today in the journal AGU Advances, show for the first time that the distal solar system likely harbored a weak magnetic field. Scientists have known that a magnetic field shaped the inner solar system, where Earth and the terrestrial planets were formed. But it was unclear whether such a magnetic influence extended into more remote regions, until now.

"We're showing that, everywhere we look now, there was some sort of magnetic field that was responsible for bringing mass to where the sun and planets were forming," says study author Benjamin Weiss, the Robert R. Shrock Professor of Earth and Planetary Sciences at MIT. "That now applies to the outer solar system planets."

The study's lead author is Elias Mansbach PhD '24, who is now a postdoc at Cambridge University. MIT co-authors include Eduardo Lima, Saverio Cambioni, and Jodie Ream, along with Michael Sowell and Joseph Kirschvink of Caltech, Roger Fu of Harvard University, Xue-Ning Bai of Tsinghua University, Chisato Anai and Atsuko Kobayashi of the Kochi Advanced Marine Core Research Institute, and Hironori Hidaka of Tokyo Institute of Technology.




A far-off field

Around 4.6 billion years ago, the solar system formed from a dense cloud of interstellar gas and dust, which collapsed into a swirling disk of matter. Most of this material gravitated toward the center of the disk to form the sun. The remaining bits formed a solar nebula of swirling, ionized gas. Scientists suspect that interactions between the newly formed sun and the ionized disk generated a magnetic field that threaded through the nebula, helping to drive accretion and pull matter inward to form the planets, asteroids, and moons.

"This nebular field disappeared around 3 to 4 million years after the solar system's formation, and we are fascinated with how it played a role in early planetary formation," Mansbach says.

Scientists previously determined that a magnetic field was present throughout the inner solar system -- a region that spanned from the sun to about 7 astronomical units (AU), out to where Jupiter is today. (One AU is the distance between the sun and the Earth.) The intensity of this inner nebular field was somewhere between 50 to 200 microtesla, and it likely influenced the formation of the inner terrestrial planets. Such estimates of the early magnetic field are based on meteorites that landed on Earth and are thought to have originated in the inner nebula.

"But how far this magnetic field extended, and what role it played in more distal regions, is still uncertain because there haven't been many samples that could tell us about the outer solar system," Mansbach says.

Rewinding the tape

The team got an opportunity to analyze samples from the outer solar system with Ryugu, an asteroid that is thought to have formed in the early outer solar system, beyond 7 AU, and was eventually brought into orbit near the Earth. In December 2020, JAXA's Hayabusa 2 mission returned samples of the asteroid to Earth, giving scientists a first look at a potential relic of the early distal solar system.




The researchers acquired several grains of the returned samples, each about a millimeter in size. They placed the particles in a magnetometer -- an instrument in Weiss' lab that measures the strength and direction of a sample's magnetization. They then applied an alternating magnetic field to progressively demagnetize each sample.

"Like a tape recorder, we are slowly rewinding the sample's magnetic record," Mansbach explains. "We then look for consistent trends that tell us if it formed in a magnetic field."

They determined that the samples held no clear sign of a preserved magnetic field. This suggests that either there was no nebular field present in the outer solar system where the asteroid first formed, or the field was so weak that it was not recorded in the asteroid's grains. If the latter is the case, the team estimates such a weak field would have been no more than 15 microtesla in intensity.

The researchers also reexamined data from previously studied meteorites. They specifically looked at "ungrouped carbonaceous chondrites" -- meteorites that have properties that are characteristic of having formed in the distal solar system. Scientists had estimated the samples were not old enough to have formed before the solar nebula disappeared. Any magnetic field record the samples contain, then, would not reflect the nebular field. But Mansbach and his colleagues decided to take a closer look.

"We reanalyzed the ages of these samples and found they are closer to the start of the solar system than previously thought," Mansbach says. "We think these samples formed in this distal, outer region. And one of these samples does actually have a positive field detection of about 5 microtesla, which is consistent with an upper limit of 15 microtesla."

This updated sample, combined with the new Ryugu particles, suggest that the outer solar system, beyond 7 AU, hosted a very weak magnetic field, that was nevertheless strong enough to pull matter in from the outskirts to eventually form the outer planetary bodies, from Jupiter to Neptune.

"When you're further from the sun, a weak magnetic field goes a long way," Weiss notes. "It was predicted that it doesn't need to be that strong out there, and that's what we're seeing."

The team plans to look for more evidence of distal nebular fields with samples from another far-off asteroid, Bennu, which were delivered to Earth in September 2023 by NASA's OSIRIS-REx spacecraft.

"Bennu looks a lot like Ryugu, and we're eagerly awaiting first results from those samples," Mansbach says.

This research was supported, in part, by NASA.
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Mighty radio bursts linked to massive galaxies | ScienceDaily
Since their discovery in 2007, fast radio bursts -- extremely energetic pulses of radio-frequency light -- have lit up the sky repeatedly, leading astronomers on a chase to uncover their origins. Currently, confirmed fast radio bursts, or FRBs, number in the hundreds, and scientists have assembled mounting evidence for what triggers them: highly magnetized neutron stars known as magnetars (neutron stars are a type of dead star). One key piece of evidence came when a magnetar erupted in our own galaxy and several observatories, including Caltech's STARE2 (Survey for Transient Astronomical Radio Emission 2) project, caught the actionin real time.


						
Now, reporting in the journal Nature, Caltech-led researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low-mass ones. This finding has, in turn, led to new ideas about how magnetars themselves form. Specifically, the work suggests that these exotic dead stars, whose magnetic fields are 100 trillion times stronger than Earth's, often form when two stars merge and later blow up in a supernova. Previously, it was unclear whether magnetars form in this way, from the explosion of two merged stars, or whether they might form when a single star explodes.

"The immense power output of magnetars makes them some of the most fascinating and extreme objects in the universe," says Kritti Sharma, lead author of the new study and a graduate student working with Vikram Ravi, an assistant professor of astronomy at Caltech. "Very little is known about what causes the formation of magnetars upon the death of massive stars. Our work helps to answer this question."

The project began with a search for FRBs using the Deep Synoptic Array-110 (DSA-110), a Caltech project funded by the National Science Foundation and based at the Owens Valley Radio Observatory near Bishop, California. To date, the sprawling radio array has detected and localized 70 FRBs to their specific galaxy of origin (only 23 other FRBs have been localized by other telescopes). In the current study, the researchers analyzed 30 of these localized FRBs.

"DSA-110 has more than doubled the number of FRBs with known host galaxies," says Ravi. "This is what we built the array to do."

Although FRBs are known to occur in galaxies that are actively forming stars, the team, to its surprise, found that the FRBs tend to occur more often in massive star-forming galaxies than low-mass star-forming galaxies. This alone was interesting because the astronomers had previously thought that FRBs were going off in all types of active galaxies.

With this new information, the team started to ponder what the results revealed about FRBs. Massive galaxies tend to be metal-rich because the metals in our universe -- elements that are manufactured by stars -- take time to build up over the course of cosmic history. The fact that FRBs are more common in these metal-rich galaxies implies that the source of FRBs, magnetars, are also more common to these types of galaxies.




Stars that are rich in metals -- which in astronomical terms means elements heavier than hydrogen and helium -- tend to grow larger than other stars. "Over time, as galaxies grow, successive generations of stars enrich galaxies with metals as they evolve and die," Ravi says.

What is more, massive stars that explode in supernovae and can become magnetars are more commonly found in pairs. In fact, 84 percent of massive stars are binaries. So, when one massive star in a binary is puffed up due to extra metal content, its excess material gets yanked over to its partner star, which facilitates the ultimate merger of the two stars. These merged stars would have a greater combined magnetic field than that of a single star.

"A star with more metal content puffs up, drives mass transfer, culminating in a merger, thus forming an even more massive star with a total magnetic field greater than what the individual star would have had," Sharma explains.

In summary, since FRBs are preferentially observed in massive and metal-rich star-forming galaxies, then magnetars (which are thought to trigger FRBs) are probably also forming in metal-rich environments conducive to the merging of two stars. The results therefore hint that magnetars across the universe originate from the remnants of stellar mergers.

In the future, the team hopes to hunt down more FRBs and their places of origin using DSA-110, and eventually the DSA-2000, an even bigger radio array planned to be built in the Nevada desert and completed in 2028.

"This result is a milestone for the whole DSA team. A lot of the authors on this paper helped build the DSA-110," Ravi says. "And the fact that the DSA-110 is so good at localizing FRBs bodes well for the success of DSA-2000."
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The egg or the chicken? An ancient unicellular says egg | ScienceDaily

The first life forms to appear on Earth were unicellular, i.e. composed of a single cell, such as yeast or bacteria. Later, animals -- multicellular organisms -- evolved, developing from a single cell, the egg cell, to form complex beings. This embryonic development follows precise stages that are remarkably similar between animal species and could date back to a period well before the appearance of animals. However, the transition from unicellular species to multicellular organisms is still very poorly understood.

Recently appointed as an assistant professor at the Department of Biochemistry in the UNIGE Faculty of Science, and formerly an SNSF Ambizione researcher at EPFL, Omaya Dudin and his team have focused on Chromosphaera perkinsii, or C. perkinsii, an ancestral species of protist. This unicellular organism separated from the animal evolutionary line more than a billion years ago, offering valuable insight into the mechanisms that may have led to the transition to multicellularity.

By observing C. perkinsii, the scientists discovered that these cells, once they have reached their maximum size, divide without growing any further, forming multicellular colonies resembling the early stages of animal embryonic development. Unprecedentedly, these colonies persist for around a third of their life cycle and comprise at least two distinct cell types, a surprising phenomenon for this type of organism.

''Although C. perkinsii is a unicellular species, this behaviour shows that multicellular coordination and differentiation processes are already present in the species, well before the first animals appeared on Earth'', explains Omaya Dudin, who led this research.

Even more surprisingly, the way these cells divide and the three-dimensional structure they adopt are strikingly reminiscent of the early stages of embryonic development in animals. In collaboration with Dr John Burns (Bigelow Laboratory for Ocean Sciences), analysis of the genetic activity within these colonies revealed intriguing similarities with that observed in animal embryos, suggesting that the genetic programmes governing complex multicellular development were already present over a billion years ago.

Marine Olivetta, laboratory technician at the Department of Biochemistry in the UNIGE Faculty of Science and first author of the study, explains: "It's fascinating, a species discovered very recently allows us to go back in time more than a billion years." In fact, the study shows that either the principle of embryonic development existed before animals, or multicellular development mechanisms evolved separately in C. perkinsii.

This discovery could also shed new light on a long-standing scientific debate concerning 600 million-year-old fossils that resemble embryos, and could challenge certain traditional conceptions of multicellularity.
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Despite its impressive output, generative AI doesn't have a coherent understanding of the world | ScienceDaily
Large language models can do impressive things, like write poetry or generate viable computer programs, even though these models are trained to predict words that come next in a piece of text.


						
Such surprising capabilities can make it seem like the models are implicitly learning some general truths about the world.

But that isn't necessarily the case, according to a new study. The researchers found that a popular type of generative AI model can provide turn-by-turn driving directions in New York City with near-perfect accuracy -- without having formed an accurate internal map of the city.

Despite the model's uncanny ability to navigate effectively, when the researchers closed some streets and added detours, its performance plummeted.

When they dug deeper, the researchers found that the New York maps the model implicitly generated had many nonexistent streets curving between the grid and connecting far away intersections.

This could have serious implications for generative AI models deployed in the real world, since a model that seems to be performing well in one context might break down if the task or environment slightly changes.

"One hope is that, because LLMs can accomplish all these amazing things in language, maybe we could use these same tools in other parts of science, as well. But the question of whether LLMs are learning coherent world models is very important if we want to use these techniques to make new discoveries," says senior author Ashesh Rambachan, assistant professor of economics and a principal investigator in the MIT Laboratory for Information and Decision Systems (LIDS).




Rambachan is joined on a paper about the work by lead author Keyon Vafa, a postdoc at Harvard University; Justin Y. Chen, an electrical engineering and computer science (EECS) graduate student at MIT; Jon Kleinberg, Tisch University Professor of Computer Science and Information Science at Cornell University; and Sendhil Mullainathan, an MIT professor in the departments of EECS and of Economics, and a member of LIDS. The research will be presented at the Conference on Neural Information Processing Systems.

New metrics

The researchers focused on a type of generative AI model known as a transformer, which forms the backbone of LLMs like GPT-4. Transformers are trained on a massive amount of language-based data to predict the next token in a sequence, such as the next word in a sentence.

But if scientists want to determine whether an LLM has formed an accurate model of the world, measuring the accuracy of its predictions doesn't go far enough, the researchers say.

For example, they found that a transformer can predict valid moves in a game of Connect 4 nearly every time without understanding any of the rules.

So, the team developed two new metrics that can test a transformer's world model. The researchers focused their evaluations on a class of problems called deterministic finite automations, or DFAs.




A DFA is a problem with a sequence of states, like intersections one must traverse to reach a destination, and a concrete way of describing the rules one must follow along the way.

They chose two problems to formulate as DFAs: navigating on streets in New York City and playing the board game Othello.

"We needed test beds where we know what the world model is. Now, we can rigorously think about what it means to recover that world model," Vafa explains.

The first metric they developed, called sequence distinction, says a model has formed a coherent world model it if sees two different states, like two different Othello boards, and recognizes how they are different. Sequences, that is, ordered lists of data points, are what transformers use to generate outputs.

The second metric, called sequence compression, says a transformer with a coherent world model should know that two identical states, like two identical Othello boards, have the same sequence of possible next steps.

They used these metrics to test two common classes of transformers, one which is trained on data generated from randomly produced sequences and the other on data generated by following strategies.

Incoherent world models

Surprisingly, the researchers found that transformers which made choices randomly formed more accurate world models, perhaps because they saw a wider variety of potential next steps during training.

"In Othello, if you see two random computers playing rather than championship players, in theory you'd see the full set of possible moves, even the bad moves championship players wouldn't make," Vafa explains.

Even though the transformers generated accurate directions and valid Othello moves in nearly every instance, the two metrics revealed that only one generated a coherent world model for Othello moves, and none performed well at forming coherent world models in the wayfinding example.

The researchers demonstrated the implications of this by adding detours to the map of New York City, which caused all the navigation models to fail.

"I was surprised by how quickly the performance deteriorated as soon as we added a detour. If we close just 1 percent of the possible streets, accuracy immediately plummets from nearly 100 percent to just 67 percent," Vafa says.

When they recovered the city maps the models generated, they looked like an imagined New York City with hundreds of streets crisscrossing overlaid on top of the grid. The maps often contained random flyovers above other streets or multiple streets with impossible orientations.

These results show that transformers can perform surprisingly well at certain tasks without understanding the rules. If scientists want to build LLMs that can capture accurate world models, they need to take a different approach, the researchers say.

"Often, we see these models do impressive things and think they must have understood something about the world. I hope we can convince people that this is a question to think very carefully about, and we don't have to rely on our own intuitions to answer it," says Rambachan.

In the future, the researchers want to tackle a more diverse set of problems, such as those where some rules are only partially known. They also want to apply their evaluation metrics to real-world, scientific problems.

This work is funded, in part, by the Harvard Data Science Initiative, a National Science Foundation Graduate Research Fellowship, a Vannevar Bush Faculty Fellowship, a Simons Collaboration grant, and a grant from the MacArthur Foundation.
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Prolonged sitting can sabotage health, even if you're young and active | ScienceDaily
Between long commutes, video conference-packed workdays and evenings of streaming and scrolling, millennials now spend more than 60 hours per week sitting, potentially boosting their heart disease risk and accelerating other signs of aging, according to new CU Boulder and University of California Riverside research.


						
The study of more than 1,000 former or current Colorado residents, including 730 twins, is among the first to explore how prolonged sitting impacts health measures such as cholesterol and body mass index (BMI) in young adults.

It found that meeting the minimum recommended physical activity guidelines -- about 20 minutes per day of moderate exercise -- isn't enough to counter the hazards of spending most waking hours in a seat.

"Our research suggests that sitting less throughout the day, getting more vigorous exercise, or a combination of both may be necessary to reduce the risk of premature aging in early adulthood," said the study's senior author Chandra Reynolds, a professor in the Department of Psychology and Neuroscience and the Institute for Behavioral Genetics.

For the study, published in the journal PLOS ONE, Reynolds teamed up with first author Ryan Bruellman, a doctoral candidate in the Department of Genetics, Genomics and Bioinformatics at UC Riverside.

After the COVID pandemic, Bruellman noticed that he and other people his age were sitting more. He set out to learn more about the consequences.

"Young adults tend to think they are impervious to the impacts of aging. They figure, 'My metabolism is great, I don't have to worry until I'm in my 50s or 60s,'" said Bruellman. "But what you do during this critical time of life matters."

A walk after work isn't enough




The authors analyzed data from participants ranging in age from 28 to 49, average age 33, from CU's Colorado Adoption/Twin Study of Lifespan behavioral development and cognitive aging (CATSLife), which has followed twins and adopted individuals since childhood.

On average, participants reported sitting almost 9 hours daily, with some sitting as much as 16 hours. They reported between 80 and 160 minutes of moderate physical activity on average weekly and less than 135 minutes of vigorous exercise weekly. The authors note that these results are likely better than national averages due to Colorado's active lifestyle.

The researchers looked at two key measures of heart and metabolic aging: total cholesterol/high-density lipoprotein and body mass index (BMI). The study found that, essentially, the more one sat, the older one looked. And adding a little moderate activity on top of a long day of sitting did little to buffer these impacts.

In fact, young adults who sat 8.5 hours per day and performed at or below current exercise recommendations could enter a "moderate to high risk" category for cardiovascular and metabolic disease, the authors said.

"Taking a quick walk after work may not be enough," said Reynolds. "While this is increasingly apparent with age, we show that associations are already emerging in early adulthood."

Adding vigorous activity did have a buffering effect.




For instance, those who exercised vigorously (think running or cycling) for 30 minutes daily had cholesterol and BMI measures that looked like those of individuals five to 10 years younger who sat as much as they did but didn't exercise.

But even vigorous activity could not fully buffer the negative impacts of prolonged sitting, the study concluded.

Same genes, different lifestyles

Identical twins are particularly useful to study because they share 100% of their genes, making it easier to rule out genetic factors that might contribute to different health outcomes and zero in on lifestyle differences.

When looking at a subset of twins with different sitting and physical activity habits, the researchers found that replacing sitting with exercise seemed to work better to improve cholesterol than simply adding exercise to a full day of sitting.

Bottom line, the researchers said: Try to do both.

Use a standing desk, take breaks and organize walking meetings to reduce sitting time at work. If possible, do something that gets you out of breath for at least 30 minutes per day, or be a "weekend warrior" getting in a longer, vigorous workouts when you can, said Bruellman.

He hopes the study will serve as a call to action for policymakers to revisit physical activity guidelines and specify how much sitting is too much.

Meanwhile, Reynolds encourages young adults to take steps now that could shape their future:

"This is the time to build habits that will benefit health over the long term."
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Toward better surgical outcomes in patients undergoing knee replacement surgery | ScienceDaily
When performing knee replacement surgery, also called total knee arthroplasty, doctors traditionally try to align the hip, knee, and ankle in a straight line, forming a neutral alignment, rather than replicating the patient's original alignment. Now, in an effort to understand which approach is better, researchers from Kyushu University collected convincing evidence in favor of preserving the patient's native alignment. The study was published in The Bone & Joint Journal on 1 October, 2024.


						
When the knee is damaged due to injury or arthritis, performing daily activities like walking, sitting, and running becomes difficult due to extreme pain. In cases of severe damage, knee replacement surgery is recommended by orthopedic surgeons, to reform the damaged parts of the knee and relieve pain by attaining a neutral alignment.

However, this neutral alignment is not always the patient's original alignment and there is some debate within the orthopedic community on whether restoring the patient's original alignment can lead to better patient-reported outcomes. In the present study, researchers have attempted to settle this debate and create a comprehensive guide on preoperative planning and execution of knee replacement surgery.

This study is mostly centered around a classification system called the Coronal Plane Alignment of the Knee (CPAK). It categorizes the possible alignments of the knee joint based on two main characteristics. First is the hip-knee-ankle angle; large negative angles cause the knees to be positioned outward, whereas large positive angles cause the knees to point inward. Meanwhile, the second characteristic is the angle of the joint line, which refers to the angle between a line level with the ground and an imaginary line going across the points where the femur meets the tibia.

The research team, which included MD Toshiki Konishi and Associate Professor Satoshi Hamai from the Department of Orthopedic Surgery at Kyushu University Hospital, sought to determine whether changes in the CPAK categorization before and after knee replacement surgery were associated with notable differences in outcomes. To this end, they collected data from 231 patients who received knee replacement surgery for osteoarthritis at Kyushu University Hospital between 2013 and 2019. Using X-ray images, the team determined the CPAK classification and alignment variables of the patients before and after surgery. They also sent a questionnaire to the patients, from which they derived a series of standardized scores related to symptoms, overall satisfaction, activity levels, and quality of life after the operation.

After statistical analysis, the researchers revealed that patients who underwent changes in knee alignment after knee replacement surgery, as determined using the CPAK classification, had significantly worse long-term outcomes. Interestingly, they also found that patients whose joint line angle was tilted to the outside of their knee after surgery (away from the other leg) reported overall worse outcomes as well.

This study demonstrates that precisely replicating a patient's native alignment during surgery is crucial for ensuring optimal recovery and a higher quality of life. These results could have important implications for how knee replacement surgeries are performed worldwide.

"In future clinical practice, our findings may guide surgeons in preoperative planning and execution of total knee arthroplasty. By aiming to restore the patient's inherent alignment, patients can achieve superior postoperative outcomes," explains Konishi. Adding further, he says, "This could help address the challenge of variability in patient outcomes after total knee arthroplasty by providing a more personalized approach to knee alignment, which could become a new standard in orthopedic surgery."

Highlighting the fact that this was a retrospective study, the research team now aims to take on a prospective approach in their upcoming work. "We plan to incorporate the CPAK classification into preoperative planning, setting each patient's native knee alignment as the surgical target. Using the robot-assisted technology implemented at our institution, we are now able to perform total knee arthroplasty with high precision, ensuring the accurate reproduction of the preoperative plan," comments Konishi.

The researchers believe that these efforts will help improve the gold standard of knee replacement surgery, leading to healthier, pain-free, and more active postoperative lives for patients.
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Rethinking electric bus depots as 'profitable energy hubs' | ScienceDaily
When it comes to fighting climate change, electric buses are a triple threat: they encourage energy-efficient levels of urban population density; take dozens of polluting vehicles off the street; and don't release tailpipe emissions.


						
The popularity of this approach presents its own challenges, however: cities can deploy electric buses faster than their power grids can keep up with the increased demand.

For University of Utah engineering professor Xiaoyue Cathy Liu, this challenge is an opportunity -- not just to solve the immediate problem of grid stability, but to radically rethink how public transportation systems are integrated into other parts of civic infrastructure.

"Integrating onsite solar power generation and energy storage at bus depots introduces a brand new renewable energy production and management mode," Liu said, "transforming a public transport depot into an energy hub that produces more electricity than it consumes."

A professor in Price College of Engineering's Department of Civil & Environmental Engineering, Liu recently published a study in the journal Nature Energy that analyzes the potential of this approach using data from Beijing's fleet of electric buses. The international collaboration includes researchers from China's Beihang University, Sweden's Chalmers University of Technology and Germany's Fraunhofer Institute for Systems and Innovation Research ISI.

Beijing's 27,000 buses form the largest public transportation system in the world. More than 90% of those in service as of 2022 are low- or no-emission vehicles. These battery-powered buses recharge through a network of more than 700 bus depots spread across 6,500 square miles, a substantial piece of physical infrastructure that runs in parallel with the region's electrical grid. And given the power demands of the vehicles they serve, these depots put a heavy load on that grid, raising the potential for localized brownouts or other disruptions.

Using advanced data science scene techniques, Liu and her colleagues are exploring whether locally generated solar power would be sufficient to counterbalance this demand. Critically, they are also studying the complicated economic factors that would determine this approach's feasibility.




"More than meeting demand, our simulations show that these depots could net out to be energy producers, further stabilizing the grid," Liu said.

The study is based on a computer model of the Beijing bus network, replete with real-world data on air temperature and solar irradiance at each depot, recorded over the course of 2020. Combined with the rooftop surface area of each depot, the researchers were able to predict the electric output of solar panels that could be installed there.

Adding to the complexity of this model is the degree of variation between depots, in terms of both supply and demand. With more buses to charge, busier depots can make the most of a day's sunshine, while more remote depots would need to store or redistribute their excess electricity lest it go to waste.

"We found energy storage to be the most expensive factor in the model, so smarter and strategic charging schedules would need to be implemented," Liu said. "That responsiveness is critical, as variable energy pricing schemes have such a large impact on the overall economics."

The researchers aim to further generalize their model, providing a pathway for other countries to estimate the return-on-investment of similarly transforming bus depots and other pieces of civic infrastructure into energy hubs.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241105174858.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Microbes in mouth reflect lifestyle choices | ScienceDaily
Lifestyle can shape the composition of beneficial bacteria and other microorganisms within the mouth, according to a new study led by Penn State biologists. The international team revealed how the "oral microbiome" differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups -- and found that lifestyle, as well as specific lifestyle factors like smoking, can shape the microbiome. A paper describing the results appears Nov. 4 in the journal Microbiome.


						
A healthy oral microbiome, a community of microorganisms live in the mouth, plays an important role in aiding in the digestion of food, immune system support and protecting against invading pathogens, while an unhealthy oral microbiome has been linked to a variety of diseases in humans.

"The oral microbiome has been understudied, and most studies of the oral microbiome have been conducted in Western populations," said Emily Davenport, assistant professor of biology in the Penn State Eberly College of Science and leader of the research team. "Although we have learned a lot from that, microbiomes look different around the world. By studying how the diversity and composition of the oral microbiome varies with lifestyle in a global context, we can improve our knowledge of how the oral microbiome impacts human health."

In a study of 63 Nepali individuals representing spectrum of dietary practices, the researchers examined how major lifestyle factors like subsistence strategy -- how a person obtains the necessities of life like food and shelter -- as well as more specific factors and behaviors, like smoking, may be contributing to differences in the microbiomes across populations.

"We know from previous studies that there are differences in the microbiome between individuals that live in highly industrialized, Westernized societies and those that are nomadic hunter gatherers, but there is a broad spectrum of lifestyles between those," said Erica Ryu, graduate student in biology in the Penn State Eberly College of Science and first author of the paper. "Our understanding of these relationships so far has been clouded by geography; it's difficult to make statements about the impact of lifestyles when you are comparing people in different countries with, for example, different climates, access to medical care, and exposure to diseases. In this study, we comprehensively investigated the oral microbiome of individuals across a range of lifestyles from the same country, Nepal."

The researchers studied the oral microbiomes of people from groups with a variety of subsistence strategies. These included foragers, who are hunters and gatherers and may not live in one location for the entire year; subsistence farmers who are hunter gatherers from groups that recently settled and began farming in the past 50 years; agriculturalists from groups that have relied on farming for several centuries; industrialists, who are expatriates from Nepal that immigrated to the United States within the last 20 years; as well as a group of industrialists who were born in the same area of the United States for comparison. They also asked a variety of questions about lifestyle, including diet, education, medical practices, and other behaviors.

The researchers sequenced the DNA of the microbes within saliva samples to determine the specific species of bacteria within each individual's oral microbiome. They found that the composition of species within the oral microbiome tended to follow the gradient of subsistence strategies, with some specific species more prominent in foragers and one species more prominent in the industrialists, suggesting that lifestyle does indeed impact the oral microbiome.




Additionally, the presence of several species of microbes were related to specific lifestyle factors, including smoking, the prominent type of grains in an individual's diet -- barley and maize vs. rice and wheat -- and consumption of a plant called nettle. The researchers note that previous research has associated consistent smoking with oral microbiome composition in industrialized populations, and collectively this suggests that smoking habits play an important role in determining the oral microbiome across a variety of lifestyles.

"It makes sense that different microbes might feed on the different grains in a person's diet, but it's interesting that we also see an association with sisnu, also called nettle," Davenport said. "Nettle is a fibrous plant often chewed by the foragers in this study, much like people might chew gum. Given its important role in Nepali cuisine, culture and medicine, it's interesting to see it is associated with oral microbes."

The researchers stressed the importance of including lifestyle factors and behaviors in future microbiome studies as well as including populations from around the world.

"We studied populations in Nepal because it offered a unique way to explore the effects of lifestyle while controlling for a variety of other factors like geography that often obscure that effect," Davenport said. "But it highlights the impact of lifestyle factors that likely play a role in other populations.

"Whenever you make a shift -- whether it's to a different diet or different location or different culture -- the microbiome can change too, and it's important to understand to what extent and how quickly these changes occur," she added. "Continuing to investigate how oral microbiomes vary across the globe will help improve our understanding of what exactly shapes the microbiome and how that impacts human health."

In addition to Davenport and Ryu, the research team at Penn State includes Meera Gupta, undergraduate student at the time of the research. The team also includes Yoshina Gautam, Ahmed Shibl, and Aashish Jha from New York University, Abu Dhabi; Diana Proctor from University of Texas Health Science Center at Houston; Dinesh Bhandari, Sarmila Tandukar, and Jeevan Bahadur Sherchand from the Institute of Medicine in Maharajgunj, Nepal; Guru Prasad Gautam from Tribhuvan University in Nepal; and David Relman from Stanford University.

Funding from the National Institutes of Health, Stanford University, and New York University Abu Dhabi supported this work.
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Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals | ScienceDaily
The "RNA world" hypothesis proposes that the earliest life on Earth may have been based on RNA -- a single-stranded molecule similar in many ways to DNA -- like some modern viruses. This is because, like DNA, RNA can carry genetic information, but, like a protein, it can also act as an enzyme, initiating or accelerating reactions. While the activity of a few RNA enzymes -- called ribozymes -- have been tested on a case-by-case basis, there are thousands more that have been computationally predicted to exist in organisms ranging from bacteria to plants and animals. Now, a new method, developed by Penn State researchers, can test the activity of thousands of these predicted ribozymes in a single experiment.


						
The research team tested the activity of over 2,600 different RNA sequences predicted to belong to a class of RNA enzymes called "twister ribozymes," which have the ability to cut themselves in two. Approximately 94% of the tested ribozymes were active, and the study revealed that their function can persist even when their structure contains slight imperfections. The research team also identified the first example of a twister ribozyme in mammals, specifically in the genome of the bottlenose dolphin.

A paper describing the study appeared online today, Nov. 5, in the journal Nucleic Acids Research.

"Whereas DNA is a double-stranded molecule that typically forms a simple helical structure, RNA is single stranded and can fold back on itself, forming diverse structures, including loops, bulges and helixes," said Phil Bevilacqua, distinguished professor of chemistry and of biochemistry and molecular biology in the Eberly College of Science at Penn State and the leader of the research team. "The function of RNA enzymes is based on these structures and they have been categorized into several different classes. We chose to focus on so-called 'twister ribozymes' because one of their functions is to cleave themselves in two, which we can see by determining their genetic sequence."

Prior to this study, about 1,600 twister ribozymes had been proposed based on their genomic sequence and predictions of their structure, but only a handful had been experimentally validated. The team developed an experimental pipeline that allowed them to assess the self-cleaving activity of thousands of these ribozymes in a single experiment, which they call a "Cleavage High-Throughput Assay," or CHiTA. They also identified approximately 1,000 additional twister ribozyme candidates by meticulously hand-searching the genomic context around a short, highly conserved sequence shared by many of the ribozymes in the genomes of 1,000s of organisms.

CHiTA relies on two key factors. One is a recently developed technology called "massively parallel oligonucleotide synthesis," or MPOS. MPOS gives the research team the ability to design and then purchase thousands of diverse ribozyme sequences in the form of small pieces of DNA, all in a single vial. Each of the sequences they design has as its core one of the 2,600 predicted ribozyme sequences. The researchers then add short bits of DNA at either end that allow them to make copies of the DNA and transcribe it into RNA to test its activity.

"With MPOS, we can simply create a spreadsheet with the sequences that we are interested in, send it to a commercial vendor, and they send us back a tube that contains a small amount of each sequence," said Lauren McKinley, a graduate student at Penn State at the time of the research, who recently earned a doctorate, and first author of the paper. "For CHiTA, we need lots of each sequence, so we add bits of DNA to each end of the sequences that allows us to make millions of copies of each using a technique called PCR, but these additional bits could impact our ability to test the ribozymes' functions."

The second key factor for CHiTA helps to overcome this hurdle by removing these added bits of sequence using a protein -- called a restriction enzyme -- that cuts DNA at specific short sequences called recognition sites. However, most restriction enzymes cut the DNA somewhere near the middle of their recognition sites, leaving a portion of the recognition site sequence attached to the two resulting DNA fragments that could still impact ribozyme structure and function.




"We found a restriction enzyme that cuts the DNA a short distance from its recognition site, so we could design our sequences such that it would cut leaving no trace of additional DNA," McKinley said. "This way we could ensure that we were assessing the function of the precise sequence of the ribozymes."

In the lab, the team first makes additional copies of the sequences ordered through MPOS, trims any additional DNA with the restriction enzyme, and then they can transcribe RNA from the DNA sequences. If any of the sequences codes for active ribozymes, as the RNA is produced, they will quickly fold into their functional structure and cleave themselves. The researchers can then collect the RNA and convert it back to DNA -- called cDNA -- so that they can read its sequence to see if it is full length or if it's been cleaved.

"When we sequence the cDNA, we can see how much of the RNA, if any, has been cleaved as an indicator of ribozyme activity," McKinley said. "For about 94% of the sequences we tested, a significant portion of the RNA was cleaved. In fact, the percentage of each active ribozyme that was cleaved is quite similar to earlier efforts that tested ribozymes individually."

The team then looked at predicted structures of the sequences they tested and saw that many of them had slight variations or imperfections compared to the canonical twister ribozyme structure, yet they still self-cleaved. This suggested to the researchers that the function of the ribozymes is very tolerant to slight structural changes, meaning they could still operate even if not perfectly formed.

Tolerance of imperfections suggests that there may be more twisters hidden in nature that wouldn't be found using the original search parameters, according to the team. In fact, new descriptors based on sequences in this study led the research team to discover the first mammalian twister ribozyme, which was identified in the genome of the bottlenose dolphin.

"Understanding these types of tolerances to sequence and structural variation in ribozymes will help us to design new and rigorous ways to identify them," Bevilacqua said. "Our current knowledge of ribozyme function is mostly based on chemistry, and we are only just beginning to learn about their role in biology. Being able to test their activity in a large-scale assay like CHiTA will hopefully accelerate our ability to find new ribozymes and better understand the role they play in the cell. All of this can also help us to work backwards in time to see what could have been possible when RNA's ability to do it all might have been a key to jumpstarting life on the early Earth."

In addition to Bevilacqua and McKinley, the research team at Penn State included McCauley O. Meyer, Aswathy Sebastian and Kyle J. Messina, all of whom were graduate students at the time of the research and have since completed their doctorates; former undergraduate student Benjamin K. Chang; and Research Professor of Bioinformatics Istvan Albert. The National Institutes of Health and the Penn State Huck Institutes of the Life Sciences funded this research.
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Bach, Mozart or jazz | ScienceDaily
Physicists at the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.


						
It is common knowledge that music can evoke emotions. But how do these emotions arise and how does meaning emerge in music? Almost 70 years ago, music philosopher Leonard Meyer suggested that both are due to an interplay between expectation and surprise. In the course of evolution, it was crucial for humans to be able to make new predictions based on past experiences. This is how we can also form expectations and predictions about the progression of music based on what we have heard. According to Meyer, emotions and meaning in music arise from the interplay of expectations and their fulfillment or (temporary) non-fulfillment.

A team of scientists led by Theo Geisel at the MPI-DS and the University of Gottingen have asked themselves whether these philosophical concepts can be quantified empirically using modern methods of data science. In a paper published recently in Nature Communications, they used time series analysis to infer the autocorrelation function of musical pitch sequences; it measures how similar a tone sequence is to previous sequences. This results in a kind of "memory" of the piece of music. If this memory decreases only slowly with time difference, the time series is easier to anticipate; if it vanishes rapidly, the time series offers more variation and surprises.

In total, the researchers Theo Geisel and Corentin Nelias analyzed more than 450 jazz improvisations and 99 classical compositions in this way, including multi-movement symphonies and sonatas. They found that the autocorrelation function of pitches initially decreases very slowly with the time difference. This expresses a high similarity and possibility to anticipate musical sequences. However, they found that there is a time limit, after which this similarity and predictability ends relatively abruptly. For larger time differences, the autocorrelation function and memory are both negligible.

Of particular interest here are the values of the transition times of the pieces where the more predictable behavior changes into a completely unpredictable and uncorrelated behavior. Depending on the composition or improvisation, the scientists found transition times ranging from a few quarter notes to about 100 quarter notes. Jazz improvisations typically had shorter transition times than many classical compositions, and therefore were usually less predictable. Differences could also be observed between different composers. For example, the researchers found transition times between five and twelve quarter notes in various compositions by Johann Sebastian Bach, while the transition times in various compositions by Mozart ranged from eight to 22 quarter notes. This implies that the anticipation and expectation of the musical progression tends to last longer in Mozart's compositions than in Bach's compositions, which offer more variability and surprises.

For Theo Geisel, the initiator and head of this research project, this also explains a very personal observation from his high school days: "In my youth, I shocked my music teacher and conductor of our school orchestra by saying that I often couldn't show much enthusiasm for Mozart's compositions," he says. "With the transition times between highly correlated and uncorrelated behavior, we have now found a quantitative measure for the variability of music pieces, which helps me to understand why I liked Bach more than Mozart."
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Groundbreaking study provides new evidence of when Earth was slushy | ScienceDaily
At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet.


						
Results from a Virginia Tech-led study provide the first direct geochemical evidence of the slushy planet -- otherwise known as the "plumeworld ocean" era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

"Our results have important implications for understanding how Earth's climate and ocean chemistry changed after the extreme conditions of the last global ice age," said lead author Tian Gan, a former Virginia Tech postdoctoral researcher. Gan worked with geologist Shuhai Xiao on the study, which was released Nov. 5 in the Proceedings of the National Academy of Sciences journal.

Deep-frozen Earth

The last global ice age took place about 635 million to 650 million years ago, when scientists believe global temperatures dropped and the polar ice caps began to creep around the hemispheres. The growing ice reflected more sunlight away from the Earth, setting off a spiral of plunging temperatures.

"A quarter of the ocean was frozen due to extremely low carbon-dioxide levels," said Xiao, who recently was inducted into the National Academy of Sciences.

When the surface ocean sealed, a chain of reactions stuttered to a stop:
    	The water cycle locked up. No evaporation and very little rain or snow.
    	Without water, there was a massive slowdown in a carbon-dioxide consuming process called chemical weathering, where rocks erode and disintegrate.
    	Without weathering and erosion, carbon dioxide began to amass in the atmosphere and trap heat.

"It was just a matter of time until the carbon-dioxide levels were high enough to break the pattern of ice," Xiao said. "When it ended, it probably ended catastrophically."




Plume world

Suddenly, heat started to build. The ice caps began to recede, and Earth's climate backpedaled furiously toward the drippy and soupy. Over a mere 10 million years, average global temperatures swung from minus 50 to 120 degrees Fahrenheit (minus 45 to 48 degrees Celsius).

But the ice didn't melt and remix with seawater at the same time. The research findings paint a very different world than what we can imagine: vast rivers of glacial water rushing like a reverse tsunami from the land into the sea, then pooling on top of extra salty, extra dense ocean water.

The researchers tested this version of the prehistoric world by looking at a set of carbonate rocks that formed as the global ice age was ending.

They analyzed a certain geochemical signature, the relative abundance of lithium isotopes, recorded within the carbonate rocks. According to plumeworld ocean theory, the geochemical signatures of freshwater would be stronger in rocks formed under nearshore meltwater than in the rocks formed offshore, beneath the deep, salty sea -- and that's exactly what the researchers observed.

The findings bring the limit of environmental change into better focus, said Xiao, but they also give researchers additional insight into the frontiers of biology and the resiliency of life under extreme conditions -- hot, cold, and slushy.

Study collaborators include:
    	Ben Gill, Virginia Tech associate professor of sedimentary geochemistry
    	Morrison Nolan, former graduate student, now at Denison University
    	Collaborators from the Chinese Academy of Sciences, University of Maryland at College Park, University of Munich in Germany, University of North Carolina at Chapel Hill, and University of Nevada at Las Vegas
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Ancient immune defense system plays an unexpected role in cancer | ScienceDaily
Along with defending against pathogens, the body's innate immune system helps to protect the stability of our genomes in unexpected ways -- ways that have important implications for the development of cancer, researchers at Memorial Sloan Kettering Cancer Center (MSK) are discovering.


						
In a pair of recent papers, scientists in the lab of molecular biologist John Petrini, PhD, showed that innate immune signaling plays a key role in maintaining genome stability during DNA replication. Furthermore, the researchers showed that chronic activation of these immune pathways can contribute to tumor development in a mouse model of breast cancer.

Not only do the findings add vital insights to our understanding of fundamental human biology, says Dr. Petrini, they may also shed new light on tumor initiation and present potential opportunities for new therapies.

"Living organisms have evolved complex pathways to sense, signal, and repair damaged DNA," he says. "Here we're learning new things about the role of the innate immune system in responding to that damage -- both in the context of cancer and also in human health more generally."

How Chronic Activation of the Innate Immune System Can Lead to Cancer

The newest paper, led by first author Hexiao Wang, PhD, a postdoctoral fellow in the Petrini Lab, and published in Genes & Development, reveals a connection between innate immune signaling and tumor development in breast tissue. And, Dr. Petrini says, the data suggest that when instability arises in the genome, chronic activation of the innate immune system can greatly increase the chances of developing cancer.

The study focused on a protein complex called the Mre11 complex, which plays a pivotal role in maintaining the stability of the genome by sensing and repairing double-strand breaks in DNA.




To study how problems with the Mre11 complex can lead to cancer, the team manipulated copies of the protein in mammary tissue organoids (miniature lab-grown model organs) and then implanted them into laboratory animals.

When oncogenes (genes known to drive cancer) were activated in these mice, tumors arose about 40% of the time, compared with about 5% in their normal counterparts. And the tumors in the mice with mutant Mre11 organoids were highly aggressive.

The research further showed that the mutant Mre11 led to higher activation of interferon-stimulated genes (ISGs). Interferons are signaling molecules that are released by cells in response to viral infections, immune responses, and other cellular stressors.

They also found that the normally tightly controlled packaging of DNA was improperly accessible in these organoids -- making it more likely that genes will get expressed, when they otherwise would be inaccessible for transcription.

"We actually saw differences in the expression of more than 5,600 genes between the two different groups of mice," Dr. Petrini says.

And strikingly, these profound effects depended on an immune sensor called IFI205.




When the organoids were further manipulated so they would lack IFI205, the packaging of DNA returned almost to normal, and the mice developed cancer at essentially the same rate as normal mice.

"So what we learned is that problems with Mre11 -- which can be inherited or develop during life like other mutations -- can create an environment where the activation of an oncogene is much more likely to lead to cancer," Dr. Petrini says. "And that the real lynch pin of this cascade is this innate immune sensor, IFI205, which detects that there's a problem and starts sending out alarm signals. In other words, when problems with Mre11 occur, chronic activation of this innate immune signaling can significantly contribute to the development of cancer."

New Understandings Could Pave the Way for Future Treatments

The work builds on a previous study, led by Christopher Wardlaw, PhD, a former senior scientist in the Petrini Lab, that appeared in Nature Communications.

That study focused on the role of the Mre11 complex in maintaining genomic integrity. It found that when the Mre11 complex is inactive or deficient, it results in the accumulation of DNA in the cytoplasm of cells and in the activation of innate immune signaling. This research primarily looked at the involvement of ISG15, a protein made by an interferon-stimulating gene, in protecting against replication stress and promoting genomic stability.

"Together, these studies shed new light on how the Mre11 complex works to protect the genome when cells replicate, and how, when it's not working properly, it can trigger the innate immune system in ways that can promote cancer," Dr. Petrini says.

By shedding light on the interrelationships between these complex systems and processes, the researchers hope to identify new strategies to prevent or treat cancer, he adds, such as finding ways to short-circuit the increased DNA accessibility when Mre11 isn't working properly.
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An extra year of education does not protect against brain aging, study finds | ScienceDaily
Thanks to a 'natural experiment' involving 30,000 people, researchers at Radboud university medical center were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.


						
It is well-known that education has many positive effects. People who spend more time in school are generally healthier, smarter, and have better jobs and higher incomes than those with less education. However, whether prolonged education actually causes changes in brain structure over the long term and protects against brain aging, was still unknown.

It is challenging to study this, because alongside education, many other factors influence brain structure, such as the conditions under which someone grows up, DNA traits, and environmental pollution. Nonetheless, researchers Rogier Kievit (PI of the Lifespan Cognitive Dynamics lab) and Nicholas Judd from Radboudumc and the Donders Institute found a unique opportunity to very precisely examine the effects of an extra year of education.

Aging

In 1972, a change in the law in the United Kingdom raised the number of mandatory school years from fifteen to sixteen, while all other circumstances remained constant. This created an interesting 'natural experiment', an event not under the control of researchers which divides people into an exposed and unexposed group. Data from approximately 30,000 people who attended school around that time, including MRI scans taken much later (46 years after), is available. This dataset is the world's largest collection of brain imaging data.

The researchers examined the MRI scans for the structure of various brain regions, but they found no differences between those who attended school longer and those who did not. 'This surprised us', says Judd. 'We know that education is beneficial, and we had expected education to provide protection against brain aging. Aging shows up in all of our MRI measures, for instance we see a decline in total volume, surface area, cortical thickness, and worse water diffusion in the brain. However, the extra year of education appears to have no effect here.'

Brain structure

It's possible that the brain looked different immediately after the extra year of education, but that wasn't measured. 'Maybe education temporarily increases brain size, but it returns to normal later. After all, it has to fit in your head', explains Kievit. 'It could be like sports: if you train hard for a year at sixteen, you'll see a positive effect on your muscles, but fifty years later, that effect is gone.' It's also possible that extra education only produces microscopic changes in the brain, which are not visible with MRI.

Both in this study and in other, smaller studies, links have been found between more education and brain benefits. For example, people who receive more education have stronger cognitive abilities, better health, and a higher likelihood of employment. However, this is not visible in brain structure via MRI. Kievit notes: 'Our study shows that one should be cautious about assigning causation when only a correlation is observed. Although we also see correlations between education and the brain, we see no evidence of this in brain structure.'
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AI-powered system detects toxic gases with speed and precision | ScienceDaily
Researchers at the University of Virginia School of Engineering and Applied Science developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide (NO?) that poses severe respiratory health risks.


						
According to the World Health Organization, outdoor air pollution, including NO2, contributes to approximately 4.2 million premature deaths globally each year, primarily due to respiratory conditions like asthma and chronic obstructive pulmonary disease (COPD).

Their work was recently published in Science Advances.

Graphene-Based Sensors Mimic Human Smell

The innovative system relies on nano-islands of metal catalysts embedded on graphene surfaces. This device functions like an artificial nose, reacting with targeted toxic gas molecules. As nitrogen dioxide molecules bind to the graphene, the conductivity of the sensor changes, allowing the system to detect gas leaks with extreme sensitivity.

"Nano-islands of metal catalysts are tiny clusters of metal particles deposited on a surface, such as graphene, that enhance chemical reactions by increasing the surface area for gas molecules to interact, enabling precise detection of toxic gases," said Yongmin Baek, a research scientist in the Department of Electrical and Computer Engineering who is leading the R&D for the sensors.

Kyusang Lee, associate professor of electrical and computer engineering and materials science engineering, and one of the lead researchers on the project, explains, "By integrating AI with state-of-the-art gas sensors, we're able to pinpoint gas leaks with unprecedented accuracy, even in large or complex environments. The artificial olfactory receptors are able to detect tiny changes in gas concentrations and communicate that data to a near-sensor computing system, which uses machine learning algorithms to predict the source of the leak."

Neural Net Optimizes Sensor Placement




The system's artificial neural network analyzes data from the sensors in real-time, based on the optimized sensor placement to ensure coverage and efficiency of system. This optimization is enabled by a "trust-region Bayesian optimization algorithm," a machine learning technique that breaks down complex problems into smaller regions to find the most efficient sensor positions. This ensures fewer resources are used while providing faster and more accurate gas leak detection.

Electrical and computer engineering Ph.D. student Byungjoon Bae adds, "Our AI-powered system has the potential to make industrial settings, urban areas and even residential buildings safer by constantly monitoring air quality. It's a major step forward in preventing long-term health risks and protecting the environment."

The article, titled "Network of Artificial Olfactory Receptors for Spatiotemporal Monitoring of Toxic Gas," was published in Science Advances. The research team includes Yongmin Baek, Byungjoon Bae, Jeongyong Yang, Wonjun Cho, Inbo Sim, Geonwook Yoo, Seokhyun Chung, Junseok Heo, and Kyusang Lee, who collaborated across institutions such as the University of Virginia and Ajou University.

This research was supported by the Industrial Strategic Technology Development Program (20014247 and 20026440) funded by the Ministry of Trade, Industry, and Energy (MOTIE, Korea), the National Research Foundation of Korea (NRF), and the US Air Force Office of Scientific Research Young Investigator Program (FA9550-23-1-0159), along with support from the National Science Foundation (NSF ECCS-1942868 and NSF ECCS-2332060).
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Alzheimer's and alcohol use disorder share similar gene expression patterns, study finds | ScienceDaily
Nearly 7 million Americans have Alzheimer's disease, and this number is predicted to double by 2060. While aging and genetic predisposition are the most important risk factors for Alzheimer's, epidemiological studies suggest that lifestyle factors including alcohol use could also impact disease onset and progression.


						
Now, Scripps Research scientists have shown that Alzheimer's and alcohol use disorder (AUD) are associated with similarly altered gene expression patterns in the brain, supporting the idea that alcohol use may promote Alzheimer's disease progression. The study, published in eNeuro on September 19, 2024, could inform future preventative and treatment strategies.

"We found several cell-type-specific genes and pathways that are dysregulated in both Alzheimer's disease and alcohol, which supports the hypothesis that alcohol use disorder can accelerate Alzheimer's disease progression by impinging on some of the same molecular mechanisms that are affected by Alzheimer's," says senior author Pietro Paolo Sanna, MD, a professor in the Immunology and Microbiology Department at Scripps Research. "By understanding these dysregulations with this level of molecular detail, we can understand what's causing these diseases, and we can also identify targets that could be used therapeutically."

This is the first time researchers have used single cell transcriptomics -- a method that analyzes gene expression within individual cells by sequencing their RNA -- to compare changes associated with Alzheimer's disease and AUD in different populations of human brain cells. The study builds upon previously published research in the Sanna lab that showed that excessive alcohol consumption accelerates Alzheimer's progression in mice that are genetically predisposed to the disease.

To examine cell-specific gene expression changes, the team analyzed RNA sequencing data from hundreds of thousands of individual brain cells from 75 patients with varying stages of Alzheimer's disease (early, intermediate or advanced), and 10 patients without Alzheimer's. Then, they compared this Alzheimer's gene expression data with previously published RNA sequencing data from individuals with AUD.

They showed that both AUD and Alzheimer's are associated with similar gene expression changes in the brain, including upregulation of inflammatory genes and pathways, disruption to cell signaling and cell-death-related pathways, and changes to blood vessel cells.

"What we've presented here is a differential analysis of two disorders that cause cognitive decline," says first author Arpita Joshi, PhD, a staff scientist in Sanna's lab at Scripps Research. "It deepens our understanding of Alzheimer's disease and what the three clinically defined stages of Alzheimer's entail, and it underscores the importance of considering alcohol use disorder as a risk factor for Alzheimer's."

Because the study was based on a small sample size for AUD, in the future, researchers plan to repeat their analysis using larger gene expression databases from individuals with AUD, which they expect to become available in the next year.




"We are eagerly awaiting the release of larger alcohol use datasets so that we can test the robustness of these findings and examine the commonalities between the two disorders with finer cell-type granularity," says Joshi. "This is a global effort to unravel complex diseases at the single-cell level, which will lead to a better understanding of the molecular and cellular perturbations in individuals with Alzheimer's disease, alcohol use disorder, and their interactions."

In addition to Sanna and Joshi, the study, "Transcriptional Patterns in Stages of Alzheimer's Disease Are Cell-Type-Specific and Partially Converge with the Effects of Alcohol Use Disorder in Humans," was co-authored by Federico Manuel Giorgi of Scripps Research and the University of Bologna.

This work was supported by funding from the National Institutes of Health (AA021667, AA028982, DA046170, DA046204, and DA053801)
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Meal timing may be crucial for night shift workers' health | ScienceDaily

Led by researchers from the University of South Australia, University of Adelaide and SAHMRI, the NHMRC-funded study involved a six-day trial with 55 adults in the healthy BMI range, who don't usually work night shifts.

Participants stayed at the University of South Australia's Behaviour-Brain-Body Sleep Research Centre and were divided into three groups: those who fasted at night, those who had snacks, and those who ate full meals.

All participants stayed awake for four nights and slept during the day, with a recovery day on day five to re-establish normal sleeping and eating cycles, and blood glucose testing on day six.

Prof Leonie Heilbronn, from SAHMRI and the University of Adelaide, says results showed participants who ate meals or snacks during the nightshift had significantly worse glucose tolerance compared to those who fasted.

"We found that blood glucose skyrocketed for those who ate full meals at night and those who snacked, while the people who fasted at night showed an increase in insulin secretion which kept blood sugar levels balanced," Prof Heilbronn said.

"We know shift workers are more likely to have diabetes, they're more likely to have heart disease, and they're more likely to be overweight. Our research suggests that meal timing could be a major contributor to those issues."

Insulin sensitivity was disrupted among all participants, regardless of their eating habits, adding to the body of evidence that night shifts cause circadian misalignment and impair glucose metabolism.




"When you eat a meal, your body secretes insulin, and that insulin helps your muscles and other tissues to take up glucose. If you become resistant to insulin, then you can't take up that glucose as effectively into your muscles and if it continues, that potentially puts you at risk of diabetes."

Lead investigator UniSA Professor Siobhan Banks says not eating large meals while working night shift and instead eating primarily during the day could be a straightforward intervention to manage health outcomes for many workers.

"This could be easier for people to follow than other more complex diets," Prof Banks said.

Researchers say future trials will investigate whether eating only protein snacks on night shift is a potential solution to satiating hunger without predisposing workers to negative health consequences.
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What's overweight enough for lower disability after stroke? | ScienceDaily
Slightly overweight stroke survivors have a lower risk of sustaining disabilities. The Kobe University finding adds another aspect to the obesity paradox but also highlights the importance of considering the population's normal when recommending best practices.


						
The obesity paradox is the well documented observation that amongst people who suffered a stroke, those who are moderately overweight have lower rates of mortality, recurrence and readmission compared to patients of "normal" weight. Recently, survival rates have improved and attention has shifted to the subsequent lives of the patients. The Kobe University health scientist IZAWA Kazuhiro says: "In my clinical practice I have experienced that patients with a thin physique often have difficulties in recovering function whereas relatively overweight people usually fare better. This motivated me to study whether there is a demonstrable relationship between body size and functional disability after a stroke."

Using a Japanese national database containing anonymized data on diagnosis-procedure combinations for all vascular and cardiac disease cases in hospitals across Japan, Izawa, postdoctoral researcher KANEJIMA Yuji and their team evaluated the size of different factors on over half a million patients' disability at the time of discharge from hospital. The factors they looked at were the body mass index (BMI), which is a person's weight relative to their height, the patients' age, gender, their disability score at the time of hospitalization, and others.

In the journal Topics in Stroke Rehabilitation, the Kobe University team now published their results. They found that, indeed, the risk of being discharged from hospital with a poor disability score was observed to be relatively low in people with a BMI between 22.1 and 27.5 kg/m2, and was lowest at a BMI of 24.7 kg/m2. Given that the WHO classifies Asians with a BMI between 23 and 25 kg/m2 as overweight and above that as obese, a slightly higher-than-normal BMI seems to be beneficial to the odds of recovering from a stroke with less disability. First author Kanejima offers an explanation: "The median age in this study was 77 and people in this age group and beyond lose weight more easily. However, people having certain reserves may be better able to withstand the nutritional challenge a stroke and the following hospitalization pose, which effectively protects their nervous system."

A similar study conducted in the United States a few years ago found the same basic effect, but with an optimal BMI of 30.0 kg/m2 for that population. "Asians tent to have a slimmer physique compared to Americans and this is also reflected in the lower optimal BMI for a lower probability of disability at discharge," says Kanejima. This underscores that caution is needed when adapting BMI-based recommendations for different populations around the world.

There is concrete advice gleaned for current health care practice from the results of the present study. Izawa says: "For the public, this serves as a reminder that losing weight at a high age is a disadvantage. For health care providers, the study suggests that they need to closely monitor weight loss during hospitalization to prevent functional impairment." To understand more about the mechanism at work, the Kobe University researchers next aim to study how the change in body weight during hospitalization is related to functional disability.

This research was funded by the Japanese Circulation Society and the Japan Society for the Promotion of Science (grants JP22K11392 and JP22K19708). It was conducted in collaboration with researchers from the National Cerebral and Cardiovascular Center.
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Bio-based fibers could pose greater threat to the environment than conventional plastics | ScienceDaily
Bio-based materials may pose a greater health risk to some of the planet's most important species than the conventional plastics they are designed to replace, a new study has shown.


						
Such materials are increasingly being advocated as environmentally friendly alternatives to plastics, and used in textiles and products including clothing, wet wipes and period products.

However, microfibres of the materials are emitted into the environment through the laundry cycle, the application of sewage sludge as fertilisers, or the simple wear and tear of textile products.

Despite increasing quantities of bio-based products being produced and sold all over the world, there has been little research to assess their potential impact on species and ecosystems.

To address that, a new study in the journal Environmental Science and Technology tested the effects of conventional polyester fibres and two bio-based fibres -viscose and lyocell -- on earthworms, a species critical to the health of soils globally.

The study found that in high concentrations of fibres, 30% of earthworms died after 72 hours when exposed to polyester, while those exposed to the bio-based fibres experienced much higher mortality of up to 60% in the case of lyocell and 80% for viscose.

A second experiment, using environmentally relevant concentrations of the fibres, indicated that earthworms housed in soils containing viscose fibres exhibited reduced reproduction compared to those exposed to polyester fibres. Earthworms in the soils containing lyocell fibres showed reduced growth and also higher rates of burrowing within the soil compared to exposure to the other types of fibre.




The researchers say the study highlights the complex nature of global efforts to reduce the threat of microplastic pollution, and the importance of testing new materials being advocated as alternatives to plastics before they are released on the open market.

The study was carried out as part of the BIO-PLASTIC-RISK project, led by researchers at the University of Plymouth and the University of Bath, and supported with PS2.6million funding by the Natural Environmental Research Council.

Dr Winnie Courtene-Jones, lead author on the new study and now a Lecturer in Marine Pollution at Bangor University, said: "Over 320,000 tonnes of bio-based and biodegradable fibres were produced globally in 2022 and research shows that substantial quantities of that will end up in the environment. However, evidence of their ecological impacts has been lacking. Our study has shown that bio-based fibres have a range of adverse effects on earthworms -- animals which are critical to the functioning of the environment. It highlights the importance of gathering further evidence before alternatives to conventional plastics are made available even more widely."

The new study follows research published earlier in 2024 which highlighted that being exposed to the materials used in biodegradable teabags can result in earthworm populations experiencing up to 15% greater mortality, and have a detrimental effect on earthworm reproduction.

It has been published just a few weeks before the United Nations gathers world leaders meet in Busan, South Korea, for the final round of negotiations regarding a possible Global Plastics Treaty.

Professor Richard Thompson OBE FRS, senior author on the new study and Head of the University of Plymouth's International Marine Litter Research Unit, will be at those discussions along with policy makers, scientists and other delegates from across the world.

He added: "It is clear that along with recycling and re-use, tackling plastic pollution will require a reduction in the quantities of plastics used and produced. There is increasing interest in alternative materials that could be used as substitutes for plastic, but this publication further emphasises the importance of testing new innovations in relevant environmental settings prior to widescale adoption. I firmly believe it is possible to tackle the plastic pollution crisis, but independent scientific evidence will be critical in helping us avoid unintended consequences as we look for solutions."
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Explaining science through dance | ScienceDaily
Science can be difficult to explain to the public. In fact, any subfield of science can be difficult to explain to another scientist who studies in a different area. Explaining a theoretical science concept to high school students requires a new way of thinking altogether.


						
This is precisely what researchers at the University of California San Diego did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

The experiment, led by former graduate student Matthew Du and UC San Diego Associate Professor of Chemistry and Biochemistry Joel Yuen-Zhou, was published in Science Advances.

"I think the concept is simple," stated Yuen-Zhou. "But the math is much harder. We wanted to show that these complex ideas in theoretical and experimental physics and chemistry are actually not as impossible to understand as you might initially think."

Topological insulators are a relatively new type of quantum material that has insulating properties on the inside, but have conductive properties on the outside. To use a Southern California staple, if a topological insulator was a burrito, the filling would be insulating and the tortilla would be conducting.

Since topological insulators are able to withstand some disorder and deformation, they can be synthesized and used under conditions where imperfections can arise. For this reason, they hold promise in the areas of quantum computing and lasers, and in creating more efficient electronics.

To bring these quantum materials to life, the researchers made a dancefloor (topological insulator) by creating a grid with pieces of blue and red tape. Then to choreograph the dance, Du created a series of rules that governed how individual dancers moved.




These rules are based on what is known as a Hamiltonian in quantum mechanics. Electrons obey rules given by a Hamiltonian, which represents the total energy of a quantum system, including kinetic and potential energy. The Hamiltonian encodes the interactions of the electron in the potential energy of the material.

Each dancer (electron) had a pair of flags and was given a number that corresponded to a movement:
    	1 = wave flags with arms pointing up
    	0 = stand still
    	-1 = wave flags with arms pointing down

Subsequent moves were based on what a neighboring dancer did and the color of the tape on the floor. A dancer would mimic a neighbor with blue tape, but do the opposite of a neighbor with red tape. Individual mistakes or dancers leaving the floor didn't disrupt the overall dance, exhibiting the robustness of topological insulators.

In addition to topology, Yuen-Zhou's lab also studies chemical processes and photonics, and it was in thinking of light waves that they realized the movement of a group of people also resembled a wave. This gave Yuen-Zhou the idea of using dance to explain a complex topic like topological insulators. Implementing this idea seemed like a fun challenge to Du, who is currently a postdoctoral scholar at the University of Chicago and takes salsa lessons in his free time.

Du, who comes from a family of educators and is committed to scientific outreach, says the project gave him an appreciation for being able to distill science into its simplest elements.

"We wanted to demystify these concepts in a way that was unconventional and fun," he stated. "Hopefully, the students were able to see that science can be made understandable and enjoyable by relating it to everyday life."

Full list of authors: Matthew Du, Juan B. Perez-Sanchez, Jorge A. Campos-Gonzalez-Angulo, Arghadip Koner, Federico Mellini, Sindhana Pannir-Sivajothi, Yong Rui Poh, Kai Schwennicke, Kunyang Sun, Stephan van den Wildenberg, Alec Barron and Joel Yuen-Zhou (all UC San Diego); and Dylan Karzen (Orange Glen High School).

This research was supported by an National Science Foundation CAREER grant (CHE 1654732).
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Towards a hydrogen-powered future: Highly sensitive hydrogen detection system | ScienceDaily
Hydrogen gas is a promising energy source with several advantages -- it is lightweight, storable, energy-dense, and environmentally friendly compared to fossil fuels, producing no pollutants or greenhouse gas emissions. As such, it has extensive applications across different fields, including transportation, architecture, power generation, and industries. However, hydrogen is highly flammable, and therefore its safe and widespread use requires reliable methods for detecting leaks and ensuring its purity. The need for reliable detection methods has necessitated the development of trace-gas sensing techniques. While several methods have been developed for hydrogen sensing, none offer optimal performance.


						
One promising method is tunable diode laser absorption spectroscopy (TDLAS) technology, which has gained significant attention for detecting various gases. TDLAS offers several key advantages, including non-contact measurement, in situ detection, high selectivity, rapid response, low cost, and multi-component, multi-parameter measurement capabilities. It works on the principle that gases absorb light at a specific wavelength, resulting in a dark line in the absorption spectrum, known as the absorption line. By measuring the amount of laser light that has been absorbed at this wavelength, the concentration of the gas can be determined. However, detecting low concentrations of hydrogen with TDLAS is difficult because hydrogen has weaker absorption in the infrared region compared to other gases.

To address this issue, a research team from Japan led by Associate Professor Tatsuo Shiina from the Graduate School of Engineering, Chiba University, developed an innovative method for precise hydrogen gas measurement using TDLAS. The team comprised Alifu Xiafukaiti and Nofel Lagrosas from the Graduate School of Engineering, Chiba University, Ippei Asahi from the Shikoku Research Institute Inc., and Shigeru Yamaguchi from the School of Science, Tokai University. Their study was made available online on August 13, 2024, and published in Volume 180 of the journal Optics and Laser Technology on January 01, 2025.

"In this study, we achieved highly sensitive detection of hydrogen gas through meticulous control of pressure and modulation parameters in the TDLAS setup. Additionally, we introduced a calibration-free technique that ensures the adaptability to a wide range of concentrations," explains Prof. Shiina.

In TDLAS, laser light is passed through a pressurized gas cell called a Herriott multipass cell (HMPC) containing the target gas. The laser's wavelength is modulated or oscillated around the target absorption line of the gas at a specific frequency to remove any environmental noise. The pressure in HMPC can significantly influence the absorption line width and consequently the modulation parameters under TDLAS.

The researchers carefully analyzed the width of hydrogen's strongest absorption line at different pressures. Through simulations, the researchers identified the optimal pressure for a broader absorption line width and the most effective modulation parameters within this line width. Their calibration-free technique involved using the first harmonic of the modulated absorption signal to normalize the second harmonic through their ratio, instead of just relying on the second harmonic signal as in conventional TDLAS systems. Additionally, they employed a high-pressure gas cell containing pure hydrogen as a reference to fine-tune the modulating parameters of the laser signal.

Through this innovative approach, the researchers achieved accurate measurements of hydrogen concentrations in a wide detection range from 0.01% to 100%, where 0.01% equals a concentration of just 100 parts per million (ppm). Moreover, the results improved with longer integration times (the time period during which light is allowed to be absorbed). At 0.1 second integration time, the minimum detection limit was 0.3% or 30,000 ppm, which improved to 0.0055% or 55 ppm at 30 seconds integration time. However, beyond 30 seconds the minimum detection limit increased.

"Our system can significantly improve hydrogen detection systems for safety and quality control, facilitating wider adoption of hydrogen fuel. For example, this system can be reliably used for the detection of leakages in hydrogen fuel cell cars," remarks Prof. Shiina about the potential applications of the study.

To summarize, this pioneering technique could help pave the way for a sustainable future and boost the implementation of hydrogen as an eco-friendly fuel.
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High-quality nanomechanical resonators with built-in piezoelectricity | ScienceDaily
Researchers at Chalmers University of Technology in Sweden and at the University of Magdeburg in Germany have developed a novel type of nanomechanical resonator that combines two important features: high mechanical quality and piezoelectricity. This development could open doors to new possibilities in quantum sensing technologies.


						
Mechanical resonators have been used for centuries for a multitude of applications. A key aspect of these devices is their ability to vibrate at specific frequencies. A well-known example is the tuning fork. When struck, the tuning fork oscillates at its resonance frequency, producing a sound wave within our hearing range. With advancements in microfabrication techniques, researchers have been able to shrink mechanical resonators down to the micro- and nanometer scale. At these tiny sizes, resonators oscillate at much higher frequencies and exhibit a greater sensitivity compared to their macroscopic counterparts.

"These properties make them useful in precision experiments, for example for sensing minuscule forces or mass changes. Recently, nanomechanical resonators have raised significant interest among quantum physicists due to their potential use in quantum technologies. For example, the use of quantum states of motion would improve the sensitivity of nanomechanical resonators even further," says Witlef Wieczorek, Professor of Physics at Chalmers University of Technology and project leader of the study.

A common requirement for these applications is that nanomechanical resonators need to sustain their oscillation for long times without losing their energy. This ability is quantified by the mechanical quality factor. A large mechanical quality factor also implies that the resonator exhibits enhanced sensitivity and that quantum states of motion live longer. These properties are highly sought after in sensing and quantum technology applications.

In the quest for a material with a high-quality factor and built-in piezoelectricity 

Most of the best-performing nanomechanical resonators are made from tensile-strained silicon nitride, a material known for its outstanding mechanical quality. However, silicon nitride is quite "boring" in other aspects: it doesn't conduct electricity, nor is it magnetic or piezoelectric. This limitation has been a hurdle in applications that require in-situ control or interfacing of nanomechanical resonators to other systems. To address these needs, it is then required to add a functional material on top of silicon nitride. However, this addition tends to reduce the mechanical quality factor, which limits the resonator's performance.

Now, researchers at Chalmers University of Technology and at the University of Magdeburg, Germany, made a big leap as they demonstrated a nanomechanical resonator made of tensile-strained aluminum nitride, a piezoelectric material that maintains a high mechanical quality factor.




"Piezoelectric materials convert mechanical motion into electrical signals and vice versa. This can be used for direct readout and control of the nanomechanical resonator in sensing applications. It can also be utilized for interfacing mechanical and electric degrees of freedom, which is relevant in the transduction of information, even down to the quantum regime," says Anastasiia Ciers, research specialist in quantum technology at Chalmers and lead author of the study published in Advanced Materials.

The aluminum nitride resonator achieved a quality factor of more than 10 million.

"This suggests that tensile-strained aluminum nitride could be a powerful new material platform for quantum sensors or quantum transducers," says Witlef Wieczorek.

The researchers now have two major aims: to improve the quality factor of the devices even further, and to work on realistic nanomechanical resonator designs that enable them to make use of the piezoelectricity for quantum sensing applications.

About the aluminum nitride-based nanomechanical resonators 

The researchers used a highly stressed 295 nanometer-thin film of aluminum nitride for fabricating their nanomechanical resonators. The stress was about 1GPa, the equivalent of balancing two elephants on a fingernail. The researchers used this high stress in a technique called dissipation dilution, which boosts the mechanical quality factor. The aluminum nitride film was epitaxially grown on a silicon substrate, which ensures a high crystalline quality of the film to preserve the piezoelectricity of aluminum nitride. They created a novel resonator design, called triangline, that looks like a fractal-like structure with a central triangular-shaped pad. This triangline resonator can maintain a single quantum coherent oscillation at room temperature, which is an important benchmark for its application in quantum technology.
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        Climate change parching the American West even without rainfall deficits
        Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020--22. A study has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%. The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.

      

      
        Five minutes of extra exercise a day could lower blood pressure
        New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.

      

      
        How gophers brought Mount St. Helens back to life in one day
        When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable and still visible 40 years later.

      

      
        Scientists calculate predictions for meson measurements
        Calculations of charge distribution in mesons provide benchmark for experimental measurements and validate widely used 'factorization' method for imaging the building blocks of matter.

      

      
        Use of 'genetic scissors' carries risks
        The CRISPR tool is capable of repairing the genetic defect responsible for the immune disease chronic granulomatous disease. However, researchers have now shown that there is a risk of inadvertently introducing other defects.

      

      
        Interstellar methane as progenitor of amino acids?
        Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.

      

      
        Newly discovered neurons change our understanding of how the brain handles hunger
        A new cell type provides a missing piece of the neural network regulating appetite.

      

      
        What happens in your brain while you watch a movie
        By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed ...

      

      
        Imaging nuclear shapes by smashing them to smithereens
        Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) to reveal subtle details about the shapes of atomic nuclei. The method is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.

      

      
        New haptic patch transmits complexity of touch to the skin
        Thin, flexible device could help people with visual impairments 'feel' surroundings. Device comprises a hexagonal array of 19 actuators encapsulated in soft silicone. Device only uses energy when actuators change position, operating for longer periods of time on a single battery charge.

      

      
        Researchers have uncovered the mechanism in the brain that constantly refreshes memory
        Researchers have discovered a neural mechanism for memory integration that stretches across both time and personal experience.

      

      
        Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage
        Researchers have developed a new method for disrupting the crystal structure of a semiconductor that requires as little as one billion times less power density. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

      

      
        Asteroid grains shed light on the outer solar system's origins
        Tiny grains from asteroid Ryugu are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago. The findings suggest the distal solar system harbored a weak magnetic field, which could have played a role in forming the giant planets and other objects.

      

      
        Mighty radio bursts linked to massive galaxies
        Researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low - mass ones.

      

      
        The egg or the chicken? An ancient unicellular says egg
        Chromosphaera perkinsii is a single-celled species discovered in 2017 in marine sediments around Hawaii. The first signs of its presence on Earth have been dated at over a billion years, well before the appearance of the first animals. A team has observed that this species forms multicellular structures that bear striking similarities to animal embryos. These observations suggest that the genetic programs responsible for embryonic development were already present before the emergence of animal li...

      

      
        Despite its impressive output, generative AI doesn't have a coherent understanding of the world
        Large language models can achieve incredible performance on some tasks without having internalized a coherent model of the world or the rules that govern it, researchers find. This means these models are likely to fail unexpectedly if they are deployed in situations where the environment or task slightly changes.

      

      
        Groundbreaking study provides new evidence of when Earth was slushy
        At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet. Results provide the first direct geochemical evidence of the slushy planet -- otherwise known as the 'plume-world ocean' era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

      

      
        Bio-based fibers could pose greater threat to the environment than conventional plastics
        New research has shown that bio-based fibers caused higher mortality, and reduced growth and reproductivity, among earthworms -- a species critical to the health of soils globally -- than conventional plastics. It has led scientists to suggest that materials being advocated as alternatives to plastic should be tested thoroughly before they are used extensively in a range of products.

      

      
        Towards a hydrogen-powered future: Highly sensitive hydrogen detection system
        Hydrogen, a promising fuel, has extensive applications in many sectors. However, its safe and widespread use necessitates reliable sensing methods. While tunable diode laser absorption spectroscopy (TDLAS) has proved to be an effective gas sensing method, detecting hydrogen using TDLAS is difficult due to its weak light absorption property in the infrared region. Addressing this issue, researchers developed an innovative calibration-free technique that significantly enhances the accuracy and dete...

      

      
        Deaf male mosquitoes don't mate
        Romance is a complex affair in humans. There's personality, appearance, seduction, all manner of physical and social cues. Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.

      

      
        AI for real-time, patient-focused insight
        BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study is described in the article as 'the first open-source and lightweight vision -- language foundation model, designed as a generalist capable of performing various biomedical tasks.'

      

      
        New trigger proposed for record-smashing 2022 Tonga eruption
        Fifteen minutes before the massive January 2022 eruption of the Hunga Tonga-Hunga Ha'apai volcano, a seismic wave was recorded by two distant seismic stations. The researchers propose that the seismic wave was caused by a fracture in a weak area of oceanic crust beneath the volcano's caldera wall. That fracture allowed seawater and magma to pour into and mix together in the space above the volcano's subsurface magma chamber, explosively kickstarting the eruption.

      

      
        The secrets of baseball's magic mud
        The unique properties of baseball's famed 'magic' mud, which MLB equipment managers applied to every ball in the World Series, have never been scientifically quantified -- until now. Researchers now reveal what makes the magic mud so special.

      

      
        Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events?
        Extraordinarily well preserved fossils of feathered dinosaurs and other creatures got that way after being frozen in time by by volcanic eruptions, researchers have long suggested. Not so fast, says a new study.

      

      
        Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago
        Evolutionary biologists report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.

      

      
        Dance of electrons measured in the glow from exploding neutron-stars
        The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time.

      

      
        Synthetic genes engineered to mimic how cells build tissues and structures
        Researchers have developed synthetic genes that function like the genes in living cells. The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

      

      
        Astronomers discover the fastest-feeding black hole in the early universe
        Astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.

      

      
        Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery
        Biomedical engineers have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.

      

      
        Indigenous cultural burning has protected Australia's landscape for millennia, study finds
        Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research.

      

      
        NASA's Hubble, Webb probe surprisingly smooth disk around Vega
        Teams of astronomers used the combined power of NASA's Hubble and James Webb space telescopes to revisit the legendary Vega disk.

      

      
        Restricting sugar consumption in utero and in early childhood significantly reduces risk of midlife chronic disease
        Children who experienced sugar restrictions during their first 1,000 days after conception had up to 35% lower risk of developing type 2 diabetes and as much as 20% less risk of hypertension as adults. The researchers used contemporary data from the U.K. Biobank, a database of medical histories and genetic, lifestyle and other disease risk factors, to study the effect of those early-life sugar restrictions on health outcomes of adults conceived in the U.K. just before and after the end of wartime...

      

      
        First blueprint of the human spliceosome revealed
        Researchers have created the first blueprint of the human spliceosome, the most complex and intricate molecular machine in human biology. The vast majority of human genes -- more than nine in ten -- are edited by the spliceosome. The sheer number of components involved has meant the scientific feat took more than a decade to complete. The research reveals many new drug targets that could benefit a wide spectrum of diseases including most types of cancer, neurodegenerative conditions and genetic d...

      

      
        Violating Bredt's rule: Chemists just broke a 100-year-old rule and say it's time to rewrite the textbooks
        According to Bredt's rule, double bonds cannot exist at certain positions on organic molecules if the molecule's geometry deviates too far from what we learn in textbooks. This rule has constrained chemists for a century. Chemists have now shown how to make molecules that violate Bredt's rule, allowing chemists to find practical ways to make and use them in reactions.

      

      
        Echolocating bats use an acoustic cognitive map for navigation
        Echolocating bats have been found to possess an acoustic cognitive map of their home range, enabling them to navigate over kilometer-scale distances using echolocation alone.
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Climate change parching the American West even without rainfall deficits | ScienceDaily
Higher temperatures caused by anthropogenic climate change made an ordinary drought into an exceptional drought that parched the American West from 2020-2022. A study by UCLA and National Oceanic and Atmospheric Administration climate scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation only accounted for 39%. The research found that evaporative demand has played a bigger role than reduced precipitation in droughts since 2000, which suggests droughts will become more severe as the climate warms.


						
"Research has already shown that warmer temperatures contribute to drought, but this is, to our knowledge, the first study that actually shows that moisture loss due to demand is greater than the moisture loss due to lack of rainfall," said Rong Fu, a UCLA professor of atmospheric and oceanic sciences and corresponding author of a study published in Science Advances.

Historically, drought in the West has been caused by lack of precipitation, and evaporative demand has played a small role. Climate change caused by the burning of fossil fuels has resulted in higher average temperatures that complicate this picture. While drought-induced by natural fluctuations in rainfall still exist, there's more heat to suck moisture from bodies of water, plants and soil.

"For generations, drought has been associated with drier-than-normal weather," said Veva Deheza, executive director of NOAA's National Integrated Drought Information System and study co-author. "This study further confirms we've entered a new paradigm where rising temperatures are leading to intense droughts, with precipitation as a secondary factor."

A warmer atmosphere holds more water vapor before the air mass becomes saturated, allowing water to condense and precipitation to form. In order to rain, water molecules in the atmosphere need to come together. Heat keeps water molecules moving and bouncing off each other, preventing them from condensing. This creates a cycle in which the warmer the planet gets, the more water will evaporate into the atmosphere -- but the smaller fraction will return as rain. Therefore, droughts will last longer, cover wider areas and be even drier with every little bit that the planet warms.

To study the effects of higher temperatures on drought, the researchers have separated "natural" droughts due to changing weather patterns from those resulting from human-caused climate change in the observational data over a 70-year period. Previous studies have used climate models that incorporate increasing greenhouse gases to conclude that rising temperatures contribute to drought. But without observational data about real weather patterns, they could not pinpoint the role played by evaporative demand due to naturally varying weather patterns.

When these natural weather patterns were included, the researchers were surprised to find that climate change has accounted for 80% of the increase in evaporative demand since 2000. During the drought periods, that figure increased to more than 90%, making climate change the single biggest driver increasing drought severity and expansion of drought area since 2000.




Compared to the 1948-1999 period, the average drought area from 2000-2022 increased 17% over the American West due to an increase in evaporative demand. Since 2000, in 66% of the historical and emerging drought-prone regions, high evaporative demand alone can cause drought, meaning drought can occur even without precipitation deficit. Before 2000, that was only true for 26% of the area.

"During the drought of 2020-2022, moisture demand really spiked," Fu said. "Though the drought began through a natural reduction in precipitation, I would say its severity was increased from the equivalent of 'moderate' to 'exceptional on the drought severity scale due to climate change."

Moderate means the 10-20% strongest drought, while "exceptional' means the top 2% strongest drought on the severity scale, according to the U.S. Drought Monitor.

Further climate model simulations corroborated these findings. That leads to projections that greenhouse gases from burning fossil fuels will turn droughts like the 2020-2022 from exceedingly rare events occurring every thousand years to events that happen every 60 years by the mid-21st century and every six years by the late 21st century.

"Even if precipitation looks normal, we can still have drought because moisture demand has increased so much and there simply isn't enough water to keep up with that increased demand," Fu said. "This is not something you could build bigger reservoirs or something to prevent because when the atmosphere warms, it will just suck up more moisture everywhere. The only way to prevent this is to stop temperatures from increasing, which means we have to stop emitting greenhouse gases."

The study was supported by NOAA's National Integrated Drought Information System and Climate Program Office, and the National Science Foundation.

Key takeaways
    	Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020-2022.
    	A study by UCLA and NOAA scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%.
    	The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.
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Five minutes of extra exercise a day could lower blood pressure | ScienceDaily
New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.


						
The study, published in Circulation, was carried out by experts from the ProPASS (Prospective Physical Activity, Sitting and Sleep) Consortium, an international academic collaboration led by the University of Sydney and University College London (UCL).

Just five minutes of activity a day was estimated to potentially reduce blood pressure, while replacing sedentary behaviours with 20-27 minutes of exercise per day, including uphill walking, stair-climbing, running and cycling, was also estimated to lead to a clinically meaningful reduction in blood pressure.

Joint senior author Professor Emmanuel Stamatakis, Director of the ProPASS Consortium from the Charles Perkins Centre said: "High blood pressure is one of the biggest health issues globally, but unlike some major causes of cardiovascular mortality there may be relatively accessible ways to tackle the problem in addition to medication."

"The finding that doing as little as five extra minutes of exercise per day could be associated with measurably lower blood pressure readings emphasises how powerful short bouts of higher intensity movement could be for blood pressure management."

Hypertension, or a consistent elevated blood pressure level, is one of the biggest causes of premature death globally. Affecting 1.28 billion adults around the world, it can lead to stroke, heart attack, heart failure, kidney damage and many other health problems, and is often described as the 'silent killer' due to its lack of symptoms.

The research team analysed health data from 14,761 volunteers in five countries to see how replacing one type of movement behaviour with another across the day is associated with blood pressure.




Each participant used a wearable accelerometer device on their thigh to measure their activity and blood pressure throughout the day and night.

Daily activity was split into six categories: sleep, sedentary behaviour (such as sitting), slow walking, fast walking, standing, and more vigorous exercise such as running, cycling or stair climbing.

The team modelled statistically what would happen if an individual changed various amounts of one behaviour for another in order to estimate the effect on blood pressure for each scenario and found that replacing sedentary behaviour with 20-27 minutes of exercise per day could potentially reduce cardiovascular disease by up to 28 percent at a population level.

First author Dr Jo Blodgett from the Division of Surgery and Interventional Science at UCL and the Institute of Sport, Exercise and Health said: "Our findings suggest that, for most people, exercise is key to reducing blood pressure, rather than less strenuous forms of movement such as walking.

"The good news is that whatever your physical ability, it doesn't take long to have a positive effect on blood pressure. What's unique about our exercise variable is that it includes all exercise-like activities, from running for a bus or a short cycling errand, many of which can be integrated into daily routines.

"For those who don't do a lot of exercise, walking did still have some positive benefits for blood pressure. But if you want to change your blood pressure, putting more demand on the cardiovascular system through exercise will have the greatest effect."

Professor Mark Hamer, joint senior author of the study and ProPASS Deputy Director from UCL, said: "Our findings show how powerful research platforms like the ProPASS consortium are for identifying relatively subtle patterns of exercise, sleep, and sedentary behaviour, that have significant clinical and public health importance."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241106190302.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How gophers brought Mount St. Helens back to life in one day | ScienceDaily
When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable -- and still visible 40 years later.


						
Once the blistering blast of ash and debris cooled, scientists theorized that, by digging up beneficial bacteria and fungi, gophers might be able to help regenerate lost plant and animal life on the mountain. Two years after the eruption, they tested this theory.

"They're often considered pests, but we thought they would take old soil, move it to the surface, and that would be where recovery would occur," said UC Riverside's Michael Allen.

They were right. But the scientists did not expect the benefits of this experiment would still be visible in the soil today, in 2024. A paper out this week in the journal Frontiers in Microbiomes details an enduring change in the communities of fungi and bacteria where gophers had been, versus nearby land where they were never introduced.

"In the 1980s, we were just testing the short-term reaction," said UCR microbiologist Michael Allen. "Who would have predicted you could toss a gopher in for a day and see a residual effect 40 years later?"

In 1983, Allen and Utah State University's James McMahon helicoptered to an area where the lava had turned the land into collapsing slabs of porous pumice. At that time, there were only about a dozen plants that had learned to live on these slabs. A few seeds had been dropped by birds, but the resulting seedlings struggled.

After scientists dropped a few local gophers on two pumice plots for a day, the land exploded again with new life. Six years post-experiment, there were 40,000 plants thriving on the gopher plots. The untouched land remained mostly barren.




All this was possible because of what isn't always visible to the naked eye. Mycorrhizal fungi penetrate into plant root cells to exchange nutrients and resources. They can help protect plants from pathogens in the soil, and critically, by providing nutrients in barren places, they help plants establish themselves and survive.

"With the exception of a few weeds, there is no way most plant roots are efficient enough to get all the nutrients and water they need by themselves. The fungi transport these things to the plant and get carbon they need for their own growth in exchange," Allen said.

A second aspect of this study further underscores how critical these microbes are to the regrowth of plant life after a natural disaster. On one side of the mountain was an old-growth forest. Ash from the volcano blanketed the trees, trapping solar radiation and causing needles on the pine, spruce, and Douglas firs to overheat and fall off. Scientists feared the loss of the needles would cause the forest to collapse.

That is not what happened. "These trees have their own mycorrhizal fungi that picked up nutrients from the dropped needles and helped fuel rapid tree regrowth," said UCR environmental microbiologist and paper co-author Emma Aronson. "The trees came back almost immediately in some places. It didn't all die like everyone thought."

On the other side of the mountain, the scientists visited a forest that had been clearcut prior to the eruption. Logging had removed all the trees for acres, so naturally there were no dropped needles to feed soil fungi.

"There still isn't much of anything growing in the clearcut area," Aronson said. "It was shocking looking at the old growth forest soil and comparing it to the dead area."

These results underscore how much there is to learn about rescuing distressed ecosystems, said lead study author and University of Connecticut mycologist Mia Maltz, who was a postdoctoral scholar in Aronson's lab at UCR when the study began.

"We cannot ignore the interdependence of all things in nature, especially the things we cannot see like microbes and fungi," Maltz said.
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Scientists calculate predictions for meson measurements | ScienceDaily
Nuclear physics theorists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have demonstrated that complex calculations run on supercomputers can accurately predict the distribution of electric charges in mesons, particles made of a quark and an antiquark. Scientists are keen to learn more about mesons -- and the whole class of particles made of quarks, collectively known as hadrons -- in high-energy experiments at the future Electron-Ion Collider (EIC), a particle collider being built at Brookhaven Lab. The predictions and measurements at the EIC will reveal how quarks and the gluons that hold them together in hadrons generate the mass and structure of nearly all visible matter.


						
"The fundamental science goal of the EIC is to understand how the properties of hadrons, including mesons and more familiar protons and neutrons, arise from the distributions of their constituent quarks and gluons," said Brookhaven Lab theorist Swagato Mukherjee, who led the research. The lightest meson, the pion, plays an essential role in the nuclear strong force, which binds protons and neutrons in atomic nuclei. By probing the mysteries of pions, protons, and other hadrons, the EIC will help scientists unravel how everything made of atoms sticks together the way it does.

The new predictions, just published in Physical Review Letters, match nicely with measurements from low-energy experiments at DOE's Thomas Jefferson National Accelerator Facility (Jefferson Lab), Brookhaven's partner in building the EIC, and extend into the high-energy regime planned for experiments at the new facility. These predictions are important because they will provide a basis for comparison when the EIC experiments begin in the early 2030s.

But the findings go further than establishing expectations for a single EIC measurement. As described in the paper, the scientists used their predictions -- together with additional independent supercomputer calculations -- to validate a widely used approach for deciphering particle properties. This approach, known as factorization, breaks complex physical processes into two components, or factors. Validation of factorization will enable many more EIC predictions and more confident interpretations of experimental results.

Peering into hadrons

To probe the inner makeup of hadrons, the EIC will collide high-energy electrons with either protons or atomic nuclei. Virtual photons, or particles of light, emitted from the electron help reveal the properties of the hadron -- sort of like a microscope for the building blocks of matter.

Collisions at the EIC will provide precise measurements of various physical scattering processes. To transform these precise measurements into high-resolution images of the building blocks of matter within hadrons, scientists rely on factorization. This theoretical approach breaks the experimental measurement -- for example, the distribution of electric charges in mesons -- into two components so scientists can use knowledge of two parts of the process to infer information about the third.




Think of a mathematical equation where X = Y x Z. The full value, X -- the experimental measurement -- can be made up of two factors, Y and Z. One factor, Y, describes how quarks and gluons are distributed inside the hadron. The other factor, Z, describes the interactions of those quarks and gluons with the high-energy virtual photon emitted by the colliding electron.

The quark/gluon distributions are very difficult to calculate because of the strong interactions between quarks and gluons inside a hadron. Those calculations contain billions of variables described by the theory of the strong interaction, known as quantum chromodynamics (QCD). Solving QCD equations typically requires simulating the interactions on an imaginary space-time lattice using powerful supercomputers.

The interactions of quarks and gluons with the virtual photon, on the other hand, are relatively weak. So, theorists can use "pen-on-paper" calculations to derive those values. They can then use these simple calculations combined with the experimental measurements (or predicted measurements) -- and the mathematical relationship between those factors -- to solve the equation and arrive at a view of the distribution of quarks and gluons inside hadrons.

"But does this actually work -- separating one phenomenon into these two factors?" asked Qi Shi, a visiting graduate student in Brookhaven Lab's Nuclear Theory Group. "We needed to prove that it does."

To do that, the scientists ran factorization in reverse. "We turned it around," Shi said.

Shi and Xiang Gao, a postdoctoral researcher in the group, used supercomputers and space-time lattice simulations to calculate the quark-antiquark distributions in the mesons (Y, in the equation above). Then they used the simpler "pen-on-paper" calculations of the quark/gluon interactions with photons (Z) and did the math to find the predicted value for the experimental measurement (X) -- the charge distribution inside mesons.




Finally, the scientists compared these new predictions with the ones they'd done using a separate supercomputer calculation -- the ones that matched the Jefferson Lab measurements at low energy. By comparing the two predictions -- one calculated using factorization and one computed independently using the lattice simulation approach -- they could test whether factorization is a valid way to solve such problems.

The reverse factorization calculations matched their supercomputer-calculated predictions perfectly.

"In this case, we can fully compute everything using the lattice," Shi said. "We chose this specific case because we can calculate both the left- and the right-hand sides of the equation using independent calculations to show that factorization works."

Now, scientists can use factorization to predict and analyze other EIC observables, even when one side cannot be calculated directly.

"This work shows that the factorization approach works," said Peter Petreczky, the group leader and a co-author of the paper. "Scientists can now make use of future EIC data and factorization to infer other more complex quark and gluon distributions in hadrons that cannot be calculated -- even using the most powerful computers and sophisticated techniques."

This research was supported by the DOE Office of Science (NP) and used awards of computer time at the Argonne Leadership Computing Facility, the Oak Ridge Leadership Computing Facility, and the National Energy Research Scientific Computing Center -- all DOE Office of Science user facilities at DOE's Argonne National Laboratory, DOE's Oak Ridge National Laboratory, and DOE's Lawrence Berkeley National Laboratory, respectively. Computations were also carried out in part on facilities of the US Lattice Quantum Chromodynamics (USQCD) Collaboration.
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Use of 'genetic scissors' carries risks | ScienceDaily
The CRISPR molecular scissors have the potential to revolutionize the treatment of genetic diseases. This is because they can be used to correct specific defective sections of the genome. Unfortunately, however, there is a catch: under certain conditions, the repair can lead to new genetic defects -- as in the case of chronic granulomatous disease. This was reported by a team of basic researchers and physicians from the clinical research program ImmuGene at the University of Zurich (UZH).


						
Chronic granulomatous disease is a rare hereditary disease that affects about one in 120,000 people. The disease impairs the immune system, making patients susceptible to serious and even life-threatening infections. It is caused by the absence of two letters, called bases, in the DNA sequence of the NCF1 gene. This error results in the inability to produce an enzyme complex that plays an important role in the immune defense against bacteria and molds.

The CRISPR tool works...

The research team has now succeeded in using the CRISPR system to insert the missing letters in the right place. They performed the experiments in cell cultures of immune cells that had the same genetic defect as people with chronic granulomatous disease. "This is a promising result for the use of CRISPR technology to correct the mutation underlying this disease," says team leader Janine Reichenbach, professor of somatic gene therapy at the University Children's Hospital Zurich and the Institute for Regenerative Medicine at UZH.

... but unfortunately, it's not perfect

Interestingly however, some of the repaired cells now showed new defects. Entire sections of the chromosome where the repair had taken place were missing. The reason for this is the special genetic constellation of the NCF1 gene: it is present three times on the same chromosome, once as an active gene and twice in the form of pseudogenes. These have the same sequence as the defective NCF1 and are not normally used to form the enzyme complex.

CRISPR's molecular scissors cannot distinguish between the different versions of the gene and therefore occasionally cut the DNA strand at multiple locations on the chromosome -- at the active NCF1 gene as well as at the pseudogenes. When the sections are subsequently rejoined, entire gene segments may be misaligned or missing. The medical consequences are unpredictable and, in the worst case, contribute to the development of leukemia. "This calls for caution when using CRISPR technology in a clinical setting," says Reichenbach.

Safer method sought

To minimize the risk, the team tested a number of alternative approaches, including modified versions of CRISPR components. They also looked at using protective elements that reduce the likelihood of the genetic scissors cutting the chromosome at multiple sites simultaneously. Unfortunately, none of these measures were able to completely prevent the unwanted side effects.

"This study highlights both the promising and challenging aspects of CRISPR-based therapies," says co-author Martin Jinek, a professor at the UZH Department of Biochemistry. He says the study provides valuable insights for the development of gene-editing therapies for chronic granulomatous disease and other inherited disorders. "However, further technological advances are needed to make the method safer and more effective in the future."
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Interstellar methane as progenitor of amino acids? | ScienceDaily
Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team in the journal Angewandte Chemie. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.


						
With these research results, the team led by Weixin Huang at the University of Science and Technology of China (Hefei) has contributed to our fundamental understanding of the early development of molecules in the universe. "Gamma rays, high-energy photons commonly existing in cosmic rays and unstable isotope decay, provide external energy to drive chemical reactions of simple molecules in the icy mantles of interstellar dust and ice grains," states Huang. "This can result in more complex organic molecules, presumably starting from methane (CH4), which is widely present throughout the interstellar medium."

Although higher pressures and temperatures reign on Earth and on planets in the so-called habitable zone, most studies of cosmic processes are only simulated under vacuum and at extremely low temperatures. In contrast, the Chinese team studied the reactions of methane at room temperature in the gas and aqueous phases under irradiation with a cobalt-60 emitter.

The composition of the products varies depending on the starting materials. Pure methane reacts -- with very low yield -- to give ethane, propane and hydrogen. The addition of oxygen increases the conversion, resulting mainly in CO2 as well as CO, ethylene, and water. In the presence of water, aqueous methane reacts to give acetone and tertiary butyl alcohol; in the gas phase, it gives ethane and propane. When both water and oxygen are added, the reactions are strongly accelerated. In the aqueous phase, formaldehyde, acetic acid, and acetone are formed. If ammonia is also added, acetic acid forms glycine, an amino acid also found in space. "Under gamma radiation, glycine can be made from methane, oxygen, water, and ammonia, molecules that are found in large amounts in space," says Huang. The team developed a reaction scheme that explains the routes by which the individual products are formed. Oxygen ([?]O2[?]) and [?]OH radicals play an important role in this. The rates of these radical reaction mechanisms are not temperature-dependent and could thus also take place in space.

In addition, the team was able to demonstrate that various solid particles that are components of interstellar dust -- silicon dioxide, iron oxide, magnesium silicate, and graphene oxide -- change the product selectivity in different ways. The varied composition of interstellar dust may thus have contributed to the observed uneven distribution of molecules in space.

Silicon dioxide leads to a more selective conversion of methane to acetic acid. Says Huang, "because gamma radiation is an easily available, safe, and sustainable source of energy, this could be a new approach for using methane as a carbon source that can be efficiently converted into value-added products under mild conditions -- a long-standing challenge for industrial synthetic chemistry."
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Newly discovered neurons change our understanding of how the brain handles hunger | ScienceDaily
As you're deciding whether to eat one more potato chip, a pitched battle takes place in your brain. One group of neurons promotes hunger while another induces satiety. How quickly one group gains the upper hand determines how likely you are to put down the bag of chips.


						
Now, scientists have discovered a missing link in this neural circuit governing hunger and satiety -- a previously unidentified type of neuron that serves as an immediate counterbalance to the urge to eat. The findings, published in Nature, expand the classic model of hunger and satiety regulation, and may provide new therapeutic targets for tackling obesity and metabolic disorders.

"This new type of neuron changes the conceptual framework for how feeding is regulated" says Han Tan, a research associate in Rockefeller's Laboratory of Molecular Genetics, headed by Jeffrey Friedman.

More or less

Traditionally, the brain's so-called feeding circuit was thought to involve a simple feedback loop between two types of brain cells in the hypothalamus: neurons expressing a gene named AGRP drive hunger and neurons expressing a gene named POMC promote satiety. Previously these two populations were thought to be the two main targets of leptin but recent studies suggested that this model was incomplete. While activating AGRP neurons rapidly induces appetite, activating POMC neurons takes hours to suppress appetite. Researchers wondered whether they had missed something. "We suspected POMC couldn't counterbalance the hunger neurons quickly enough to curb feeding," Tan says. "So we wondered if there was a missing neuron that could promote rapid satiety, on a similar timescale to that of AGRP."

Through single-cell RNA sequencing of neurons in the brain's arcuate nucleus, the team identified a new type of neuron that expresses a gene called BNC2 together with receptors for the hormone leptin, which has previously been shown to play a significant role in regulating body weight. This newly discovered BNC2 neuron rapidly responds to food cues and acts to rapidly inhibit hunger.

The findings reveal that BNC2 neurons, when activated by leptin and possibly other signals, not only suppress appetite but also alleviate the negative feelings associated with hunger. Remarkably, these neurons act by inhibiting the AGRP neurons and they can do so rapidly, serving as a complementary signal.




"This study has added an important new component to the neural circuit that regulates appetite and broadens our understanding of how leptin reduces appetite," Friedman says. "It also solves a mystery about how feeding is regulated on different time scales by different neurons."

Redefining hunger

The discovery of BNC2 neurons has broad implications for tackling obesity and metabolic disorders. "We are actively researching whether targeting these neurons could provide a new therapy for obesity or diabetes," Tan says, pointing to genetic studies that link BNC2 to high body mass index and diabetes risk in patients. The team is also exploring how stimulating or inhibiting these neurons affects glucose and insulin levels, further underscoring the therapeutic potential of modulating their activity.

This discovery could also have broad implications for how we understand the brain's control over instinctive behaviors. If BNC2 neurons can coordinate hunger regulation, could there be other similar circuits for behaviors like grooming or sleeping? Identifying similar circuits could deepen our understanding of how the brain choreographs complex actions across different instinctive behaviors, paving the way for further discoveries in behavioral neuroscience.

"We now believe BNC2 and AGRP to be the sort of yin and yang of feeding," Tan says.
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What happens in your brain while you watch a movie | ScienceDaily
By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis, publishing November 6 in the Cell Press journal Neuron, shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed how different executive networks are prioritized during easy- versus hard-to-follow scenes.


						
"Our work is the first attempt to get a layout of different areas and networks of the brain during naturalistic conditions," says first author and neuroscientist Reza Rajimehr of Massachusetts Institute of Technology (MIT).

Different areas of the brain are highly interconnected, and these connections form functional networks that relate to how we perceive stimuli and behave. Most studies of brain functional networks have been based on fMRI scans of people at rest, but many parts of the brain or cortex are not fully active in the absence of external stimulation.

In this study, the researchers wanted to investigate whether screening movies during fMRI scanning could provide insight into how the brain's functional networks respond to complex audio and visual stimuli.

"With resting-state fMRI, there is no stimulus -- people are just thinking internally, so you don't know what has activated these networks," says Rajimehr. "But with our movie stimulus, we can go back and figure out how different brain networks are responding to different aspects of the movie."

To map the brain during movie watching, the researchers leveraged a previously collected fMRI dataset from the Human Connectome Project, consisting of whole brain scans from 176 young adults that were obtained while the participants watched 60 minutes' worth of short clips from a range of independent and Hollywood films.

The researchers averaged the brain activity across all participants and used machine learning techniques to identify brain networks, specifically within the cerebral cortex. Then, they examined how activity within these different networks related to the movie's scene-by-scene content -- which included people, animals, objects, music, speech, and narrative.




Their analysis revealed 24 different brain networks that were associated with specific aspects of sensory or cognitive processing, for example recognizing human faces or bodies, movement, places and landmarks, interactions between humans and inanimate objects, speech, and social interactions.

They also showed an inverse relationship between "executive control domains" -- brain regions that enable people to plan, solve problems, and prioritize information -- and brain regions with more specific functions. When the movie's content was difficult to follow or ambiguous, there was heightened activity in executive control brain regions, but during more easily comprehendible scenes, brain regions with specific functions, like language processing, predominated.

"Executive control domains are usually active in difficult tasks when the cognitive load is high," says Rajimehr. "It looks like when the movie scenes are quite easily comprehendible, for example if there's a clear conversation going on, the language areas are active, but in situations where there is a complex scene involving context, semantics, and ambiguity in the meaning of the scene, more cognitive effort is required, and so the brain switches over to using general executive control domains."

Since the analyses in this paper were based on average brain activities, the researchers say that future research could investigate how brain network function differs between individuals, between individuals of different ages, or between individuals with developmental or psychiatric disorders.

"In future studies, we can look at the maps of individual subjects, which would allow us to relate the individualized map of each subject to the behavioral profile of that subject," says Rajimehr. "Now, we're studying in more depth how specific content in each movie frame drives these networks -- for example, the semantic and social context, or the relationship between people and the background scene."
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Imaging nuclear shapes by smashing them to smithereens | ScienceDaily
Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) -- a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory -- to reveal subtle details about the shapes of atomic nuclei. The method, described in a paper just published in Nature, is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.


						
"In this new measurement, we not only quantify the overall shape of the nucleus -- whether it's elongated like a football or squashed down like a tangerine -- but also the subtle triaxiality, the relative differences among its three principle axes that characterize a shape in between the 'football' and 'tangerine,'" said Jiangyong Jia, a professor at Stony Brook University (SBU) who has a joint appointment at Brookhaven Lab and is one of the principal authors on the STAR Collaboration publication.

Deciphering nuclear shapes has relevance to a wide range of physics questions, including which atoms are most likely to split in nuclear fission, how heavy atomic elements form in collisions of neutron stars, and which nuclei could point the way to exotic particle decay discoveries. Leveraging improved knowledge of nuclear shapes will also deepen scientists' understanding of the initial conditions of a particle soup that mimics the early universe, which is created in RHIC's energetic particle smashups. The method can be applied to analyzing additional data from RHIC as well as data collected from nuclear collisions at Europe's Large Hadron Collider (LHC). It will also have relevance to future explorations of nuclei at the Electron-Ion Collider, a nuclear physics facility in the design stage at Brookhaven Lab.

Ultimately, since 99.9% of the visible matter that people and all the stars and planets of the cosmos are made of resides in the nuclei at the center of atoms, understanding these nuclear building blocks is at the heart of understanding who we are.

"The best way to demonstrate the robustness of nuclear physics knowledge gained at RHIC is to show that we can apply the technology and physics insights to other fields," Jia said. "Now that we've demonstrated a robust way to image nuclear structure, there will be many applications."

From long exposure to freeze-frame snapshots

For decades, scientists used low-energy experiments to infer nuclear shapes -- for example, by exciting the nuclei and observing photons, or particles of light, emitted as the nuclei decay back to the ground state. This method probes the overall spatial arrangement of the protons inside the nucleus, but only at a relatively long time scale.




"In low-energy experiments, it's like taking a long-exposure picture," said Chun Shen, a theorist at Wayne State University whose calculations were used in the new analysis.

Because the exposure time is long, the low-energy methods do not capture all the subtle variations in the arrangement of protons that can occur inside a nucleus at very fast timescales. And because most of these methods use electromagnetic interactions, they can't directly "see" the uncharged neutrons in the nucleus.

"You only get an average of the whole system," said Dean Lee, a low-energy theorist at the Facility for Rare Isotope Beams, a DOE Office of Science user facility at Michigan State University. Though Lee and Shen are not co-authors on the study, they and other theorists have contributed to developing this new nuclear imaging method.

"The high-energy imaging method, which captures many freeze-frame snapshots that reveal information about both the protons and neutrons, is orders of magnitude faster," said Chunjian Zhang, a former SBU postdoctoral fellow, now a junior faculty member at Fudan University, who co-led the STAR analysis.

Importantly, the snapshots taken by RHIC's STAR detector all come from different collision events.

"You cannot image the same nuclei again and again because you destroy them in the collision," Jia noted. But by looking at the whole collection of images from many different collisions, scientists can reconstruct the subtle properties of the 3D structure of the smashed nuclei.




As Lee explained, "In each collision, you freeze time for a moment and look at where all the protons and neutrons are. And every time you do this, it's a different distribution due to the quantum nature of atomic nuclei. So, the high-energy method captures a ton of information, a ton of complexity that we do not probe in low-energy experiments."

Reconstructing shapes from debris

How exactly does STAR see that complexity if the nuclei get destroyed? By tracking how particles fly out -- and how fast -- from the most central, head-on nuclear smashups.

As the STAR scientists note in their Nature paper, "In an ironic twist, this effectively realizes [famous physicist] Richard Feynman's analogy of the seemingly impossible task of 'figuring out a pocket watch by smashing two together and observing the flying debris.'"

From years of experiments at RHIC, the scientists know that high energy nuclear collisions melt the protons and neutrons of the nuclei to set free their inner building blocks, quarks and gluons. The shape and expansion of each hot blob of this melted nuclear matter, known as a quark-gluon plasma (QGP), is determined by the shape of the colliding nuclei. The shape and size of each QGP blob directly affect pressure gradients generated in that blob of plasma, which in turn influence the collective flow and momentum of particles emitted as the QGP cools.

The STAR scientists reasoned they could "reverse engineer" this relationship to derive information about nuclear structure. They analyzed the flow and momentum of particles emerging from collisions and compared them with models of hydrodynamic expansion for different QGP shapes to arrive at the shapes of the originally colliding nuclei.

To show their method worked, they compared central collisions of gold nuclei -- which are believed, from low energy studies, to be close to spherical -- with central collisions of uranium nuclei, which have a pronounced elongated football-like shape. Because the gold nuclei are nearly spherical, there shouldn't be much variation from collision to collision in the flow patterns of emitted particles.

"Central collisions of gold nuclei produce a circular, fixed size QGP that expands evenly in all directions," said Shengli Huang, a SBU research scientist who co-led the STAR analysis. "The oblong uranium nuclei, on the other hand, can collide in a wide range of orientations, generating droplets of QGP with various shapes and sizes," he said. So, the scientists expected central collisions of uranium to exhibit much more variability in the flow patterns.

This is what they observed.

By comparing measurements between uranium-uranium and gold-gold collisions -- and fitting those results to hydrodynamic models that have successfully described other characteristics of the QGP -- the scientists were able to infer a quantitative description of the shape of the uranium nucleus. The results also include a first determination of the relative lengths of the three principal axes of the oblong uranium nucleus.

Computing tools

Obtaining precision predictions from various hydrodynamic models, including Shen's model, posed significant computational challenges. Accomplishing this task took over a year, with Zhang running calculations on the Open Science Grid. Zhang used more than 20 million central processing unit (CPU) hours to produce more than ten million collision events from hydrodynamic models, which were then fitted to the experimental data.

"Many features in the STAR data are indicative of the significant differences in the shape between the uranium and gold nuclei, but the computational data-model comparisons certainty helped us to more precisely quantify the nuclear shapes," Zhang said.

Though this study aimed to establish a new nuclear imaging method, the data did reveal some new information about uranium nuclei. Instead of observing distortion in just the one principal axis that leads to "prolate" elongation, the scientists found differences in all three axes, suggesting that uranium nuclei are more complex than previously thought.

Expanded impacts

As noted, the new method will improve physicists' understanding of the initial conditions in heavy ion collisions that generate QGP at both RHIC and the LHC. Nuclear structures derived from low-energy experiments were essential in analyses that linked those initial conditions with hydrodynamic flow patterns to establish that the QGP created in these collisions is a nearly perfect liquid. Scientists can now use the new method to check the consistency with low-energy approaches using nuclei like uranium where the structure is relatively well known. This will further reduce uncertainties about initial state conditions to improve the determination of QGP properties.

The method can also be used to determine shapes of other nuclei, especially those where the low-energy experiments yielded limited understanding. One example would be to apply the method to so-called isobar nuclei -- nuclei with the same total number of protons and neutrons (nucleons), but different proportions of each type. Such pairs are involved when two neutrons in a higher-neutron-number "parent" nucleus transform into protons via a nuclear weak decay process to create the lower-neutron-number "daughter" -- a process known as double beta decay. Knowing the shape differences between parent and daughter nuclei could help reduce model uncertainties in experiments searching for an unseen type of decay known as neutrinoless double beta decay.

"There are many interdisciplinary aspects of this research," Jia explained. "Nuclear physics has many subfields. Usually, each community uses its own tools -- theory and experiments. But because of these results, the low-energy nuclear structure and nuclear reaction communities around the world have taken notice. Several workshops, meetings, and conferences were organized to explore the connections between the high-energy and low-energy frontiers in nuclear physics, which allowed us to understand each other better," he said.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation (NSF), and a range of international agencies and organizations listed in the scientific paper. In addition to using the Open Science Grid, supported directly by NSF, the researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab and the National Energy Research Scientific Computing Center (NERSC), which is another DOE Office of Science user facility at DOE's Lawrence Berkeley National Laboratory.
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New haptic patch transmits complexity of touch to the skin | ScienceDaily
A Northwestern University-led team of engineers has developed a new type of wearable device that stimulates skin to deliver various complex sensations.


						
The thin, flexible device gently adheres to the skin, providing more realistic and immersive sensory experiences. Although the new device obviously lends itself to gaming and virtual reality (VR), the researchers also envision applications in healthcare. For example, the device could help people with visual impairments "feel" their surroundings or give feedback to people with prosthetic limbs.

The study will be published on Wednesday (Nov. 6) in the journal Nature.

The device is the latest advance in wearable technology from Northwestern bioelectronics pioneer John A. Rogers. The new study builds on work published in 2019 in Nature, in which his team introduced "epidermal VR," a skin-interfaced system that communicates touch through an array of miniature vibrating actuators across large areas of the skin, with fast wireless control.

"Our new miniaturized actuators for the skin are far more capable than the simple 'buzzers' that we used as demonstration vehicles in our original 2019 paper," Rogers said. "Specifically, these tiny devices can deliver controlled forces across a range of frequencies, providing constant force without continuous application of power. An additional version allows the same actuators to provide a gentle twisting motion at the surface of the skin to complement the ability to deliver vertical force, adding realism to the sensations."

Rogers is the Louis A. Simpson and Kimberly Querrey Professor of Materials Science and Engineering, Biomedical Engineering and Neurological Surgery, with appointments in Northwestern's McCormick School of Engineering and Northwestern University Feinberg School of Medicine. He also directs the Querrey Simpson Institute for Bioelectronics.

Rogers co-led the work with Northwestern's Yonggang Huang, the Jan and Marcia Achenbach Professorship in Mechanical Engineering at McCormick; Hanqing Jiang of Westlake University in China; and Zhaoqian Xie of Dalian University of Technology in China. Jiang's team built the small modifying structures needed to enable twisting motions.




Leveraging skin-stored energy

The new device comprises a hexagonal array of 19 small magnetic actuators encapsulated within a thin, flexible silicone-mesh material. Each actuator can deliver different sensations, including pressure, vibration and twisting. Using Bluetooth technology in a smartphone, the device receives data about a person's surroundings for translation into tactile feedback -- substituting one sensation (like vision) for another (touch).

Although the device is powered by a small battery, it saves energy using a clever "bistable" design. This means it can stay in two stable positions without needing constant energy input. When the actuators press down, it stores energy in the skin and in the device's internal structure. When the actuators push back up, the device uses the small amount of energy to release the stored energy. So, the device only uses energy when the actuators change position. With this energy-efficient design, the device can operate for longer periods of time on a single battery charge.

"Instead of fighting against the skin, the idea was ultimately to actually use the energy that's stored in skin mechanically as elastic energy and recover that during the operation of the device," said Matthew Flavin, the paper's first author. "Just like stretching a rubber band, compressing the elastic skin stores energy. We can then reapply that energy while we're delivering sensory feedback, and that was ultimately the basis for how we create the created this really energy-efficient system."

At the time of the research, Flavin was a postdoctoral researcher in Rogers' lab. Now, he is an assistant professor of electrical and computer engineering at the Georgia Institute of Technology.

Sensory substitution

To test the device, the researchers blindfolded healthy subjects to test their abilities to avoid objects in their path, change foot placement to avoid injury and alter their posture to improve balance.




One experiment involved a subject navigating a path through obstructing objects. As the subject approached an object, the device delivered feedback in the form of light intensity in its upper right corner. As the person moved nearer to the object, the feedback became more intense, moving closer to the center of the device.

With only a short period of training, subjects using the device were able to change behavior in real time. By substituting visual information with mechanical, the device "would operate very similarly to how a white cane would, but it's integrating more information than someone would be able to get with a more common aid," Flavin said.

"As one of several application examples, we show that this system can support a basic version of 'vision' in the form of haptic patterns delivered to the surface of the skin based on data collected using the 3D imaging function (LiDAR) available on smartphones," Rogers said. "This sort of 'sensory substitution' provides a primitive, but functionally meaningful, sense of one's surroundings without reliance on eyesight -- a capability useful for individuals with vision impairments."
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Researchers have uncovered the mechanism in the brain that constantly refreshes memory | ScienceDaily
Mount Sinai researchers have discovered for the first time a neural mechanism for memory integration that stretches across both time and personal experience. These findings, reported in Nature, demonstrate how memories stored in neural ensembles in the brain are constantly being updated and reorganized with salient information, and represent an important step in deciphering how our memories stay current with the most recently available information. This discovery could have important implications for better understanding adaptive memory processes (such as making causal inferences) as well as maladaptive processes (such as post-traumatic stress disorder, or PTSD).


						
"The long-held view is that memories are formed during initial learning and remain stable in neural ensembles over time, enabling us to recall a particular experience," says Denise Cai, PhD, Associate Professor of Neuroscience at the Icahn School of Medicine at Mount Sinai and senior author of the study. "Our work with mouse models shows the inadequacy of this theory, since it doesn't account for how the brain can both store memories while flexibly updating them with new and relevant information. This combination of stability and flexibility within neural ensembles is critical for us to make everyday predictions and decisions, and to interact with an ever-changing world."

The fundamental question of how we dynamically update memories as we encounter fresh information has continued to challenge neuroscientists. For their study, the Mount Sinai team tracked the behavior and neural activity in the hippocampus of adult mice as they learned new experiences, rested after each experience (during so-called "offline" periods), and recalled past memories in the following days. Researchers found that after each event, the brain consolidates and stabilizes the memory by replaying the experience. After a negative experience, the brain replays not just that event, but memories from days earlier, seemingly searching for related events to link together and, therefore, integrate memories across time.

The study of mice that experienced a highly adverse event (e.g., receiving an foot shock in a specific environment), revealed that negative experiences drove reactivation of not only the recent adverse memory, but also of a "neutral," or non-threatening, memory formed days earlier (a safe and different environment where they did not receive any shocks). "We learned that when mice were resting after a highly negative experience, they simultaneously reactivated the neural ensemble of that experience and the past neutral memory, thus integrating the two distinct memory modalities," explains Dr. Cai. "We refer to this phenomenon as ensemble co-reactivation, and now know that it drives the long-term linking of memories in the brain."

Contrary to published literature showing how sleep seems to benefit memory storage, researchers found that memory linkage occurred more often while mice were awake than asleep. This finding raised interesting questions for the team about the distinct roles that wakefulness and sleep play in different memory processes. The research also showed that adverse experiences were more likely to be linked with past memories, or "retrospectively," than "prospectively" across days, and that more intense negative events were more likely to drive retrospective memory-linking.

"In discovering a complex neural mechanism that facilitates memory integration, we've taken a major step in the direction of better understanding real-world memory, where we know that our memories are constantly being updated and remodeled with subsequent experience so that we can function day-to-day in a dynamic world," said Dr. Cai.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241106132215.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage | ScienceDaily
The atoms of amorphous solids like glass have no ordered structure; they arrange themselves randomly, like scattered grains of sand on a beach. Normally, making materials amorphous -- a process known as amorphization -- requires considerable amounts of energy. The most common technique is the melt-quench process, which involves heating a material until it liquifies, then rapidly cooling it so the atoms don't have time to order themselves in a crystal lattice.


						
Now, researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering), the Indian Institute of Science (IISc) and the Massachusetts Institute of Technology (MIT) have developed a new method for amorphizing at least one material -- wires made of indium selenide, or In2Se3 -- that requires as little as one billion times less power density, a result described in a new paper in Nature. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

In PCM, information is stored by switching the material between amorphous and crystalline states, functioning like an on/off switch. However, large-scale commercialization has been limited by the high power needed to create these transformations. "One of the reasons why phase-change memory devices haven't reached widespread use is due to the energy required," says Ritesh Agarwal, Srinivasa Ramanujan Distinguished Scholar and Professor in Materials Science and Engineering (MSE) at Penn Engineering and one of the paper's senior authors.

For more than a decade, Agarwal's group has studied alternatives to the melt-quench process, following their 2012 discovery that electrical pulses can amorphize alloys of germanium, antimony and tellurium without needing to melt the material.

Several years ago, as part of those efforts, one of the new paper's first authors, Gaurav Modi, then a doctoral student in MSE at Penn Engineering, began experimenting with indium selenide, a semiconductor with several unusual properties: it is ferroelectric, meaning it can spontaneously polarize, and piezoelectric, meaning that mechanical stress causes it to generate an electric charge and, conversely, that an electric charge deforms the material.

Modi discovered the new method essentially by accident. He was running a current through In2Se3 wires when they suddenly stopped conducting electricity. Upon closer examination, long stretches of the wires had amorphized. "This was extremely unusual," says Modi. "I actually thought I might have damaged the wires. Normally, you would need electrical pulses to induce any kind of amorphization, and here a continuous current had disrupted the crystalline structure, which shouldn't have happened."

Untangling that mystery took the better part of three years. Agarwal shipped samples of the wires to one of his former graduate students, Pavan Nukala, now an Assistant Professor at IISc and member of the school's Centre for Nano Science and Engineering (CeNSE) and one of the paper's other senior authors. "Over the past few years we have developed a suite of in situ microscopy tools here at IISc. It was time to put them to test -- we had to look very, very carefully to understand this process," says Nukala. "We learned that multiple properties of In2Se3  -- the 2D aspect, the ferroelectricity and the piezoelectricity -- all come together to design this ultralow energy pathway for amorphization through shocks."

Ultimately, the researchers found that the process resembles both an avalanche and an earthquake. At first, tiny sections -- measured in billionths of a meter -- within the In2Se3 wires begin to amorphize as electric current deforms them. Due to the wires' piezoelectric properties and layered structure, the current nudges portions of these layers into unstable positions, like the subtle shifting of snow at the top of a mountain.




When a critical point is reached, this movement triggers a rapid spread of deformation throughout the wire. The distorted regions collide, producing a sound wave that moves through the material, similar to how seismic waves travel through the earth's crust during an earthquake.

This sound wave, technically known as an "acoustic jerk," drives additional deformation, linking numerous small amorphous areas into a single one measured in micrometers -- thousands of times larger than the original areas -- just like an avalanche gathering momentum down a mountainside. "It's just goosebump stuff to see all these phenomena interacting across different length scales at once," says Shubham Parate, an IISc doctoral student and co-first author of the paper.

The collaborative effort to understand the process has created fertile ground for future discoveries. "This opens up a new field on the structural transformations that can happen in a material when all these properties come together. The potential of these findings for designing low-power memory devices are tremendous," says Agarwal.

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science, the Indian Institute of Science and the Massachusetts Institute of Technology and supported by the U.S. Office of Naval Research Multidisciplinary University Research Initiatives Program (N00014-17-1-2661), the U.S. National Science Foundation (NSF) Future of Semiconductors competition (#2328743), the U.S. Air Force Office of Scientific Research (FA9550-23-1-0189), the NSF Materials Research Science and Engineering Centers Division of Materials Research (MRSEC/DMR-2309043), and the Anusandhan National Research Foundation Science and Engineering Research Board (CRG/2022/003506) from the Government of India, as well as the facilities at CeNSE and the Advanced Facility for Microscopy and Microanalysis (AFMM), IISc, and the democratized system of usage.
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Asteroid grains shed light on the outer solar system's origins | ScienceDaily
Tiny grains from a distant asteroid are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago.


						
Scientists at MIT and elsewhere have analyzed particles of the asteroid Ryugu, which were collected by the Japanese Aerospace Exploration Agency's (JAXA) Hayabusa2 mission and brought back to Earth in 2020. Scientists believe Ryugu formed on the outskirts of the early solar system before migrating in toward the asteroid belt, eventually settling into an orbit between Earth and Mars.

The team analyzed Ryugu's particles for signs of any ancient magnetic field that might have been present when the asteroid first took shape. Their results suggest that if there was a magnetic field, it would have been very weak. At most, such a field would have been about 15 microtesla. (The Earth's own magnetic field today is around 50 microtesla.)

Even so, the scientists estimate that such a low-grade field intensity would have been enough to pull together primordial gas and dust to form the outer solar system's asteroids and potentially play a role in giant planet formation, from Jupiter to Neptune.

The team's results, which are published today in the journal AGU Advances, show for the first time that the distal solar system likely harbored a weak magnetic field. Scientists have known that a magnetic field shaped the inner solar system, where Earth and the terrestrial planets were formed. But it was unclear whether such a magnetic influence extended into more remote regions, until now.

"We're showing that, everywhere we look now, there was some sort of magnetic field that was responsible for bringing mass to where the sun and planets were forming," says study author Benjamin Weiss, the Robert R. Shrock Professor of Earth and Planetary Sciences at MIT. "That now applies to the outer solar system planets."

The study's lead author is Elias Mansbach PhD '24, who is now a postdoc at Cambridge University. MIT co-authors include Eduardo Lima, Saverio Cambioni, and Jodie Ream, along with Michael Sowell and Joseph Kirschvink of Caltech, Roger Fu of Harvard University, Xue-Ning Bai of Tsinghua University, Chisato Anai and Atsuko Kobayashi of the Kochi Advanced Marine Core Research Institute, and Hironori Hidaka of Tokyo Institute of Technology.




A far-off field

Around 4.6 billion years ago, the solar system formed from a dense cloud of interstellar gas and dust, which collapsed into a swirling disk of matter. Most of this material gravitated toward the center of the disk to form the sun. The remaining bits formed a solar nebula of swirling, ionized gas. Scientists suspect that interactions between the newly formed sun and the ionized disk generated a magnetic field that threaded through the nebula, helping to drive accretion and pull matter inward to form the planets, asteroids, and moons.

"This nebular field disappeared around 3 to 4 million years after the solar system's formation, and we are fascinated with how it played a role in early planetary formation," Mansbach says.

Scientists previously determined that a magnetic field was present throughout the inner solar system -- a region that spanned from the sun to about 7 astronomical units (AU), out to where Jupiter is today. (One AU is the distance between the sun and the Earth.) The intensity of this inner nebular field was somewhere between 50 to 200 microtesla, and it likely influenced the formation of the inner terrestrial planets. Such estimates of the early magnetic field are based on meteorites that landed on Earth and are thought to have originated in the inner nebula.

"But how far this magnetic field extended, and what role it played in more distal regions, is still uncertain because there haven't been many samples that could tell us about the outer solar system," Mansbach says.

Rewinding the tape

The team got an opportunity to analyze samples from the outer solar system with Ryugu, an asteroid that is thought to have formed in the early outer solar system, beyond 7 AU, and was eventually brought into orbit near the Earth. In December 2020, JAXA's Hayabusa 2 mission returned samples of the asteroid to Earth, giving scientists a first look at a potential relic of the early distal solar system.




The researchers acquired several grains of the returned samples, each about a millimeter in size. They placed the particles in a magnetometer -- an instrument in Weiss' lab that measures the strength and direction of a sample's magnetization. They then applied an alternating magnetic field to progressively demagnetize each sample.

"Like a tape recorder, we are slowly rewinding the sample's magnetic record," Mansbach explains. "We then look for consistent trends that tell us if it formed in a magnetic field."

They determined that the samples held no clear sign of a preserved magnetic field. This suggests that either there was no nebular field present in the outer solar system where the asteroid first formed, or the field was so weak that it was not recorded in the asteroid's grains. If the latter is the case, the team estimates such a weak field would have been no more than 15 microtesla in intensity.

The researchers also reexamined data from previously studied meteorites. They specifically looked at "ungrouped carbonaceous chondrites" -- meteorites that have properties that are characteristic of having formed in the distal solar system. Scientists had estimated the samples were not old enough to have formed before the solar nebula disappeared. Any magnetic field record the samples contain, then, would not reflect the nebular field. But Mansbach and his colleagues decided to take a closer look.

"We reanalyzed the ages of these samples and found they are closer to the start of the solar system than previously thought," Mansbach says. "We think these samples formed in this distal, outer region. And one of these samples does actually have a positive field detection of about 5 microtesla, which is consistent with an upper limit of 15 microtesla."

This updated sample, combined with the new Ryugu particles, suggest that the outer solar system, beyond 7 AU, hosted a very weak magnetic field, that was nevertheless strong enough to pull matter in from the outskirts to eventually form the outer planetary bodies, from Jupiter to Neptune.

"When you're further from the sun, a weak magnetic field goes a long way," Weiss notes. "It was predicted that it doesn't need to be that strong out there, and that's what we're seeing."

The team plans to look for more evidence of distal nebular fields with samples from another far-off asteroid, Bennu, which were delivered to Earth in September 2023 by NASA's OSIRIS-REx spacecraft.

"Bennu looks a lot like Ryugu, and we're eagerly awaiting first results from those samples," Mansbach says.

This research was supported, in part, by NASA.
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Mighty radio bursts linked to massive galaxies | ScienceDaily
Since their discovery in 2007, fast radio bursts -- extremely energetic pulses of radio-frequency light -- have lit up the sky repeatedly, leading astronomers on a chase to uncover their origins. Currently, confirmed fast radio bursts, or FRBs, number in the hundreds, and scientists have assembled mounting evidence for what triggers them: highly magnetized neutron stars known as magnetars (neutron stars are a type of dead star). One key piece of evidence came when a magnetar erupted in our own galaxy and several observatories, including Caltech's STARE2 (Survey for Transient Astronomical Radio Emission 2) project, caught the actionin real time.


						
Now, reporting in the journal Nature, Caltech-led researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low-mass ones. This finding has, in turn, led to new ideas about how magnetars themselves form. Specifically, the work suggests that these exotic dead stars, whose magnetic fields are 100 trillion times stronger than Earth's, often form when two stars merge and later blow up in a supernova. Previously, it was unclear whether magnetars form in this way, from the explosion of two merged stars, or whether they might form when a single star explodes.

"The immense power output of magnetars makes them some of the most fascinating and extreme objects in the universe," says Kritti Sharma, lead author of the new study and a graduate student working with Vikram Ravi, an assistant professor of astronomy at Caltech. "Very little is known about what causes the formation of magnetars upon the death of massive stars. Our work helps to answer this question."

The project began with a search for FRBs using the Deep Synoptic Array-110 (DSA-110), a Caltech project funded by the National Science Foundation and based at the Owens Valley Radio Observatory near Bishop, California. To date, the sprawling radio array has detected and localized 70 FRBs to their specific galaxy of origin (only 23 other FRBs have been localized by other telescopes). In the current study, the researchers analyzed 30 of these localized FRBs.

"DSA-110 has more than doubled the number of FRBs with known host galaxies," says Ravi. "This is what we built the array to do."

Although FRBs are known to occur in galaxies that are actively forming stars, the team, to its surprise, found that the FRBs tend to occur more often in massive star-forming galaxies than low-mass star-forming galaxies. This alone was interesting because the astronomers had previously thought that FRBs were going off in all types of active galaxies.

With this new information, the team started to ponder what the results revealed about FRBs. Massive galaxies tend to be metal-rich because the metals in our universe -- elements that are manufactured by stars -- take time to build up over the course of cosmic history. The fact that FRBs are more common in these metal-rich galaxies implies that the source of FRBs, magnetars, are also more common to these types of galaxies.




Stars that are rich in metals -- which in astronomical terms means elements heavier than hydrogen and helium -- tend to grow larger than other stars. "Over time, as galaxies grow, successive generations of stars enrich galaxies with metals as they evolve and die," Ravi says.

What is more, massive stars that explode in supernovae and can become magnetars are more commonly found in pairs. In fact, 84 percent of massive stars are binaries. So, when one massive star in a binary is puffed up due to extra metal content, its excess material gets yanked over to its partner star, which facilitates the ultimate merger of the two stars. These merged stars would have a greater combined magnetic field than that of a single star.

"A star with more metal content puffs up, drives mass transfer, culminating in a merger, thus forming an even more massive star with a total magnetic field greater than what the individual star would have had," Sharma explains.

In summary, since FRBs are preferentially observed in massive and metal-rich star-forming galaxies, then magnetars (which are thought to trigger FRBs) are probably also forming in metal-rich environments conducive to the merging of two stars. The results therefore hint that magnetars across the universe originate from the remnants of stellar mergers.

In the future, the team hopes to hunt down more FRBs and their places of origin using DSA-110, and eventually the DSA-2000, an even bigger radio array planned to be built in the Nevada desert and completed in 2028.

"This result is a milestone for the whole DSA team. A lot of the authors on this paper helped build the DSA-110," Ravi says. "And the fact that the DSA-110 is so good at localizing FRBs bodes well for the success of DSA-2000."
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The egg or the chicken? An ancient unicellular says egg | ScienceDaily

The first life forms to appear on Earth were unicellular, i.e. composed of a single cell, such as yeast or bacteria. Later, animals -- multicellular organisms -- evolved, developing from a single cell, the egg cell, to form complex beings. This embryonic development follows precise stages that are remarkably similar between animal species and could date back to a period well before the appearance of animals. However, the transition from unicellular species to multicellular organisms is still very poorly understood.

Recently appointed as an assistant professor at the Department of Biochemistry in the UNIGE Faculty of Science, and formerly an SNSF Ambizione researcher at EPFL, Omaya Dudin and his team have focused on Chromosphaera perkinsii, or C. perkinsii, an ancestral species of protist. This unicellular organism separated from the animal evolutionary line more than a billion years ago, offering valuable insight into the mechanisms that may have led to the transition to multicellularity.

By observing C. perkinsii, the scientists discovered that these cells, once they have reached their maximum size, divide without growing any further, forming multicellular colonies resembling the early stages of animal embryonic development. Unprecedentedly, these colonies persist for around a third of their life cycle and comprise at least two distinct cell types, a surprising phenomenon for this type of organism.

''Although C. perkinsii is a unicellular species, this behaviour shows that multicellular coordination and differentiation processes are already present in the species, well before the first animals appeared on Earth'', explains Omaya Dudin, who led this research.

Even more surprisingly, the way these cells divide and the three-dimensional structure they adopt are strikingly reminiscent of the early stages of embryonic development in animals. In collaboration with Dr John Burns (Bigelow Laboratory for Ocean Sciences), analysis of the genetic activity within these colonies revealed intriguing similarities with that observed in animal embryos, suggesting that the genetic programmes governing complex multicellular development were already present over a billion years ago.

Marine Olivetta, laboratory technician at the Department of Biochemistry in the UNIGE Faculty of Science and first author of the study, explains: "It's fascinating, a species discovered very recently allows us to go back in time more than a billion years." In fact, the study shows that either the principle of embryonic development existed before animals, or multicellular development mechanisms evolved separately in C. perkinsii.

This discovery could also shed new light on a long-standing scientific debate concerning 600 million-year-old fossils that resemble embryos, and could challenge certain traditional conceptions of multicellularity.
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Despite its impressive output, generative AI doesn't have a coherent understanding of the world | ScienceDaily
Large language models can do impressive things, like write poetry or generate viable computer programs, even though these models are trained to predict words that come next in a piece of text.


						
Such surprising capabilities can make it seem like the models are implicitly learning some general truths about the world.

But that isn't necessarily the case, according to a new study. The researchers found that a popular type of generative AI model can provide turn-by-turn driving directions in New York City with near-perfect accuracy -- without having formed an accurate internal map of the city.

Despite the model's uncanny ability to navigate effectively, when the researchers closed some streets and added detours, its performance plummeted.

When they dug deeper, the researchers found that the New York maps the model implicitly generated had many nonexistent streets curving between the grid and connecting far away intersections.

This could have serious implications for generative AI models deployed in the real world, since a model that seems to be performing well in one context might break down if the task or environment slightly changes.

"One hope is that, because LLMs can accomplish all these amazing things in language, maybe we could use these same tools in other parts of science, as well. But the question of whether LLMs are learning coherent world models is very important if we want to use these techniques to make new discoveries," says senior author Ashesh Rambachan, assistant professor of economics and a principal investigator in the MIT Laboratory for Information and Decision Systems (LIDS).




Rambachan is joined on a paper about the work by lead author Keyon Vafa, a postdoc at Harvard University; Justin Y. Chen, an electrical engineering and computer science (EECS) graduate student at MIT; Jon Kleinberg, Tisch University Professor of Computer Science and Information Science at Cornell University; and Sendhil Mullainathan, an MIT professor in the departments of EECS and of Economics, and a member of LIDS. The research will be presented at the Conference on Neural Information Processing Systems.

New metrics

The researchers focused on a type of generative AI model known as a transformer, which forms the backbone of LLMs like GPT-4. Transformers are trained on a massive amount of language-based data to predict the next token in a sequence, such as the next word in a sentence.

But if scientists want to determine whether an LLM has formed an accurate model of the world, measuring the accuracy of its predictions doesn't go far enough, the researchers say.

For example, they found that a transformer can predict valid moves in a game of Connect 4 nearly every time without understanding any of the rules.

So, the team developed two new metrics that can test a transformer's world model. The researchers focused their evaluations on a class of problems called deterministic finite automations, or DFAs.




A DFA is a problem with a sequence of states, like intersections one must traverse to reach a destination, and a concrete way of describing the rules one must follow along the way.

They chose two problems to formulate as DFAs: navigating on streets in New York City and playing the board game Othello.

"We needed test beds where we know what the world model is. Now, we can rigorously think about what it means to recover that world model," Vafa explains.

The first metric they developed, called sequence distinction, says a model has formed a coherent world model it if sees two different states, like two different Othello boards, and recognizes how they are different. Sequences, that is, ordered lists of data points, are what transformers use to generate outputs.

The second metric, called sequence compression, says a transformer with a coherent world model should know that two identical states, like two identical Othello boards, have the same sequence of possible next steps.

They used these metrics to test two common classes of transformers, one which is trained on data generated from randomly produced sequences and the other on data generated by following strategies.

Incoherent world models

Surprisingly, the researchers found that transformers which made choices randomly formed more accurate world models, perhaps because they saw a wider variety of potential next steps during training.

"In Othello, if you see two random computers playing rather than championship players, in theory you'd see the full set of possible moves, even the bad moves championship players wouldn't make," Vafa explains.

Even though the transformers generated accurate directions and valid Othello moves in nearly every instance, the two metrics revealed that only one generated a coherent world model for Othello moves, and none performed well at forming coherent world models in the wayfinding example.

The researchers demonstrated the implications of this by adding detours to the map of New York City, which caused all the navigation models to fail.

"I was surprised by how quickly the performance deteriorated as soon as we added a detour. If we close just 1 percent of the possible streets, accuracy immediately plummets from nearly 100 percent to just 67 percent," Vafa says.

When they recovered the city maps the models generated, they looked like an imagined New York City with hundreds of streets crisscrossing overlaid on top of the grid. The maps often contained random flyovers above other streets or multiple streets with impossible orientations.

These results show that transformers can perform surprisingly well at certain tasks without understanding the rules. If scientists want to build LLMs that can capture accurate world models, they need to take a different approach, the researchers say.

"Often, we see these models do impressive things and think they must have understood something about the world. I hope we can convince people that this is a question to think very carefully about, and we don't have to rely on our own intuitions to answer it," says Rambachan.

In the future, the researchers want to tackle a more diverse set of problems, such as those where some rules are only partially known. They also want to apply their evaluation metrics to real-world, scientific problems.

This work is funded, in part, by the Harvard Data Science Initiative, a National Science Foundation Graduate Research Fellowship, a Vannevar Bush Faculty Fellowship, a Simons Collaboration grant, and a grant from the MacArthur Foundation.
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Groundbreaking study provides new evidence of when Earth was slushy | ScienceDaily
At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet.


						
Results from a Virginia Tech-led study provide the first direct geochemical evidence of the slushy planet -- otherwise known as the "plumeworld ocean" era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

"Our results have important implications for understanding how Earth's climate and ocean chemistry changed after the extreme conditions of the last global ice age," said lead author Tian Gan, a former Virginia Tech postdoctoral researcher. Gan worked with geologist Shuhai Xiao on the study, which was released Nov. 5 in the Proceedings of the National Academy of Sciences journal.

Deep-frozen Earth

The last global ice age took place about 635 million to 650 million years ago, when scientists believe global temperatures dropped and the polar ice caps began to creep around the hemispheres. The growing ice reflected more sunlight away from the Earth, setting off a spiral of plunging temperatures.

"A quarter of the ocean was frozen due to extremely low carbon-dioxide levels," said Xiao, who recently was inducted into the National Academy of Sciences.

When the surface ocean sealed, a chain of reactions stuttered to a stop:
    	The water cycle locked up. No evaporation and very little rain or snow.
    	Without water, there was a massive slowdown in a carbon-dioxide consuming process called chemical weathering, where rocks erode and disintegrate.
    	Without weathering and erosion, carbon dioxide began to amass in the atmosphere and trap heat.

"It was just a matter of time until the carbon-dioxide levels were high enough to break the pattern of ice," Xiao said. "When it ended, it probably ended catastrophically."




Plume world

Suddenly, heat started to build. The ice caps began to recede, and Earth's climate backpedaled furiously toward the drippy and soupy. Over a mere 10 million years, average global temperatures swung from minus 50 to 120 degrees Fahrenheit (minus 45 to 48 degrees Celsius).

But the ice didn't melt and remix with seawater at the same time. The research findings paint a very different world than what we can imagine: vast rivers of glacial water rushing like a reverse tsunami from the land into the sea, then pooling on top of extra salty, extra dense ocean water.

The researchers tested this version of the prehistoric world by looking at a set of carbonate rocks that formed as the global ice age was ending.

They analyzed a certain geochemical signature, the relative abundance of lithium isotopes, recorded within the carbonate rocks. According to plumeworld ocean theory, the geochemical signatures of freshwater would be stronger in rocks formed under nearshore meltwater than in the rocks formed offshore, beneath the deep, salty sea -- and that's exactly what the researchers observed.

The findings bring the limit of environmental change into better focus, said Xiao, but they also give researchers additional insight into the frontiers of biology and the resiliency of life under extreme conditions -- hot, cold, and slushy.

Study collaborators include:
    	Ben Gill, Virginia Tech associate professor of sedimentary geochemistry
    	Morrison Nolan, former graduate student, now at Denison University
    	Collaborators from the Chinese Academy of Sciences, University of Maryland at College Park, University of Munich in Germany, University of North Carolina at Chapel Hill, and University of Nevada at Las Vegas
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Bio-based fibers could pose greater threat to the environment than conventional plastics | ScienceDaily
Bio-based materials may pose a greater health risk to some of the planet's most important species than the conventional plastics they are designed to replace, a new study has shown.


						
Such materials are increasingly being advocated as environmentally friendly alternatives to plastics, and used in textiles and products including clothing, wet wipes and period products.

However, microfibres of the materials are emitted into the environment through the laundry cycle, the application of sewage sludge as fertilisers, or the simple wear and tear of textile products.

Despite increasing quantities of bio-based products being produced and sold all over the world, there has been little research to assess their potential impact on species and ecosystems.

To address that, a new study in the journal Environmental Science and Technology tested the effects of conventional polyester fibres and two bio-based fibres -viscose and lyocell -- on earthworms, a species critical to the health of soils globally.

The study found that in high concentrations of fibres, 30% of earthworms died after 72 hours when exposed to polyester, while those exposed to the bio-based fibres experienced much higher mortality of up to 60% in the case of lyocell and 80% for viscose.

A second experiment, using environmentally relevant concentrations of the fibres, indicated that earthworms housed in soils containing viscose fibres exhibited reduced reproduction compared to those exposed to polyester fibres. Earthworms in the soils containing lyocell fibres showed reduced growth and also higher rates of burrowing within the soil compared to exposure to the other types of fibre.




The researchers say the study highlights the complex nature of global efforts to reduce the threat of microplastic pollution, and the importance of testing new materials being advocated as alternatives to plastics before they are released on the open market.

The study was carried out as part of the BIO-PLASTIC-RISK project, led by researchers at the University of Plymouth and the University of Bath, and supported with PS2.6million funding by the Natural Environmental Research Council.

Dr Winnie Courtene-Jones, lead author on the new study and now a Lecturer in Marine Pollution at Bangor University, said: "Over 320,000 tonnes of bio-based and biodegradable fibres were produced globally in 2022 and research shows that substantial quantities of that will end up in the environment. However, evidence of their ecological impacts has been lacking. Our study has shown that bio-based fibres have a range of adverse effects on earthworms -- animals which are critical to the functioning of the environment. It highlights the importance of gathering further evidence before alternatives to conventional plastics are made available even more widely."

The new study follows research published earlier in 2024 which highlighted that being exposed to the materials used in biodegradable teabags can result in earthworm populations experiencing up to 15% greater mortality, and have a detrimental effect on earthworm reproduction.

It has been published just a few weeks before the United Nations gathers world leaders meet in Busan, South Korea, for the final round of negotiations regarding a possible Global Plastics Treaty.

Professor Richard Thompson OBE FRS, senior author on the new study and Head of the University of Plymouth's International Marine Litter Research Unit, will be at those discussions along with policy makers, scientists and other delegates from across the world.

He added: "It is clear that along with recycling and re-use, tackling plastic pollution will require a reduction in the quantities of plastics used and produced. There is increasing interest in alternative materials that could be used as substitutes for plastic, but this publication further emphasises the importance of testing new innovations in relevant environmental settings prior to widescale adoption. I firmly believe it is possible to tackle the plastic pollution crisis, but independent scientific evidence will be critical in helping us avoid unintended consequences as we look for solutions."
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Towards a hydrogen-powered future: Highly sensitive hydrogen detection system | ScienceDaily
Hydrogen gas is a promising energy source with several advantages -- it is lightweight, storable, energy-dense, and environmentally friendly compared to fossil fuels, producing no pollutants or greenhouse gas emissions. As such, it has extensive applications across different fields, including transportation, architecture, power generation, and industries. However, hydrogen is highly flammable, and therefore its safe and widespread use requires reliable methods for detecting leaks and ensuring its purity. The need for reliable detection methods has necessitated the development of trace-gas sensing techniques. While several methods have been developed for hydrogen sensing, none offer optimal performance.


						
One promising method is tunable diode laser absorption spectroscopy (TDLAS) technology, which has gained significant attention for detecting various gases. TDLAS offers several key advantages, including non-contact measurement, in situ detection, high selectivity, rapid response, low cost, and multi-component, multi-parameter measurement capabilities. It works on the principle that gases absorb light at a specific wavelength, resulting in a dark line in the absorption spectrum, known as the absorption line. By measuring the amount of laser light that has been absorbed at this wavelength, the concentration of the gas can be determined. However, detecting low concentrations of hydrogen with TDLAS is difficult because hydrogen has weaker absorption in the infrared region compared to other gases.

To address this issue, a research team from Japan led by Associate Professor Tatsuo Shiina from the Graduate School of Engineering, Chiba University, developed an innovative method for precise hydrogen gas measurement using TDLAS. The team comprised Alifu Xiafukaiti and Nofel Lagrosas from the Graduate School of Engineering, Chiba University, Ippei Asahi from the Shikoku Research Institute Inc., and Shigeru Yamaguchi from the School of Science, Tokai University. Their study was made available online on August 13, 2024, and published in Volume 180 of the journal Optics and Laser Technology on January 01, 2025.

"In this study, we achieved highly sensitive detection of hydrogen gas through meticulous control of pressure and modulation parameters in the TDLAS setup. Additionally, we introduced a calibration-free technique that ensures the adaptability to a wide range of concentrations," explains Prof. Shiina.

In TDLAS, laser light is passed through a pressurized gas cell called a Herriott multipass cell (HMPC) containing the target gas. The laser's wavelength is modulated or oscillated around the target absorption line of the gas at a specific frequency to remove any environmental noise. The pressure in HMPC can significantly influence the absorption line width and consequently the modulation parameters under TDLAS.

The researchers carefully analyzed the width of hydrogen's strongest absorption line at different pressures. Through simulations, the researchers identified the optimal pressure for a broader absorption line width and the most effective modulation parameters within this line width. Their calibration-free technique involved using the first harmonic of the modulated absorption signal to normalize the second harmonic through their ratio, instead of just relying on the second harmonic signal as in conventional TDLAS systems. Additionally, they employed a high-pressure gas cell containing pure hydrogen as a reference to fine-tune the modulating parameters of the laser signal.

Through this innovative approach, the researchers achieved accurate measurements of hydrogen concentrations in a wide detection range from 0.01% to 100%, where 0.01% equals a concentration of just 100 parts per million (ppm). Moreover, the results improved with longer integration times (the time period during which light is allowed to be absorbed). At 0.1 second integration time, the minimum detection limit was 0.3% or 30,000 ppm, which improved to 0.0055% or 55 ppm at 30 seconds integration time. However, beyond 30 seconds the minimum detection limit increased.

"Our system can significantly improve hydrogen detection systems for safety and quality control, facilitating wider adoption of hydrogen fuel. For example, this system can be reliably used for the detection of leakages in hydrogen fuel cell cars," remarks Prof. Shiina about the potential applications of the study.

To summarize, this pioneering technique could help pave the way for a sustainable future and boost the implementation of hydrogen as an eco-friendly fuel.
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Deaf male mosquitoes don't mate | ScienceDaily
Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.


						
Now a study out of UC Santa Barbara reveals that this is really all there is to it. Researchers in Professor Craig Montell's lab created deaf mosquitoes and found that the males had absolutely no interest in mating. "You could leave them together with the females for days, and they will not mate," Montell said.

The dramatic change was simple to produce. "The absence of a single gene, trpVa, produced this profound effect on mosquito mating behavior," explained co-lead author Dhananjay Thakur, a postdoctoral scholar in the Department of Molecular, Cellular, and Developmental Biology.

The results, published in the Proceedings of the National Academy of Sciences could have major implications for how we manage disease transmission by better controlling the populations of mosquito vectors, such as Aedes aegypti, that infect hundreds of millions of people every year with viruses that cause diseases.

Frisky skeeters

"On summer evenings, we often see swarms of mosquitoes gathered by the water or under streetlights. These gatherings are essentially mass mating events," said co-lead author Yijin Wang, a former postdoc at UCSB. Although mosquitoes possess an extraordinary ability to reproduce, scientists still have a limited understanding of the molecular and neurological mechanisms at work.

Courtship for Aedes aegypti usually progresses like this: Females flap their wings at around 500 Hz. When males hear this, they take off, buzzing at about 800 Hz. The males also rapidly modulate this frequency when the ladies are around. Then there's a quick midair rendezvous, and the paramours go their separate ways. Males are always scouting out new potential partners, but a female that's successfully mated generally won't do so again.




Montell and co-lead authors Yijin Wang, Thakur and Emma Duge suspected that hearing played a role in this behavior, so they investigated the insect's auditory neurons. These lie at the base of the antennae in a structure called the Johnston's organ. The antennae are magnificent multi-sensory apparatuses, chock-full of olfactory, mechanosensory and even thermal infrared sensilla, as Montell's lab recently discovered. In the current study, the team focused on a particular sensory channel called TRPVa -- and the corresponding gene, trpVa -- which is the mosquito analogue of a channel required for hearing in fruit flies.

The team used CRISPR-Cas9 to knock out the gene that codes for TRPVa in Aedes aegypti mosquitoes. The resulting animals showed no reaction to sound. In fact, they found that sound elicited no electrical activity from neurons in the Johnston's organ. The insects were truly deaf.

And when the authors placed deaf males in chambers with females ... nothing happened. "If they can't hear the female wingbeat, they're not interested," Montell said. Their hearing counterparts, on the other hand, wasted no time in getting busy: mating many times in the course of a few minutes.

A romantic soundtrack

Hearing is not only necessary for males to mate, it seems to be sufficient to rouse their desires. When the authors played the sound of female wingbeats to normal males, the males typically responded with abdominal thrusts. They were primed and ready for action. Deaf males barely twitched.

Females, however, were a different story. Deaf females still had some lust left in them. "The impact on the female is minimal, but the impact on the male is absolute," Montell said. The team plans to study these differences in future work.




"I think the reason why our major finding is so shocking is because, in most organisms, mating behavior is dependent on a combination of several sensory cues," said Duge, one of Montell's doctoral students. "The fact that taking away a single sense can completely abolish mating is fascinating."

And the authors believe that their results -- the role of sound in mating and the function TRPVa plays in hearing -- generalize to other species of mosquito.

Looking inside

A mosquito's physiology reveals just how important hearing is to these insects. Male mosquitoes have the most auditory neurons of any known insect, Montell explained. Females have half as many. That's still a lot, but hearing is much more crucial for males.

To identify which neurons express the trpVa gene, the authors added a gene coding for green fluorescent protein into the mosquito genome. They did this in a way such that the fluorescent protein was expressed indirectly under the control of the trpVa promoter. A promoter is a DNA sequence usually located at the start of a gene where enzymes bind to initiate transcription, in this case triggering the production of those green fluorescent proteins. Now the mutant mosquitoes would produce green fluorescent protein in all the places that normally would produce TRPVa. So the same mosquitoes provided test subjects for the experiment and a bright green map of TRPVa expression for the analysis.

Unsurprisingly, the team found that trpVa is expressed in the Johnston's organ. And they could clearly follow the paths of auditory neurons from there into the brain, as well as see differences in these paths between male and female mosquitoes.

Hijacking mosquito courtship

Pathogens spread by the mosquito Aedes aegypti infect some 400 million people a year, of which about 100 million develop diseases like dengue, zika and yellow fever. This means that understanding its behavior and lifecycle can provide us tools and insights in disease prevention.

One potential method to control insect vectors is the sterile insect technique (SIT), which works by releasing a large number of sterile males to mate with females. In certain insects, like mosquitoes, successful mating prevents females from seeking other partners. And, if the female mates with a sterile male, she doesn't actually produce offspring. In theory, this can suppress the population.

The technique works marvelously for certain agricultural pests like the California medfly. "The fact that you haven't heard of this pest is a testament to how successful SIT is, because 30 years ago it was all over the news," Montell said.

But the success of SIT in Aedes aegypti is limited by the competitiveness of the sterile males; they have to get to the females first for the ploy to work. Currently, the technique doesn't cause enough suppression in mosquito populations for them to drop below the critical threshold and send the population plummeting. Given the central role of hearing in mosquito courtship, trpVa might provide a target for increasing the effectiveness of SIT. Montell's lab is working on several ways to make sterile males that can outcompete their natural counterparts. Hopefully, the trick will be as straightforward as these unfussy lovers.
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AI for real-time, patient-focused insight | ScienceDaily
A picture may be worth a thousand words, but still...they both have a lot of work to do to catch up to BiomedGPT.


						
Covered recently in the journal Nature Medicine, BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study, conducted in collaboration with multiple institutions, is described in the article as "the first open-source and lightweight vision-language foundation model, designed as a generalist capable of performing various biomedical tasks."

"This work combines two types of AI into a decision support tool for medical providers," explains Lichao Sun, an assistant professor of computer science and engineering at Lehigh University and a lead author of the study. "One side of the system is trained to understand biomedical images, and one is trained to understand and assess biomedical text. The combination of these allows the model to tackle a wide range of biomedical challenges, using insight gleaned from databases of biomedical imagery and from the analysis and synthesis of scientific and medical research reports."

'16 state-of-the-art results' for medical practitioners and patients 

The key innovation described in the August 7 Nature Medicine article, "A generalist vision-language foundation model for diverse biomedical tasks," is that this AI model doesn't need to be specialized for each task. Typically, AI systems are trained for specific jobs, like recognizing tumors in X-rays or summarizing medical papers. However, this new model can handle many different tasks using the same underlying technology. This versatility makes it a "generalist" model?and a powerful new tool in the hands of medical providers.

"BiomedGPT is based on foundation models, a recent development in AI," says Sun. "Foundation models are large, pre-trained AI systems that can be adapted to various tasks with minimal additional training. The generalist model described in the article has been trained on vast amounts of biomedical data, including images and text, enabling it to perform well across different applications."

"By evaluating 25 datasets across 9 biomedical tasks and different modalities," says Kai Zhang, a Lehigh PhD student advised by Sun who serves as first author of the Nature article, "BiomedGPT achieved 16 state-of-the-art results. A human evaluation of BiomedGPT on three radiology tasks showcased the model's robust predictive abilities."

Zhang says that he is proud that the open-source codebase is available for other researchers to use as a springboard to drive further development and adoption.




The team reports that the technology behind BiomedGPT may one day help doctors by interpreting complex medical images, assist researchers by analyzing scientific literature, or even aid in drug discovery by predicting how molecules behave.

"The potential impact of such technology is significant," Zhang says, "as it could streamline many aspects of healthcare and research, making them faster and more accurate. Our method demonstrates that effective training with diverse data can lead to more practical biomedical AI for improving diagnosis and workflow efficiency."

A team effort for clinical validation, and more

A crucial step in the process was validation of the model's effectiveness and applicability in real-world healthcare settings.

"Clinical testing involves applying the AI model to real patient data to assess its accuracy, reliability, and safety," Sun says. "This testing ensures that the model performs well across different scenarios. The outcomes of these tests helped refine the model, demonstrating its potential to improve clinical decision-making and patient care."

Massachusetts General Hospital (MGH), a founding member of the Mass General Brigham healthcare system and teaching affiliate of Harvard Medical School, played a crucial role in the development and validation of the BiomedGPT model. The institution's involvement primarily focused on providing clinical expertise and facilitating the evaluation of the model's effectiveness in real-world healthcare settings. For instance, the model was tested with radiologists at MGH, where it demonstrated superior performance in tasks like visual question answering and radiology report generation. This collaboration helped ensure that the model was both accurate and practical for clinical use.




Other contributors to BiomedGPT include researchers from University of Georgia, Samsung Research America, University of Pennsylvania, Stanford University, University of Central Florida, UC-Santa Cruz, University of Texas-Health, Children's Hospital of Philadelphia, and the Mayo Clinic.

"This research is highly interdisciplinary and collaborative," says Sun. "The research involves expertise from multiple fields, including computer science, medicine, radiology, and biomedical engineering. Each author contributes specialized knowledge necessary to develop, test, and validate the model across various biomedical tasks. Large-scale projects like this often require access to diverse datasets and computational resources, along with access to skills in algorithm development, model training, evaluation, and application to real-world scenarios, as well as clinical testing and validation.

"This was a true team effort," he says. "Creating something that can truly help the medical community improve patient outcomes across a wide range of issues is a very complex challenge. With such complexity, collaboration is key to creating impact through the application of science and engineering."
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New trigger proposed for record-smashing 2022 Tonga eruption | ScienceDaily
Fifteen minutes before the massive January 2022 eruption of the Hunga Tonga-Hunga Ha'apai volcano, a seismic wave was recorded by two distant seismic stations. Now, researchers argue that similar early signals could be used to warn of other impending eruptions in remote oceanic volcanoes.


						
The researchers propose that the seismic wave was caused by a fracture in a weak area of oceanic crust beneath the volcano's caldera wall. That fracture allowed seawater and magma to pour into and mix together in the space above the volcano's subsurface magma chamber, explosively kickstarting the eruption.

The research was published in Geophysical Research Letters, an open-access AGU journal that publishes high-impact, short-format reports with immediate implications spanning all Earth and space sciences.

The results build on the researchers' previous work monitoring remote volcanoes. In this case, the Rayleigh wave, a type of seismic wave that moves through the Earth's surface, was detected 750 kilometers (approximately 466 miles) from the volcano.

"Early warnings are very important for disaster mitigation," said Mie Ichihara, a volcanologist at the University of Tokyo and one of the study's coauthors. "Island volcanoes can generate tsunamis, which are a significant hazard."

Silent precursor to a violent eruption

Hunga Tonga-Hunga Ha'apai is an oceanic volcano in the western Pacific Ocean in the Kingdom of Tonga. The seamount was created by the subduction of the Pacific Plate underneath the Australian Plate, a process that generates magma and leads to eruptions.




On January 15, 2022, the volcano erupted with record-breaking energy, injecting 58,000 Olympic swimming pools of water vapor into the stratosphere, setting off an unprecedented lightning storm and generating a tsunami. That massive eruption was preceded by a smaller eruption on January 14 and, before that, a month of eruptive activity.

Researchers still debate the exact start time of the eruption, though most agree that the eruption started shortly after 4:00 Coordinated Universal Time (UTC). The new study reports a Rayleigh wave that started around 3:45 UTC.

The researchers used seismic data to analyze the Rayleigh wave, which was detected by instruments, but not felt by humans, at seismic stations on the islands of Fiji and Futuna. While Rayleigh waves are a common feature of volcanic eruptions and earthquakes, the researchers believe that this wave signified a precursor event and possible cause of the massive eruption.

"Many eruptions are preceded by seismic activity," said Takuro Horiuchi, a volcanology graduate student at the University of Tokyo and the lead author of the study. "However, such seismic signals are subtle and only detected within several kilometers of the volcano."

In contrast, this seismic signal traveled a great distance, indicating a huge seismic event. "We believe unusually large movements started at the time of the precursor," Horiuchi said.

Secrets of the seamount

Scientists may never know exactly what caused the gigantic, "caldera-forming" eruption, but Ichihara believes that the process was not instantaneous. Instead, she thinks that this precursor event was the start of an underground process that ultimately led to the eruption.




But it can be difficult to nail down the origins of these rare, colossal eruptions.

"There are very few observed caldera-forming eruptions, and there are even fewer witnessed caldera-forming eruptions in the ocean," Ichihara said. "This gives one scenario about the processes leading to caldera formation, but I wouldn't say that this is the only scenario."

Regardless, detecting early eruption signals may give island nations and coastal areas more valuable time to prepare when faced with imminent tsunamis -- even when the signal cannot be felt on the surface.

"At the time of the eruption, we didn't think of using this kind of analysis in real-time," Ichihara said. "But maybe the next time that there is a significant eruption underwater, local observatories can recognize it from their data."
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The secrets of baseball's magic mud | ScienceDaily
The unique properties of baseball's famed "magic" mud have never been scientifically quantified -- until now.


						
In a new paper in Proceedings of the National Academy of Sciences (PNAS), researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) and School of Arts & Sciences (SAS) reveal what makes the magic mud so special.

"It spreads like a skin cream and grips like sandpaper," says Shravan Pradeep, the paper's first author and a postdoctoral researcher in the labs of Douglas J. Jerolmack, Edmund J. and Louise W. Kahn Endowed Term Professor in Earth and Environmental Science (EES) within SAS and in Mechanical Engineering and Applied Mechanics (MEAM) within Penn Engineering, and Paulo Arratia, Eduardo D. Glandt Distinguished Scholar and Professor in MEAM and in Chemical and Biomolecular Engineering (CBE).

In 2019, at the behest of sportswriter Matthew Gutierrez, the group analyzed the composition and flow behavior of the mud, which has been harvested for generations by the Bintliff family at a secret location in South Jersey and is applied by each team's equipment manager to every game ball in Major League Baseball (MLB), including in this year's playoffs. "We provided a quick analysis," says Jerolmack, "but not anything that rose to the level of scientific proof."

Despite numerous articles and TV segments describing the mud that cite everyone from MLB players to the Bintliffs about the mud's effects, the researchers could not find any scientific evidence that the mud actually makes balls perform better, as players claim. "I was very interested in whether the use of this mud was based in superstition," says Jerolmack.

Two years later, when Pradeep joined the labs, he took the lead in devising three sets of experiments to determine if the mud actually works: one to measure its spreadability, one to measure its stickiness and one to measure its effect on baseballs' friction against the fingertips.

The first two qualities could be measured using existing equipment -- a rheometer and atomic force microscopy, respectively -- but to measure the mud's frictional effects, the researchers had to build a new experimental setup, one that mimicked the properties of human fingers. "The question is, how do you quantify the friction between the ball, your finger and the little oils between those two?" says Arratia.




To solve the problem, the researchers created a rubber-like material with the same elasticity as human skin, and covered it with oil similar to that secreted by human skin, then carefully and systematically rubbed the oiled material against strips of baseballs that had been mudded in the manner specified by MLB.

Xiangyu Chen, a MEAM senior and coauthor of the paper, played a key role in devising the artificial finger apparatus. "We needed to have a consistent finger-like material," says Chen. "If we just held our fingers to it, it wouldn't produce very consistent results."

The researchers say their work confirms what MLB players have long professed: that the magic mud works, and is not simply a superstition like playoff beards and rally caps. "It has the right mixture to make those three things happen," says Jerolmack. "Spreading, gripping and stickiness."

MLB has explored replacing the magic mud with synthetic lubricants, but so far failed to replicate the mud's properties. The researchers suggest sticking with the original. "This family is doing something that is green and sustainable, and actually is producing an effect that is hard to replicate," says Jerolmack.

Beyond baseball, the researchers hope their work -- and the mud's star status -- will spark more interest in the use of natural materials as lubricants. "This is just a venue for us to show how geomaterials are already being used in a sustainable way," says Arratia, "and how they can give us some exquisite properties that might be hard to produce from the ground up."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and School of Arts & Sciences and supported in part by the National Science Foundation (NSF) Major Research Instrumentation Award (NSF-MRI-1920156), NSF Penn MRSEC (NSF-DMR-1720530), NSF Engineering Research Center for the Internet of Things for Precision Agriculture (NSF-EEC-1941529), NASA Planetary Science and Technology Through Analog Research Program (PSTAR Grant 80NSSC22K1313), Army Research Office (ARO Grant W911NF2010113), Penn Center for Soft and Living Matter Postdoctoral Fellowship, and the University of Pennsylvania's Singh Center for Nanotechnology, a National Nanotechnology Coordinated Infrastructure (NNCI) member supported by NSF Grant ECCS-1542153. 

Additional co-authors include Ali Seiphoori of the University of Pennsylvania and the Norwegian Geotechnical Institute, and David Vann of the University of Pennsylvania.
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Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events? | ScienceDaily
Between about 120 million and 130 million years ago, during the age of dinosaurs, temperate forests and lakes hosted a lively ecosystem in what is now northeast China. Diverse fossils from that time remained pretty much undisturbed until the 1980s, when villagers started finding exceptionally preserved creatures, which fetched high prices from collectors and museums. This started a fossil gold rush. Both locals and scientists have now dug so much, their work can be seen from space -- perhaps the most extensive paleontological excavations anywhere.


						
By the 1990s, it was clear that the so-called Yixian Formation contained uniquely well preserved remains of dinosaurs, birds, mammals, insects, frogs, turtles and other creatures. Unlike the skeletal and often fragmentary fossils unearthed in most other places, many animals came complete with internal organs, feathers, scales, fur and stomach contents. It suggested some kind of sudden, unusual preservation process at work. The finds even included a cat-size mammal and a small dinosaur locked in mortal combat, stopped in mid-action when they died. The world's first known non-avian feathered dinosaurs showed up -- some so intact that scientists worked out the feathers' colors. The discoveries revolutionized paleontology, clarifying the evolution of feathered dinosaurs, and proving without a doubt that modern birds are descended from them.

How did these fossils come to be so perfect? The leading hypothesis up to now has been sudden burial by volcanism, perhaps like the waves of hot ash from Mt. Vesuvius that entombed many citizens of Pompeii in A.D. 79. The Yixian deposits have been popularly dubbed the "Chinese Pompeii."

A new study says the Pompeii idea is highly appealing -- and totally wrong. Instead, the creatures were preserved by more mundane events including collapses of burrows and rainy periods that built up sediments that buried the dead in oxygen-free pockets. Earlier studies have suggested that multiple Pompeii-type events took place in pulses over about a million years. The current study uses newly sophisticated technology to date the fossils to a compact period of less than 93,000 years when nothing particular happened.

The study was just published in the journal Proceedings of the National Academy of Sciences.

"These are probably the most important dinosaur discoveries of the last 120 years," said study coauthor Paul Olsen, a paleontologist at the Columbia Climate School's Lamont-Doherty Earth Observatory. "But what was said about their method of preservation highlights an important human bias. That is, to ascribe extraordinary causes, i.e. miracles, to ordinary events when we don't understand their origins. These [fossils] are just a snapshot of everyday deaths in normal conditions over a relatively brief time."

The Yixian Formation fossils come in two basic varieties: intact, perfectly articulated 3D skeletons from deposits formed mainly on land, and flattened but highly detailed carcasses found in lake sediments, some containing soft tissues.




To come up with fossil ages, the study's lead author, Scott MacLennan of South Africa's University of the Witwatersrand, analyzed tiny grains of the mineral zircon, taken from both surrounding rocks and the fossils themselves. Within these, he measured ratios of radioactive uranium against lead, using a new, extremely precise method called chemical abrasion isotope dilution thermal ionization mass spectroscopy, or CA-ID-TIMS. The fossils and surrounding material consistently dated to 125.8 million years ago, centered around a period of less than 93,000 years, though the exact number is not clear.

Further calculations showed that this timeframe contained three periods controlled by variations in the Earth's orbit when the weather was relatively wet. This caused sediments to build up in lakes and on land far more rapidly than previously had been thought. Many deceased creatures were quickly buried, and oxygen that normally would fuel decomposition was sealed out. The sealing effect was fastest in lakes, resulting in the preservation of soft tissues.

The researchers rule out volcanism on multiple counts. Some previous studies have suggested that creatures were encased by lahars, fast-moving concrete-like slurries of mud that flow off volcanoes following eruptions. But lahars are extremely violent, said Olsen, and apt to rip apart any living or dead thing they encounter, so this explanation does not work.

Others have said pyroclastic flows -- fast-moving waves of searing ash and poisonous gases a la Mt. Vesuvius -- were responsible. These struck down residents of Pompeii, then wrapped the bodies in protective layers of material that preserved them as they were at the moment of death. Even when remains decayed, voids in the ashes remained, from which investigators have made lifelike plaster casts. The remains characteristically are curled in so-called pugilistic positions, torturously doubled over and with limbs severely drawn up, as blood boiled and bodies crumpled in the explosive heat. Victims of modern fires exhibit similar poses.

While there are in fact layers of volcanic ash, lava and intrusions of magma in the Yixian Formation, the remains there don't match those of the unfortunate Pompeiians. For one thing, feathers, fur and everything else would almost certainly have been burned in a pyroclastic flow. For another, the dinosaurs and other animals are not in pugilistic positions; rather, many are found with arms and tails tucked cozily around their bodies, as if they were sleeping, perhaps dreaming dinosaur dreams, when death found them.

The evidence points instead to sudden burrow collapses, say the researchers. Cores of rock surrounding the skeletonized fossils generally consist of coarse grains, but grains immediately around and within the skeletons tend to be much finer. The researchers interpret this to mean that there was enough oxygen around for a while for bacteria or insects to degrade at least the animals' skin and organs, and as this happened, whatever fine grains were in the surrounding material preferentially seeped in and filled the voids; the more decay-resistant bones remained intact. Even today, burrow collapses are a common cause of death for birds such as penguins, said Olsen. The frozen-in-time mammal-dinosaur battle may well have happened as the mammal invaded the dinosaur's burrow to try and eat it or its babies, he said.




As to what caused the burrow collapses, this is speculation, he said. One thought: bigger dinosaurs (whose remains don't appear here but who were almost certainly around) could have squished burrows simply by tromping around. Exceptionally rainy times could have helped destabilize the ground.

Olsen believes the Yixian Formation is not unique. "It's just that there is no place else where such intense collecting has been done in this kind of environment," he said. China has tried to limit for-profit fossil sales, but the market is still thriving, and huge government resources are going into development of tourism around the fossil sites.

Olsen's personal Holy Grail is feathered dinosaurs, but these are exceedingly rare even in the richest deposits, he pointed out. "You have to dig out, say, 100,000 fish to find one feathered dinosaur, and no one is digging on the Yixian scale," he said. Just in the eastern United States, several places that once had environments similar to the Yixian could yield such fossils, Olsen said. These include a rock quarry straddling the North Carolina-Virginia border where he has found thousands of perfectly preserved insects; sites in Connecticut where small excavations have shown promise; and a former quarry in North Bergen, N.J., now sandwiched between a highway and a strip mall that in the past yielded fabulously preserved fish and reptiles. Systematic excavations of such spots are more or less the size of a bathroom, he said.

"It takes enormous effort, which is expensive. And land is valuable in these areas," he said. "So no one is doing it. At least not yet."

The study was coauthored by Sean Kinney and Clara Chang of Lamont-Doherty Earth Observatory, and researchers from the Nanjing Institute of Geology and Paleontology, the Institute of Paleontology and Paleoanthropology at the Chinese Academy of Sciences, and Princeton University.
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Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago | ScienceDaily
Researchers including a Johns Hopkins University evolutionary biologist report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.


						
The evidence lies in the leg bone of the terror bird described in new paper published Nov. 4 in Palaeontology. The study was led by Federico J. Degrange, a terror bird specialist, and included Siobhan Cooke, Ph.D., associate professor of functional anatomy and evolution at the Johns Hopkins University School of Medicine. The bone, found in the fossil-rich Tatacoa Desert in Colombia, which sits at the northern tip of South America, is believed to be the northernmost evidence of the bird in South America thus far.

The size of the bone also indicates that this terror bird may be the largest known member of the species identified to date, approximately 5%-20% larger than known Phorusrhacids, Cooke says. Previously discovered fossils indicate that terror bird species ranged in size from 3 feet to 9 feet tall.

"Terror birds lived on the ground, had limbs adapted for running, and mostly ate other animals," Cooke says.

The bird's leg bone was found by Cesar Augusto Perdomo, curator of the Museo La Tormenta, nearly 20 years ago, but was not recognized as a terror bird until 2023. In January 2024, researchers created a three-dimensional virtual model of the specimen using a portable scanner from Johns Hopkins Medicine, allowing them to analyze it further.

The fossil, the end of a left tibiotarsus, a lower leg bone in birds equivalent to that of a human tibia or shin bone, dates back to the Miocene epoch around 12 million years ago. The bone, with deep pits unique to the legs of all Phorusrhacids, is also marked with probable teeth marks of an extinct caiman -- Purussaurus -- a species that is thought to have been up to 30 feet long, Cooke says.

"We suspect that the terror bird would have died as a result of its injuries given the size of crocodilians 12 million years ago," she says.




Most terror bird fossils have been identified in the southern part of South America, including Argentina and Uruguay.

The Phorusrhacid fossil discovery as far north as Colombia suggests that it was an important part of predatory wildlife in the region. Importantly, this fossil helps the researchers better understand the animals living in the region 12 million years ago. Now a desert, scientists believe this region was once an environment full of meandering rivers. This giant bird lived among primates, hoofed mammals, giant ground sloths and armadillo relatives, glyptodonts, that were the size of cars. Today, the seriema, a long-legged bird native to South America that stands up to 3-feet-tall, is thought to be a modern relative of Phorusrhacid.

"It's a different kind of ecosystem than we see today or in other parts of the world during a period before South and North America were connected," Cooke says

Believed to be the first of its kind from the site, the fossil indicates that the species would have been relatively uncommon among the animals there 12 million years ago, Cooke says.

"It's possible there are fossils in existing collections that haven't been recognized yet as terror birds because the bones are less diagnostic than the lower leg bone we found," she says.

For Cooke, the finding helps her imagine an environment one can no longer find in nature.

"It would have been a fascinating place to walk around and see all of these now extinct animals," she says.

In addition to Cooke and Perdomo, the study's authors include first author Federico Javier Degrange of Centro de Investigaciones en Ciencias de la Tierra; Luis G. Ortiz-Pabon of Universidad de Los Andes, Carrera, Bogota, Colombia and Universidad Nacional de Colombia, Carrera, Bogota; Jonathan Pelegrin of Universidad del Valle, Colombia, and Universidad Santiago de Cali, Colombia; Rodolfo Salas-Gismondi of Universidad Nacional Mayor de San Marcos, Avenida Arenales, Peru; and Andres Link of Universidad de Los Andes, Carrera Bogota, Colombia.
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Dance of electrons measured in the glow from exploding neutron-stars | ScienceDaily
The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time. The discovery was made by astrophysicists from the Niels Bohr Institute, University of Copenhagen and is published in the international scientific journal Astronomy & Astrophysics.


						
New method of observation shows the creation of heavy elements

The collision of two neutron stars has created the smallest black hole yet observed. The dramatic, cosmic collision resulted in, apart from the birth of a black hole, a ball of fire, expanding with nearly the speed of light. In the following days it shone with a luminosity comparable to hundreds of millions of Suns.

This luminous object, aka a kilonova, shines this bright because of the emission of large amounts of radiation from the decay of the heavy, radioactive elements created in the explosion.

By combining the measurements of the kilonova light, made with telescopes across the Globe, an international team of researchers, led by The Cosmic DAWN Center at the Niels Bohr Institute, have closed in on the enigmatic nature of the explosion and come closer to the answer of an old, astrophysical question: Where do the elements, heavier than iron, come from?

Observatories all over the Globe took part in the observations

"This astrophysical explosion develops dramatically hour by hour, so no single telescope can follow its entire story. The viewing angle of the individual telescopes to the event are blocked by the rotation of the Earth.




But by combining the existing measurements from Australia, South Africa and The Hubble Space Telescope we can follow its development in great detail.

We show that the whole shows more than the sum of the individual sets of data" says Albert Sneppen, PhD student at the Niels Bohr Institute and leader of the new study.

The explosion resembles The Universe shortly after the Big Bang

Just after the collision the fragmented star-matter has a temperature of many billion degrees. A thousand times hotter than even the center of the Sun and comparable to the temperature of the Universe just one second after the Big Bang.

Temperatures this extreme results in electrons not being attached to atomic nuclei, but instead floating around in a so-called ionized plasma.

The electrons "dance" around. But in the ensuing moments, minutes, hours and days, the star-matter cools, just like the entire Universe after the Big Bang.




The fingerprint of Strontium is evidence of the creation of heavy elements

370,000 years after the Big Bang the Universe had cooled sufficiently for the electrons to attach to atomic nuclei and make the first atoms. Light could now travel freely in the Universe because it was no longer blocked by the free electrons.

This means that the earliest light we can see in the history of the Universe is this so-called "cosmic background radiation" -- a patchwork of light, constituting the remote background of the night sky. A similar process of the unification of electrons with atomic nuclei can now be observed in the star-matter of the explosion.

One of the concrete results is the observation of heavy elements like Strontium and Yttrium. They are easy to detect, but it is likely that many other heavy elements which we were unsure of the origin of, were also created in the explosion.

"We can now see the moment where atomic nuclei and electrons are uniting in the afterglow. For the first time we see the creation of atoms, we can measure the temperature of the matter and see the micro physics in this remote explosion. It is like admiring three cosmic background radiation surrounding us from all sides, but here, we get to see everything from the outside. We see before, during and after the moment of birth of the atoms," says Rasmus Damgaard, PhD student at Cosmic DAWN Center and co-author of the study.

Kasper Heintz, co-author and assistant professor at the Niels Bohr Institute continues: "The matter expands so fast and gains in size so rapidly, to the extent where it takes hours for the light to travel across the explosion. This is why, just by observing the remote end of the fire ball, we can see further back in the history of the explosion.

Closer to us the electrons have hooked on to atomic nuclei, but on the other side, on the far side of the newborn black hole, the "present" is still just future.
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Synthetic genes engineered to mimic how cells build tissues and structures | ScienceDaily
Researchers from the UCLA Samueli School of Engineering and theUniversity of Rome Tor Vergata in Italy have developed synthetic genes that function like the genes in living cells.


						
The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The approach is similar to building furniture with modular units, much like those found at IKEA. Using the same parts, one can build many different things and it's easy to take the set apart and reconstruct the parts for something else. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

The research study was recently published in Nature Communications and led by Elisa Franco, a professor of mechanical and aerospace engineering and bioengineering at UCLA Samueli. Daniela Sorrentino, a postdoctoral scholar in Franco's Dynamic Nucleic Acid Systems lab, is the study's first author.

"Our work suggests a way toward scaling up the complexity of biomolecular materials by taking advantage of the timing of molecular instructions for self-assembly, rather than by increasing the number of molecules carrying such instructions," Franco said. "This points to the exciting possibility of generating distinct materials that can spontaneously 'develop' from the same finite set of parts by simply rewiring the elements that control the temporal order of assembly."

Complex organisms develop from a single cell by sequential division and differentiation events. These processes involve numerous biomolecules coordinated by gene cascades that guide the timing and location of gene activation. When a molecular signal is received, it triggers a series of genes to assemble in a specific order, leading to a particular biological response. A well-known example in biology is the gene cascade that controls the formation of body segments in fruit flies. In this process, genes are perfectly timed to trigger the formation of specific body segments in the correct order.

"We had the idea of recreating in the lab similar gene cascades that, depending on the timing of gene activation, could induce the formation, or the disassembly, of synthetic materials," said co-author Franceso Ricci, a professor of chemical science at the University of Rome Tor Vergata.

In their study, the researchers used building blocks of DNA tiles formed by a few synthetic DNA strands. They then created a solution containing millions of these tiles, which interacted with one another to form micron-scale tubular structures. The structures only form in the presence of a specific RNA molecule that triggers the formation. A different RNA trigger molecule can also induce the disassembly of the same structures.




Then, they programmed different synthetic genes that produce the RNA triggers at specific times so that the formation and dissolution of the DNA structures can be timed with precision.

By connecting these genes together, they created a synthetic genetic cascade, similar to that of a fruit fly, which can control not only when a certain type of DNA structures forms or dissolves, but also its specific compositional properties at a given time.

"Our approach is not limited to DNA structures, it can be extended to other materials and systems that rely on the timing of biochemical signals," Sorrentino said. "By coordinating these signals, we can assign different functions to the same components, creating materials that spontaneously evolve from the same parts. This opens up exciting advances in synthetic biology and paves the way for new applications in medicine and biotechnology."

The research was supported by the U.S. Department of Energy's Office of Science, the U.S. National Science Foundation, the European Research Council, the Italian Association for Cancer Research, the Italian Ministry of University and Research and Italy's National Recovery and Resilience Plan -- which is financed through the European Union's stimulus package NextGenerationEU. Sorrentino holds a fellowship supported by Italian Association for Cancer Research.

Simona Ranallo, a researcher from the University of Rome Tor Vergata, is also an author on the study.
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Astronomers discover the fastest-feeding black hole in the early universe | ScienceDaily
Using data from NASA's JWST and Chandra X-ray Observatory, a team of U.S. National Science Foundation NOIRLab astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.


						
Supermassive black holes exist at the center of most galaxies, and modern telescopes continue to observe them at surprisingly early times in the Universe's evolution. It's difficult to understand how these black holes were able to grow so big so rapidly. But with the discovery of a low-mass supermassive black hole feasting on material at an extreme rate, seen just 1.5 billion years after the Big Bang, astronomers now have valuable new insights into the mechanisms of rapidly growing black holes in the early Universe.

LID-568 was discovered by a cross-institutional team of astronomers led by International Gemini Observatory/NSF NOIRLab astronomer Hyewon Suh. They used the James Webb Space Telescope (JWST) to observe a sample of galaxies from the Chandra X-ray Observatory's COSMOS legacy survey. This population of galaxies is very bright in the X-ray part of the spectrum, but are invisible in the optical and near-infrared. JWST's unique infrared sensitivity allows it to detect these faint counterpart emissions.

LID-568 stood out within the sample for its intense X-ray emission, but its exact position could not be determined from the X-ray observations alone, raising concerns about properly centering the target in JWST's field of view. So, rather than using traditional slit spectroscopy, JWST's instrumentation support scientists suggested that Suh's team use the integral field spectrograph on JWST's NIRSpec. This instrument can get a spectrum for each pixel in the instrument's field of view rather than being limited to a narrow slice.

"Owing to its faint nature, the detection of LID-568 would be impossible without JWST. Using the integral field spectrograph was innovative and necessary for getting our observation," says Emanuele Farina, International Gemini Observatory/NSF NOIRLab astronomer and co-author of the paper appearing in Nature Astronomy.

JWST's NIRSpec allowed the team to get a full view of their target and its surrounding region, leading to the unexpected discovery of powerful outflows of gas around the central black hole. The speed and size of these outflows led the team to infer that a substantial fraction of the mass growth of LID-568 may have occurred in a single episode of rapid accretion. "This serendipitous result added a new dimension to our understanding of the system and opened up exciting avenues for investigation," says Suh.

In a stunning discovery, Suh and her team found that LID-568 appears to be feeding on matter at a rate 40 times its Eddington limit. This limit relates to the maximum luminosity that a black hole can achieve, as well as how fast it can absorb matter, such that its inward gravitational force and outward pressure generated from the heat of the compressed, infalling matter remain in balance. When LID-568's luminosity was calculated to be so much higher than theoretically possible, the team knew they had something remarkable in their data.

"This black hole is having a feast," says International Gemini Observatory/NSF NOIRLab astronomer and co-author Julia Scharwachter. "This extreme case shows that a fast-feeding mechanism above the Eddington limit is one of the possible explanations for why we see these very heavy black holes so early in the Universe."

These results provide new insights into the formation of supermassive black holes from smaller black hole 'seeds', which current theories suggest arise either from the death of the Universe's first stars (light seeds) or the direct collapse of gas clouds (heavy seeds). Until now, these theories lacked observational confirmation. "The discovery of a super-Eddington accreting black hole suggests that a significant portion of mass growth can occur during a single episode of rapid feeding, regardless of whether the black hole originated from a light or heavy seed," says Suh.

The discovery of LID-568 also shows that it's possible for a black hole to exceed its Eddington limit, and provides the first opportunity for astronomers to study how this happens. It's possible that the powerful outflows observed in LID-568 may be acting as a release valve for the excess energy generated by the extreme accretion, preventing the system from becoming too unstable. To further investigate the mechanisms at play, the team is planning follow-up observations with JWST.
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Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery | ScienceDaily
Biomedical engineers from the University of Melbourne have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.


						
This cutting-edge technology offers cancer researchers an advanced tool for replicating specific organs and tissues, significantly improving the potential to predict and develop new pharmaceutical therapies. This would pave the way for more advanced and ethical drug discovery by reducing the need for animal testing.

Head of the Collins BioMicrosystems Laboratory at the University of Melbourne, Associate Professor David Collins said: "In addition to drastically improving print speed, our approach enables a degree of cell positioning within printed tissues. Incorrect cell positioning is a big reason most 3D bioprinters fail to produce structures that accurately represent human tissue.

"Just as a car requires its mechanical components to be arranged precisely for proper function, so too must the cells in our tissues be organised correctly. Current 3D bioprinters depend on cells aligning naturally without guidance, which presents significant limitations.

"Our system, on the other hand, uses acoustic waves generated by a vibrating bubble to position cells within 3D printed structures. This method provides the necessary head start for cells to develop into the complex tissues found in the human body."

Most commercially available 3D bioprinters rely on a slow, layer-by-layer fabrication approach, which presents several challenges. This method can take hours to finish, jeopardising the viability of living cells during the printing process. Additionally, once printed, the cell structures must be carefully transferred into standard laboratory plates for analysis and imaging -- a delicate step that risks compromising the integrity of these fragile structures.

The University of Melbourne research team has flipped the current process on its head by developing a sophisticated optical-based system, replacing the need for a layer-by-layer approach.




The innovative technique uses vibrating bubbles to 3D print cellular structures in just a matter of seconds, which is around 350 times faster than traditional methods and enables researchers to accurately replicate human tissues with cellular resolution.

By dramatically reducing the 3D printing time and printing directly into standard lab plates, the team has been able to significantly increase the cell survival rate, whilst eliminating the need for physical handling. Ensuring the printed structures remain intact and sterile throughout the process.

PhD student Callum Vidler, the lead author on this work, said the groundbreaking technology was already generating excitement in the medical research sector.

"Biologists recognise the immense potential of bioprinting, but until now, it has been limited to applications with a very low output," he said. "We've developed our technology to address this gap, offering significant advancements in speed, precision, and consistency. This creates a crucial bridge between lab research and clinical applications.

"So far, we've engaged with around 60 researchers from institutions including the Peter MacCallum Cancer Centre, Harvard Medical School, and the Sloan Kettering Cancer Centre, and the feedback has been overwhelmingly positive."
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Indigenous cultural burning has protected Australia's landscape for millennia, study finds | ScienceDaily
Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research from The Australian National University (ANU) and the University of Nottingham.


						
The research, published in Science, highlights how the intensity of forest fires in fire-prone southeastern Australia decreased over time alongside an increase in Indigenous populations in the area.

Dr Simon Connor from ANU said a better understanding of the link between human-induced climate change and the projected rise in the frequency and intensity of forest fires will lead to improved forest management and conservation in Australia.

"We often think about forests and woodlands in terms of trees, but this research shows that some of the biggest changes have happened not in the tree canopy but in the shrub layer. That's something we weren't expecting to find," he said.

"Indigenous peoples have shaped Australian landscapes over tens of thousands of years. They did this through cultural practices. We need to keep that in mind when we're thinking of the best way to live in the Australian environment."

Using tiny fossils preserved in ancient sediment, the research team reconstructed ancient landscapes across southeastern Australia to understand how the vegetation has changed over time.

The researchers focused on the shrub layer because this is what allows flames to climb from the ground to the canopy, leading to high intensity fires.




The team then compared this with archaeological data to analyse how human activity has impacted levels of shrub cover in Australian landscapes over time.

Lead researcher Dr Michela Mariani, from the University of Nottingham, said the expansion of Indigenous populations and a subsequent increase in the use of cultural burning led to a 50 per cent decrease in shrub cover, which in turn led to a decline in high intensity fires.

"The shrub layer in forests can often act as ladders for wildfires to climb up to tree canopies and spread," Dr Mariani said.

"Following British colonization and extensive fire suppression, shrub cover in Australia has increased to the highest ever recorded, which significantly increases the risk of high intensity fires in the future.

"Australia's fire crisis can be tamed with the involvement of Indigenous practitioners in fire management. It's important to rekindle ancient cultural burning practices together with Traditional Owners to reduce the risk of catastrophic blazes."

This work also involved researchers from the University of Melbourne, Monash University and the University of Tasmania.
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NASA's Hubble, Webb probe surprisingly smooth disk around Vega | ScienceDaily
In the 1997 movie "Contact," adapted from Carl Sagan's 1985 novel, the lead character scientist Ellie Arroway (played by actor Jodi Foster) takes a space-alien-built wormhole ride to the star Vega. She emerges inside a snowstorm of debris encircling the star -- but no obvious planets are visible.


						
It looks like the filmmakers got it right.

A team of astronomers at the University of Arizona, Tucson used NASA's Hubble and James Webb space telescopes for an unprecedented in-depth look at the nearly 100-billion-mile-diameter debris disk encircling Vega. "Between the Hubble and Webb telescopes, you get this very clear view of Vega. It's a mysterious system because it's unlike other circumstellar disks we've looked at," said Andras Gaspar of the University of Arizona, a member of the research team. "The Vega disk is smooth, ridiculously smooth."

The big surprise to the research team is that there is no obvious evidence for one or more large planets plowing through the face-on disk like snow tractors. "It's making us rethink the range and variety among exoplanet systems," said Kate Su of the University of Arizona, lead author of the paper presenting the Webb findings.

Webb sees the infrared glow from a disk of particles the size of sand swirling around the sizzling blue-white star that is 40 times brighter than our Sun. Hubble captures an outer halo of this disk, with particles no bigger than the consistency of smoke that are reflecting starlight.

The distribution of dust in the Vega debris disk is layered because the pressure of starlight pushes out the smaller grains faster than larger grains. "Different types of physics will locate different-sized particles at different locations," said Schuyler Wolff of the University of Arizona team, lead author of the paper presenting the Hubble findings. "The fact that we're seeing dust particle sizes sorted out can help us understand the underlying dynamics in circumstellar disks."

The Vega disk does have a subtle gap, around 60 AU (astronomical units) from the star (twice the distance of Neptune from the Sun), but otherwise is very smooth all the way in until it is lost in the glare of the star. This shows that there are no planets down at least to Neptune-mass circulating in large orbits, as in our solar system, say the researchers.




"We're seeing in detail how much variety there is among circumstellar disks, and how that variety is tied into the underlying planetary systems. We're finding a lot out about the planetary systems -- even when we can't see what might be hidden planets," added Su. "There's still a lot of unknowns in the planet-formation process, and I think these new observations of Vega are going to help constrain models of planet formation."

Disk Diversity

Newly forming stars accrete material from a disk of dust and gas that is the flattened remnant of the cloud from which they are forming. In the mid-1990s Hubble found disks around many newly forming stars. The disks are likely sites of planet formation, migration, and sometimes destruction. Fully matured stars like Vega have dusty disks enriched by ongoing "bumper car" collisions among orbiting asteroids and debris from evaporating comets. These are primordial bodies that can survive up to the present 450-million-year age of Vega (our Sun is approximately ten times older than Vega). Dust within our solar system (seen as the Zodiacal light) is also replenished by minor bodies ejecting dust at a rate of about 10 tons per second. This dust is shoved around by planets. This provides a strategy for detecting planets around other stars without seeing them directly -- just by witnessing the effects they have on the dust.

"Vega continues to be unusual," said Wolff. "The architecture of the Vega system is markedly different from our own solar system where giant planets like Jupiter and Saturn are keeping the dust from spreading the way it does with Vega."

For comparison, there is a nearby star, Fomalhaut, which is about the same distance, age and temperature as Vega. But Fomalhaut's circumstellar architecture is greatly different from Vega's. Fomalhaut has three nested debris belts.

Planets are suggested as shepherding bodies around Fomalhaut that gravitationally constrict the dust into rings, though no planets have been positively identified yet. "Given the physical similarity between the stars of Vega and Fomalhaut, why does Fomalhaut seem to have been able to form planets and Vega didn't?" said team member George Rieke of the University of Arizona, a member of the research team. "What's the difference? Did the circumstellar environment, or the star itself, create that difference? What's puzzling is that the same physics is at work in both," added Wolff.




First Clue to Possible Planetary Construction Yards

Located in the summer constellation Lyra, Vega is one of the brightest stars in the northern sky. Vega is legendary because it offered the first evidence for material orbiting a star -- presumably the stuff for making planets -- as potential abodes of life. This was first hypothesized by Immanuel Kant in 1775. But it took over 200 years before the first observational evidence was collected in 1984. A puzzling excess of infrared light from warm dust was detected by NASA's IRAS (Infrared Astronomy Satellite). It was interpreted as a shell or disk of dust extending twice the orbital radius of Pluto from the star.

In 2005, NASA's infrared Spitzer Space Telescope mapped out a ring of dust around Vega. This was further confirmed by observations using submillimeter telescopes including Caltech's Submillimeter Observatory on Mauna Kea, Hawaii, and also the Atacama Large Millimeter/submillimeter Array (ALMA) in Chile, and ESA's (European Space Agency's) Herschel Space Telescope, but none of these telescopes could see much detail. "The Hubble and Webb observations together provide so much more detail that they are telling us something completely new about the Vega system that nobody knew before," said Rieke.

Two papers (Wolff et al. and Su et. al.) from the Arizona team will be published in The Astrophysical Journal.
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Restricting sugar consumption in utero and in early childhood significantly reduces risk of midlife chronic disease | ScienceDaily
A low-sugar diet in utero and in the first two years of life can meaningfully reduce the risk of chronic diseases in adulthood, a new study has found, providing compelling new evidence of the lifelong health effects of early-life sugar consumption.


						
Published in Science, the study finds that children who experienced sugar restrictions during their first 1,000 days after conception had up to 35% lower risk of developing Type 2 diabetes and as much as 20% less risk of hypertension as adults. Low sugar intake by the mother prior to birth was enough to lower risks, but continued sugar restriction after birth increased the benefits.

Taking advantage of an unintended "natural experiment" from World War II, researchers at the USC Dornsife College of Letters, Arts and Sciences, McGill University in Montreal, and the University of California, Berkeley, examined how sugar rationing during the war influenced long-term health outcomes.

The United Kingdom introduced limits on sugar distribution in 1942 as part of its wartime food rationing program. Rationing ended in September 1953.

The researchers used contemporary data from the U.K. Biobank, a database of medical histories and genetic, lifestyle and other disease risk factors, to study the effect of those early-life sugar restrictions on health outcomes of adults conceived in the U.K. just before and after the end of wartime sugar rationing.

"Studying the long-term effects of added sugar on health is challenging," says study corresponding author Tadeja Gracner, senior economist at the USC Dornsife Center for Economic and Social Research. "It is hard to find situations where people are randomly exposed to different nutritional environments early in life and follow them for 50 to 60 years. The end of rationing provided us with a novel natural experiment to overcome these problems."

Sugar intake during rationing was about 8 teaspoons (40 grams) per day on average. When rationing ended, sugar and sweets consumption skyrocketed to about 16 teaspoons (80 grams) per day.




Notably, rationing did not involve extreme food deprivation overall. Diets generally appeared to have been, in fact, within today's guidelines set by the U.S. Department of Agriculture and the World Health Organization, which recommend no added sugars for children under two and not more than 12 teaspoons (50g) of added sugar daily for adults.

The immediate and large increase in sugar consumption but no other foods after rationing ended created an interesting natural experiment: Individuals were exposed to varying levels of sugar intake early in life, depending on whether they were conceived or born before or after September 1953. Those conceived or born just before the end of rationing experienced sugar-scarce conditions compared to those born just after who were born into a more sugar-rich environment.

The researchers then identified those born around this time in the U.K. Biobank data collected over 50 years later. Using a very tight birth window around the end of sugar rationing allowed the authors to compare midlife health outcomes of otherwise similar birth cohorts.

While living through the period of sugar restriction during the first 1,000 days of life substantially lowered the risk of developing diabetes and hypertension, for those who were later diagnosed with either of those conditions, onset of disease was delayed by four years and two years, respectively.

Notably, exposure to sugar restrictions in utero alone was enough to lower risks, but disease protection increased postnatally once solids were likely introduced.

The magnitude of this effect is meaningful as it can save costs, extend life expectancy and, perhaps more importantly, quality of life, say the researchers.




In the United States, people with diabetes incur annual medical expenditures of about $12,000 on average. Further, earlier diagnosis of diabetes means significantly shorter life expectancy, with every decade earlier that a diagnosis of diabetes is made cutting three to four years off of life expectancy.

These numbers underscore the value of early interventions that could delay or prevent this disease, the researchers note.

Experts' concerns about children's long-term health as they consume excessive amounts of added sugars during their early life, a critical period of development, continue to mount. Adjusting child sugar consumption, however, is not easy -- added sugar is everywhere, even in baby and toddler foods, and children are bombarded with TV ads for sugary snacks, say the researchers.

"Parents need information about what works, and this study provides some of the first causal evidence that reducing added sugar early in life is a powerful step towards improving children's health over their lifetimes," says study co-author Claire Boone of McGill University and the University of Chicago.

Co-author Paul Gertler of UC Berkeley and the National Bureau of Economics Research adds: "Sugar early in life is the new tobacco, and we should treat it as such by holding food companies accountable to reformulate baby foods with healthier options and regulate the marketing and tax sugary foods targeted at kids."

This study is the first of a larger research effort exploring how early-life sugar restrictions affected a broader set of economic and health outcomes in later adulthood, including education, wealth, and chronic inflammation, cognitive function and dementia.
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First blueprint of the human spliceosome revealed | ScienceDaily
Researchers at the Centre for Genomic Regulation (CRG) in Barcelona have created the first blueprint of the human spliceosome, the most complex and intricate molecular machine inside every cell. The scientific feat, which took more than a decade to complete, is published today in the journal Science.


						
The spliceosome edits genetic messages transcribed from DNA, allowing cells to create different versions of a protein from a single gene. The vast majority of human genes -- more than nine in ten -- are edited by the spliceosome. Errors in the process are linked to a wide spectrum of diseases including most types of cancer, neurodegenerative conditions and genetic disorders.

The sheer number of components involved and the intricacy of its function has meant the spliceosome has remained elusive and uncharted territory in human biology -- until now.

The blueprint reveals that individual components of the spliceosome are far more specialised than previously thought. Many of these components have not been considered for drug development before because their specialised functions were unknown. The discovery can unlock new treatments that are more effective and have fewer side effects.

"The layer of complexity we've uncovered is nothing short of astonishing. We used to conceptualise the spliceosome as a monotonous but important cut and paste machine. We now see it as a collection of many different flexible chisels that allow cells to sculpt genetic messages with a degree of precision worthy of marble sculpting grandmasters from antiquity. By knowing exactly what each part does, we can find completely new angles to tackle a wide spectrum of diseases," says ICREA Research Professor Juan Valcarcel, lead author of the study and researcher at the CRG.

The most complex molecular machine in human biology

Every cell in the human body relies on precise instructions from DNA to function correctly. These instructions are transcribed into RNA, which then undergoes a crucial editing process called splicing. During splicing, non-coding segments of RNA are removed, and the remaining coding sequences are stitched together to form a template or recipe for protein production.




While humans have about 20,000 protein-coding genes, splicing allows the production of at least five times as many proteins, with some estimates suggesting humans can create more than 100,000 unique proteins.

The spliceosome is the collection of 150 different proteins and five small RNA molecules which orchestrate the editing process, but until now, the specific roles of its numerous components were not fully understood. The team at the CRG altered the expression of 305 spliceosome-related genes in human cancer cells one by one, observing the effects on splicing across the entire genome.

Their work revealed that different components of the spliceosome have unique regulatory functions. Crucially, they found that proteins within the spliceosome's core are not just idle support workers but instead have highly specialised jobs in determining how genetic messages are processed, and ultimately, influence the diversity of human proteins.

For example, one component selects which RNA segment is removed. Another component ensures cuts are made at the right place in the RNA sequence, while another one behaves like a chaperone or security guard, keeping other components from acting too prematurely and ruining the template before its finished.

The authors of the study compare their discovery to a busy post-production set in film or television, where genetic messages transcribed from DNA are assembled like raw footage.

"You have many dozens of editors going through the material and making rapid decisions on whether a scene makes the final cut. It's an astonishing level of molecular specialisation at the scale of big Hollywood productions, but there's an unexpected twist. Any one of the contributors can step in, take charge, and dictate the direction. Rather than the production falling apart, this dynamic results in a different version of the movie. It's a surprising level of democratization we didn't foresee," says Dr. Malgorzata Rogalska, co-corresponding author of the study.




Cancer's 'Achilles' Heel'

One of the most significant findings in the study is that the spliceosome is highly interconnected, where disrupting one component can have widespread ripple effects throughout the entire network.

For example, the study manipulated the spliceosome component SF3B1, which is known to be mutated in many cancers including melanoma, leukaemia and breast cancer. It is also a target for anti-cancer drugs, though the exact of mechanisms of action have been unclear -- until now.

The study found that altering the expression of SF3B1 in cancer cells sets off a cascade of events that affected a third of the cell's entire splicing network, causing a chain reaction of failures which overwhelm the cell's ability to fuel growth.

The finding is promising because traditional therapies, for example those targeting mutations in DNA, often cause cancer cells to become resistant. One of the ways cancers adapt is by rewiring their splicing machinery. Targeting splicing can push diseased cells past a tipping point that cannot be compensated for, leading to their self-destruction.

"Cancer cells have so many alterations to the spliceosome that they are already at the limit of what's biologically plausible. Their reliance on a highly interconnected splicing network is a potential Achilles' heel we can leverage to design new therapies, and our blueprint offers a way of discovering these vulnerabilities" says Dr. Valcarcel.

"This pioneering research illuminates the complex interplay between components of the spliceosome, revealing insight into its mechanistic and regulatory functions. These findings not only advance our understanding of spliceosome function but also open potential opportunities to target RNA processing for therapeutic interventions in diseases associated with splicing dysregulation" says Dom Reynolds, CSO at Remix Therapeutics, a clinical stage biotechnology company in Massachusetts who collaborated with the CRG on the study.

Bringing splicing treatments into the mainstream

Apart from cancer, there are many other diseases caused by faulty RNA molecules produced by mistakes in splicing. With a detailed map of the spliceosome, which the authors of the study have made publicly-available, researchers can now help pinpoint exactly where the splicing errors are occurring in a patient's cells.

"We wanted this to be a valuable resource for the research community," says Dr.Valcarcel. "Drugs correcting splicing errors have revolutionised the treatment of rare disorders like spinal muscular atrophy. This blueprint can extend that success to other diseases and bring these treatments into the mainstream," he adds.

"Current splicing treatments are focused on rare diseases, but they are just the tip of the iceberg. We are moving into an era where we can address diseases at the transcriptional level, creating disease-modifying drugs rather than merely tackling symptoms. The blueprint we've developed paves the way for entirely new therapeutic approaches. It's only a matter of time," concludes Dr. Rogalska.
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Violating Bredt's rule: Chemists just broke a 100-year-old rule and say it's time to rewrite the textbooks | ScienceDaily
UCLA chemists have found a big problem with a fundamental rule of organic chemistry that has been around for 100 years -- it's just not true. And they say: It's time to rewrite the textbooks.


						
Organic molecules, those made primarily of carbon, are characterized by having specific shapes and arrangements of atoms. Molecules known as olefins have double bonds, or alkenes, between two carbon atoms. The atoms, and those attached to them, ordinarily lie in the same 3D plane. Molecules that deviate from this geometry are uncommon.

The rule in question, known as Bredt's rule in textbooks, was reported in 1924. It states that molecules cannot have a carbon-carbon double bond at the ring junction of a bridged bicyclic molecule, also known as the "bridgehead" position. The double bond on these structures would have distorted, twisted geometrical shapes that deviate from the rigid geometry of alkenes taught in textbooks. Olefins are useful in pharmaceutical research, but Bredt's rule has constrained the kind of synthetic molecules scientists can imagine making with them and prevented possible applications of their use in drug discovery.

A new paper published by UCLA scientists in the journal Science has invalidated that idea. They show how to make several kinds of molecules that violate Bredt's rule, called anti-Bredt olefins, or ABOs, allowing chemists to find practical ways to make and use them in reactions.

"People aren't exploring anti-Bredt olefins because they think they can't," said corresponding author Neil Garg, the Kenneth N. Trueblood Distinguished Professor of Chemistry and Biochemistry at UCLA. "We shouldn't have rules like this -- or if we have them, they should only exist with the constant reminder that they're guidelines, not rules. It destroys creativity when we have rules that supposedly can't be overcome."

Garg's lab treated molecules called silyl (pseudo)halides with a fluoride source to induce an elimination reaction that forms ABOs. Because ABOs are highly unstable, they included another chemical that can "trap" the unstable ABO molecules and yield products that can be isolated. The resulting reaction indicated that ABOs can be generated and trapped to give structures of practical value.

"There's a big push in the pharmaceutical industry to develop chemical reactions that give three-dimensional structures like ours because they can be used to discover new medicines," Garg said. "What this study shows is that contrary to one hundred years of conventional wisdom, chemists can make and use anti-Bredt olefins to make value-added products."

The authors on the study include UCLA graduate students and postdoctoral scholars, Luca McDermott, Zachary Walters, Sarah French, Allison Clark, Jiaming Ding and Andrew Kelleghan, as well as Garg's longstanding collaborator and computational chemistry expert Ken Houk, a distinguished research professor at UCLA.

The research was funded by the National Institutes of Health.
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Echolocating bats use an acoustic cognitive map for navigation | ScienceDaily
Echolocating bats have been found to possess an acoustic cognitive map of their home range, enabling them to navigate over kilometer-scale distances using echolocation alone. This finding, recently published in Science, was demonstrated by researchers from the Max Planck Institute of Animal Behavior, the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour at the University of Konstanz Germany, Tel Aviv University, and the Hebrew University of Jerusalem, Israel.


						
Would you be able to instantly recognize your location and find your way home from any random point within a three-kilometer radius, in complete darkness, with only a flashlight to guide you? Echolocating bats face a similar challenge, with a local and directed beam of sound -- their echolocation -- to guide their way. Bats have long been known for their use of echolocation to avoid obstacles and orient themselves. However, the research team, led by Aya Goldshtein from Iain Couzin's group at the Max Planck Institute of Animal Behavior and the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour at the University of Konstanz, has now shown that bats can identify their location even after being displaced and use echolocation to perform map-based navigation over long distances.

Study with 6-gram light bats

To explore this, the team conducted experiments with Kuhl's pipistrelle (Pipistrellus kuhlii), a bat species weighing only 6 grams, in Israel's Hula Valley. Over several nights, the researchers tracked 76 bats near their roosts and relocated them to various points within a three-kilometer radius, but still within their home range. Each bat was tagged with an innovative lightweight reverse GPS tracking system called ATLAS, which provided high-resolution, real-time tracking.

Some bats were fitted solely with the ATLAS system, while others were additionally manipulated to assess how their vision, sense of smell, magnetic sense, and echolocation influenced their ability to navigate back to their roosts. Remarkably, even with echolocation alone, 95 percent of the bats returned to their roosts within minutes, demonstrating that bats can conduct kilometer-scale navigation using only this highly directional, and relatively local, mode of sensing. However, it was also shown that, when available, bats improve their navigation using vision. "We were surprised to discover that these bats also use vision," notes Aya Goldshtein. "That was not what we expected. It was incredible to see that, even with such small eyes, they can rely on vision under these conditions."

Modulation of each bat's flight

In addition to the field experiments, the team created a detailed map of the entire valley. "We wanted to visualize what each bat experienced during flight and understand how they used acoustic information to navigate," explains Xing Chen, from Yossi Yovel's lab at Tel Aviv University, who developed the valley's reconstruction.

The model revealed that bats tend to fly near environmental features with higher 'echoic entropy' -- areas that provide richer acoustic information. "During the localization phase, bats conduct a meandering flight that, at a certain point, changes to a directional flight toward their destination, suggesting they already know where they are," says Goldshtein. "Bats fly near environmental features with more acoustic information and make navigation decisions." Bats can use this acoustic information to distinguish between environmental features such as a tree and a road, and thus use them as acoustic landmarks.

Bats have an acoustic mental map

The study concludes that Kuhl's pipistrelles can navigate over several kilometers using echolocation alone. However, when vision is available, they enhance their navigation performance by combining both senses. After being displaced, these small bats first identify their new location and then fly home, using environmental features with distinctive acoustic cues as landmarks. This behavior suggests they possess an acoustic mental map of their home range.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/10/241031151724.htm



	Previous
	Articles
	Sections
	Next





    
      
        
          	
            All Top News
          
          	
            Sections
          
          	
            Technology News
          
        

      

      Health News

      Top stories featured on ScienceDaily's Health & Medicine, Mind & Brain, and Living Well sections.


      
        Five minutes of extra exercise a day could lower blood pressure
        New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.

      

      
        Sleepiness during the day may be tied to pre-dementia syndrome
        Older people who are sleepy during the day or lack enthusiasm for activities due to sleep issues may be more likely to develop a syndrome that can lead to dementia, according to a new study.

      

      
        Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather
        New collaborative research has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US. The study looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

      

      
        How hypoxia helps cancer spread
        Scientists have identified 16 genes that breast cancer cells use to survive in the bloodstream after they've escaped the low-oxygen regions of a tumor. Each is a potential therapeutic target to stop cancer recurrence, and one -- MUC1 -- is already in clinical trials.

      

      
        Sewage surveillance proves powerful in combating antimicrobial resistance
        Sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance with the potential to protect vulnerable communities more effectively.

      

      
        Use of 'genetic scissors' carries risks
        The CRISPR tool is capable of repairing the genetic defect responsible for the immune disease chronic granulomatous disease. However, researchers have now shown that there is a risk of inadvertently introducing other defects.

      

      
        Probability training: Preventing errors of reasoning in medicine and law
        A new study shows how students can better understand and interpret conditional probabilities.

      

      
        Detecting evidence of lung cancer in exhaled breath
        Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. Researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer.

      

      
        High cost of childbirth and postpartum care causes biggest financial hardship for lower-income families with commercial insurance
        The cost of childbirth and postpartum health care results in significant, ongoing financial hardship, particularly for lower-income families with commercial insurance. About half of people who give birth in the United States are covered by commercial health insurance, which typically requires cost-sharing in the form of deductibles, copayments, and coinsurance.

      

      
        Bioengineers shed light on dosing challenges for cancer immunotherapy
        A team of bioengineers has developed a mathematical model that clarifies why interleukin-12 (IL-12) -- a potent immune-boosting protein that holds promise for cancer treatment -- loses effectiveness over time when used as an immunotherapeutic. The research challenges long-held assumptions about IL-12 s behavior in the body and offers a path toward safer and more effective dosing regimens.

      

      
        Newly discovered neurons change our understanding of how the brain handles hunger
        A new cell type provides a missing piece of the neural network regulating appetite.

      

      
        What happens in your brain while you watch a movie
        By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed ...

      

      
        Cracking the code of DNA circles in cancer: Potential therapy
        Tiny circles called ecDNA are critical in cancer development and drug resistance. An international team publishes landmark studies detailing new findings and potential therapies.

      

      
        Brain stars hold our memories
        A new study changes the way we understand memory. Until now, memories have been explained by the activity of brain cells called neurons that respond to learning events and control memory recall. Neurologists have now expanded this theory by showing that non-neuronal cell types in the brain called astrocytes -- star-shaped cells -- also store memories and work in concert with groups of neurons called engrams to regulate storage and retrieval of memories.

      

      
        New haptic patch transmits complexity of touch to the skin
        Thin, flexible device could help people with visual impairments 'feel' surroundings. Device comprises a hexagonal array of 19 actuators encapsulated in soft silicone. Device only uses energy when actuators change position, operating for longer periods of time on a single battery charge.

      

      
        Researchers have uncovered the mechanism in the brain that constantly refreshes memory
        Researchers have discovered a neural mechanism for memory integration that stretches across both time and personal experience.

      

      
        Brain acts like music box playing different behaviors
        Neuroscientists have discovered brain cells that form multiple coordinate systems to tell us 'where we are' in a sequence of behaviors. These cells can play out different sequences of actions, just like a music box can be configured to play different sequences of tones. The findings help us understand the algorithms used by the brain to flexibly generate complex behaviors, such as planning and reasoning, and might be useful in understanding how such processes go wrong in psychiatric conditions su...

      

      
        How cancer immunotherapy may cause heart inflammation in some patients
        Some patients being treated with immune checkpoint inhibitors, a type of cancer immunotherapy, develop a dangerous form of heart inflammation called myocarditis. Researchers have now uncovered the immune basis of this inflammation. The team identified changes in specific types of immune and stromal cells in the heart that underlie myocarditis and pinpointed factors in the blood that may indicate whether a patient's myocarditis is likely to lead to death.

      

      
        Prolonged sitting can sabotage health, even if you're young and active
        A new study of more than 1,000 adults, average age 33, found that meeting recommended physical activity guidelines isn't enough to counteract the 60-plus hours per week they spend sitting. To reduce heart disease risk and prevent accelerated aging, they need to sit less and work-out harder.

      

      
        Toward better surgical outcomes in patients undergoing knee replacement surgery
        When performing a knee replacement surgery or total knee arthroplasty, doctors traditionally try to align the hip, knee, and ankle in a straight line, forming a neutral alignment, rather than replicating the patient's original alignment. To understand which approach is better, researchers have conducted a post-operation questionnaire comparing patient-reported outcomes to changes in knee alignment before and after surgery. Their findings may improve current surgical guidelines and patients' long-...

      

      
        Rethinking electric bus depots as 'profitable energy hubs'
        How do you electrify a populous city's transit without destabilizing its grid? New research into Beijing's 27,000-bus system explores using depots to generate a solar power.

      

      
        Microbes in mouth reflect lifestyle choices
        According to a new study, the composition of beneficial microorganisms within the mouth differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups.

      

      
        Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals
        A new method can test the activity of thousands of RNA enzymes, called ribozymes, in a single experiment.

      

      
        Bach, Mozart or jazz
        Physicists have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.

      

      
        Ancient immune defense system plays an unexpected role in cancer
        Along with defending against pathogens, the body's innate immune system helps to protect the stability of our genomes in unexpected ways -- ways that have important implications for the development of cancer, researchers are discovering.

      

      
        An extra year of education does not protect against brain aging, study finds
        Thanks to a 'natural experiment' involving 30,000 people, researchers were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.

      

      
        Alzheimer's and alcohol use disorder share similar gene expression patterns, study finds
        By examining RNA in hundreds of thousands of individual brain cells, scientists further support that alcohol use disorder could accelerate Alzheimer's disease progression, paving the way for future targeted treatments.

      

      
        Meal timing may be crucial for night shift workers' health
        A new study has found that overnight eating may be putting night shift workers at higher risk of chronic health conditions.

      

      
        What's overweight enough for lower disability after stroke?
        Slightly overweight stroke survivors have a lower risk of sustaining disabilities. New research adds another aspect to the obesity paradox but also highlights the importance of considering the population's normal when recommending best practices.

      

      
        Deaf male mosquitoes don't mate
        Romance is a complex affair in humans. There's personality, appearance, seduction, all manner of physical and social cues. Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.

      

      
        Defibrillation devices can save lives using 1,000 times less electricity
        Researchers used an electrophysiological computer model of the heart's electrical circuits to examine the effect of the applied voltage field in multiple fibrillation-defibrillation scenarios. They discovered far less energy is needed than is currently used in state-of-the-art defibrillation techniques. The authors applied an adjoint optimization method and discovered adjusting the duration and the smooth variation in time of the voltage supplied by defibrillation devices is a more efficient mech...

      

      
        Two key genes identified linking rheumatoid arthritis and osteoporosis
        Researchers employed analysis tools and machine learning algorithms to identify two genes linked to rheumatoid arthritis and osteoporosis that could serve as diagnostic tools and potential targets for treatments. Drawing from a large database of genetic information, they gathered dozens of sequenced genomes from people with rheumatoid arthritis and osteoporosis to look for any similarities, using recently developed computational methods to narrow down their search. They identified genes ATXN2L an...

      

      
        Gut microbes play a key role in regulating stress responsiveness throughout the day, research finds
        New research from reveals that the gut microbiome regulates the body's diurnal (day-night) rhythms in stress hormones. Depletion of gut microbiota results in disruptions in the brain's core circadian system, and is associated with altered stress hormone rhythms. The research highlights that gut microbes also regulates key stress-responding brain regions throughout the day. Using microbe transplantation, the team confirmed that oscillations of gut microbes across the day are critical for regulatin...

      

      
        Bacteria breakthrough could accelerate mosquito control schemes
        Mosquito larvae grow faster if they're exposed to particular bacteria, according to a new study that could help global health programs.

      

      
        Persistent problems with AI-assisted genomic studies
        Researchers are warning that artificial intelligence tools gaining popularity in the fields of genetics and medicine can lead to flawed conclusions about the connection between genes and physical characteristics, including risk factors for diseases like diabetes.

      

      
        AI for real-time, patient-focused insight
        BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study is described in the article as 'the first open-source and lightweight vision -- language foundation model, designed as a generalist capable of performing various biomedical tasks.'

      

      
        Toddlers understand concept of possibility
        Children too young to know words like 'impossible' and 'improbable' nonetheless understand how possibility works, finds new work with two- and three-year-olds. The findings demonstrate that young children distinguish between improbable and impossible events, and learn significantly better after 'impossible' occurrences.

      

      
        Researchers home in on tumor vulnerabilities to improve odds of treating glioblastoma
        Researchers have uncovered new targets that could be the key to effectively treating glioblastoma, a lethal type of brain cancer. These targets were identified through a screen for genetic vulnerabilities in patient-derived cancer stem cells that represent the variability found in tumors.

      

      
        Handling the hype: Researcher seeks to improve science communication
        Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, researchers have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.

      

      
        AI tool AlphaFold can now predict very large proteins
        The AI tool AlphaFold has been improved so that it can now predict the shape of very large and complex protein structures. Researchers have also succeeded in integrating experimental data into the tool. The results are a step toward more efficient development of new proteins for, among other things, medical drugs.

      

      
        Childhood overweight is associated with socio-economic vulnerability
        More children have overweight in regions with high rates of single parenthood, low education levels, low income and high child poverty. The pandemic may also have reinforced this trend.

      

      
        Space: A new frontier for exploring stem cell therapy
        Stem cells grown in microgravity aboard the International Space Station (ISS) have unique qualities that could one day help accelerate new biotherapies and heal complex disease, researchers say. The research analysis finds microgravity can strengthen the regenerative potential of cells. Microgravity is weightlessness or near-zero gravity.

      

      
        Lying, sitting or all-fours position?
        Whether lying on their back, all-fours position, sitting upright or squatting -- women adopt different birthing positions during childbirth. What has not yet been researched is how the respective final birthing position affects the satisfaction of the woman giving birth. Researchers have now investigated precisely this.

      

      
        Synthetic genes engineered to mimic how cells build tissues and structures
        Researchers have developed synthetic genes that function like the genes in living cells. The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

      

      
        Remote medical interpreting is a double-edged sword in healthcare communication, researchers find
        Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study.

      

      
        High levels of omega-3, omega-6 may protect against cancer
        In addition to lowering your cholesterol, keeping your brain healthy and improving mental health, new research suggests omega-3 and omega-6 fatty acids may help ward off a variety of cancers.

      

      
        How the keto diet could one day treat autoimmune disorders
        Scientists have long suspected the keto diet might be able to calm an overactive immune system and help some people with diseases like multiple sclerosis. Now, they have reason to believe it could be true. Scientists have discovered that the diet makes the gut and its microbes produce two factors that attenuated symptoms of MS in mice.

      

      
        The Salton Sea -- an area rich with lithium -- is a hot spot for child respiratory issues
        Windblown dust from the shrinking Salton Sea harms the respiratory health of children living nearby, triggering asthma, coughing, wheezing and disrupted sleep, USC research shows. The problem is likely to intensify in a hotter climate, with evaporation exposing more and more of the lake bed, or playa, leading to more dust events.

      

      
        Increased rates of severe human infections caused by Streptococcus subspecies
        A concerning increase in global rates of severe invasive infections becoming resistant to key antibiotics has a team of infectious disease researchers studying a recently emerged strain of bacteria called Streptococcus dysgalactiae subspecies equisimilis. These infections range in severity from strep throat to flesh-eating disease.

      

      
        Exposure to particular sources of air pollution is harmful to children's learning and memory
        A new study involving 8,500 children from across the United States has revealed that a form of air pollution, largely the product of agricultural emissions, is linked to poor learning and memory performance in 9- and 10-year-olds. The specific pollutant, ammonium nitrate, is also implicated in Alzheimer's and dementia risk in adults, suggesting that PM2.5 may cause neurocognitive harm across the lifespan.
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Five minutes of extra exercise a day could lower blood pressure | ScienceDaily
New research suggests that adding a small amount of physical activity -- such as uphill walking or stair-climbing -- into your day may help to lower blood pressure.


						
The study, published in Circulation, was carried out by experts from the ProPASS (Prospective Physical Activity, Sitting and Sleep) Consortium, an international academic collaboration led by the University of Sydney and University College London (UCL).

Just five minutes of activity a day was estimated to potentially reduce blood pressure, while replacing sedentary behaviours with 20-27 minutes of exercise per day, including uphill walking, stair-climbing, running and cycling, was also estimated to lead to a clinically meaningful reduction in blood pressure.

Joint senior author Professor Emmanuel Stamatakis, Director of the ProPASS Consortium from the Charles Perkins Centre said: "High blood pressure is one of the biggest health issues globally, but unlike some major causes of cardiovascular mortality there may be relatively accessible ways to tackle the problem in addition to medication."

"The finding that doing as little as five extra minutes of exercise per day could be associated with measurably lower blood pressure readings emphasises how powerful short bouts of higher intensity movement could be for blood pressure management."

Hypertension, or a consistent elevated blood pressure level, is one of the biggest causes of premature death globally. Affecting 1.28 billion adults around the world, it can lead to stroke, heart attack, heart failure, kidney damage and many other health problems, and is often described as the 'silent killer' due to its lack of symptoms.

The research team analysed health data from 14,761 volunteers in five countries to see how replacing one type of movement behaviour with another across the day is associated with blood pressure.




Each participant used a wearable accelerometer device on their thigh to measure their activity and blood pressure throughout the day and night.

Daily activity was split into six categories: sleep, sedentary behaviour (such as sitting), slow walking, fast walking, standing, and more vigorous exercise such as running, cycling or stair climbing.

The team modelled statistically what would happen if an individual changed various amounts of one behaviour for another in order to estimate the effect on blood pressure for each scenario and found that replacing sedentary behaviour with 20-27 minutes of exercise per day could potentially reduce cardiovascular disease by up to 28 percent at a population level.

First author Dr Jo Blodgett from the Division of Surgery and Interventional Science at UCL and the Institute of Sport, Exercise and Health said: "Our findings suggest that, for most people, exercise is key to reducing blood pressure, rather than less strenuous forms of movement such as walking.

"The good news is that whatever your physical ability, it doesn't take long to have a positive effect on blood pressure. What's unique about our exercise variable is that it includes all exercise-like activities, from running for a bus or a short cycling errand, many of which can be integrated into daily routines.

"For those who don't do a lot of exercise, walking did still have some positive benefits for blood pressure. But if you want to change your blood pressure, putting more demand on the cardiovascular system through exercise will have the greatest effect."

Professor Mark Hamer, joint senior author of the study and ProPASS Deputy Director from UCL, said: "Our findings show how powerful research platforms like the ProPASS consortium are for identifying relatively subtle patterns of exercise, sleep, and sedentary behaviour, that have significant clinical and public health importance."
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Sleepiness during the day may be tied to pre-dementia syndrome | ScienceDaily
Older people who are sleepy during the day or lack enthusiasm for activities due to sleep issues may be more likely to develop a syndrome that can lead to dementia, according to a study published in the November 6, 2024, online issue of Neurology(r), the medical journal of the American Academy of Neurology.


						
People with the syndrome have a slow walking speed and say they have some memory issues, although they do not have a mobility disability or dementia. Called motoric cognitive risk syndrome, the condition can occur before dementia develops.

The study found that people with excessive daytime sleepiness and a lack of enthusiasm to get things done were more likely to develop the syndrome than people without those sleep-related issues. The study does not prove that these sleep-related issues cause the syndrome, it only shows an association.

"Our findings emphasize the need for screening for sleep issues," said study author Victoire Leroy, MD, PhD, of Albert Einstein College of Medicine in the Bronx, New York. "There's potential that people could get help with their sleep issues and prevent cognitive decline later in life."

The study involved 445 people with an average age of 76 who did not have dementia. Participants took questionnaires for sleep at the start of the study. They were asked about memory issues and their walking speed was tested on a treadmill at the start of the study and then once a year for an average of three years.

The sleep assessment asked questions such as how often people had trouble sleeping because they wake up in the middle of the night, cannot fall asleep within 30 minutes, or feel too hot or cold and whether they take medicine to help them sleep. The question to assess excessive daytime sleepiness asks how often people have had trouble staying awake while driving, eating meals or engaging in social activity. The question on enthusiasm asks how much of a problem people have had keeping up enough enthusiasm to get things done.

A total of 177 people met the definition for poor sleepers and 268 met the definition for good sleepers.




At the start of the study, 42 people had motoric cognitive risk syndrome. Another 36 people developed the syndrome during the study.

Of those with excessive daytime sleepiness and lack of enthusiasm, 35.5% developed the syndrome, compared to 6.7% of the people without those problems. Once researchers adjusted for other factors that could affect the risk of the syndrome, such as age, depression and other health conditions, they found that people with excessive daytime sleepiness and lack of enthusiasm were more than three times more likely to develop the syndrome than those who did not have those sleep-related problems.

"More research needs to be done to look at the relationship between sleep issues and cognitive decline and the role played by motoric cognitive risk syndrome," Leroy said. "We also need studies to explain the mechanisms that link these sleep disturbances to motoric cognitive risk syndrome and cognitive decline."

A limitation of the study is that participants reported their own sleep information, so they may not have remembered everything accurately.

The study was supported by the National Institute on Aging.
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Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather | ScienceDaily
New collaborative research from the University of Sydney and the Montreal Heart Institute has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US.


						
The study, funded by the National Health and Medical Research Council (NHMRC) and published in the New England Journal of Medicine, looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

Professor Ollie Jay, Director of the Heat and Health Research Centre and Thermal Ergonomics Laboratory in the Faculty of Medicine and Health said: "Health hazards from extreme heat are becoming increasingly common because of climate change. Older adults, especially those with heart disease, are at greater risk due to the strain that hot temperatures put on the heart. Understanding the impacts of different cooling strategies on the heart is important to help vulnerable people stay well during hot summer weather."

The study exposed older participants with and without heart disease to two environments -- one hot and humid (38degC and 60 percent humidity) and the other very hot and dry (45degC and 15 percent humidity); conditions chosen to represent the two most common heatwave extremes globally.

The team found that in hot and humid conditions, fan use with and without skin wetting reduced heat-induced cardiac strain in older people.

However, in the very hot and dry conditions, fan use had an adverse effect by tripling the increase in cardiac strain which could be fatal for someone with heart disease. This is because, although fans help sweat evaporate, in very hot and dry conditions the effect is small and counteracted by convection forcing more heat into the body. Instead, in these conditions, skin wetting used on its own was effective at reducing the work of the heart.

Co-author of the study Dr Daniel Gagnon from the Montreal Heart Institute said: "While air conditioning is an effective way of staying cool, it's not available to everyone, especially those most vulnerable to the heat such as the elderly and people with heart disease -- so it's positive news that low-cost alternatives are effective.

"Importantly, the study has shown that the weather conditions affect the type of cooling strategy that should be used -- a vital piece of information that will help older people to stay safe in heatwaves."

Dr Georgia Chaseling, who led data collection in Montreal during her time as a post-doctoral researcher, and now co-leads the "Ageing and Chronic Diseases" priority research theme in the Heat and Health Research Centre at the University of Sydney adds: "The interventions that we tested seem simple, but they are necessarily so because we wanted to figure out which solutions people living in low-resource settings without access to air-conditioning should and should not be using."
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How hypoxia helps cancer spread | ScienceDaily
Scientists at the Johns Hopkins Kimmel Cancer Center have identified 16 genes that breast cancer cells use to survive in the bloodstream after they've escaped the low-oxygen regions of a tumor. Each is a potential therapeutic target to stop cancer recurrence, and one -- MUC1 -- is already in clinical trials.


						
The research was published online September 28 in the journal Nature Communications.

Deep in a tumor, full of rapidly dividing cells, cancer cells are faced with a lack of oxygen, a condition called hypoxia. Cancer cells that survive these tough environments end up seeking what they missed, slowly making their way to the oxygen-rich bloodstream and often seeding metastasis elsewhere in the body, explains lead study author Daniele Gilkes, Ph.D., an assistant professor of oncology at Johns Hopkins.

The team identified 16 genes responsible for this protection from reactive oxygen species, "which is a stress that occurs when the cells enter the bloodstream," Gilkes says. "Although the hypoxic cells are localized in what we call the perinecrotic region of a tumor -- meaning they're sitting right next to dead cells -- we think that they're able to migrate into higher [oxygen] levels where they can actually find the bloodstream," she says. "Cells able to survive super-low oxygen concentrations do a better job of surviving in the bloodstream. This is how, even after a tumor is removed, we sometimes find that cancer cells have set up elsewhere in the body. Lower levels of oxygen in a tumor correlate with worse prognosis."

The scientists sought to learn what helps these post-hypoxic cells survive in an environment that would kill other cancer cells, and which genes were being turned on to facilitate survival.

In laboratory studies, Gilkes' team color-coded hypoxic cells green, then applied a technique called spatial transcriptomics to identify which genes were turned on in the perinecrotic region, and that stayed on when the cells migrated to more oxygenated tumor regions. They compared cells in the primary tumors of mice with those that had entered the blood stream or the lungs. A subset of hypoxia-induced genes continued to be expressed long after cancer cells escaped the initial tumor.

"The results suggest the potential for a sort of memory of exposure to hypoxic conditions," says Gilkes.




The new research showed a disparity between what occurs in laboratory models and what happens in the human body, solving a mystery that was puzzling scientists. When cells in a dish are hypoxic and returned to high levels of oxygen in a short time, they tend to stop expressing the (hypoxia-induced) genes and go back to normal. However, in tumors, hypoxia can be more of a chronic condition, not acute. When Gilkes' team exposed cells to hypoxia for a longer period -- five days was usually enough -- they mimicked what was happening in the mouse models.

Results were particularly predictive for triple-negative breast cancer (TNBC), which has a high rate of recurrence. The researchers found that patient biopsies from TNBC that had recurred within three years had higher levels of a protein called MUC1.

As part of their research model, Gilkes and team blocked MUC1 using a compound called GO-203 to see if it would reduce the spread of breast cancer cells to the lung. Their aim was to specifically eliminate aggressive, post-hypoxic metastatic cells.

"If we reduced the level of MUC1 in these hypoxic cells, they were no longer able to survive in the bloodstream or in presence of reactive oxygen species, and they formed fewer metastases in mice," Gilkes says. However, there are other factors at play, she says, and additional research will be needed to see if this finding is true across cancer types.

A phase I/II clinical trial targeting MUC1 for patients with advanced cancers across a variety of solid tumor types -- including those found in breast, ovarian, and colorectal cancer -- is ongoing, Gilkes says.

Study co-authors were Ines Godet, Harsh Oza, Yi Shi, Natalie Joe, Alyssa Weinstein, Jeanette Johnson, Michael Considine, Swathi Talluri, Jingyuan Zhang, Reid Xu, Steven Doctorman, Genevieve Stein-O'Brien, Luciane Kagohara, Cesar Santa-Maria and Elana Fertig, from Johns Hopkins, and Delma Mbulaiteye from the NIDDK STEP-UP Program at the National Institutes of Health.

The work was funded by The Jayne Koskinas Ted Giovanis Foundation for Health and Policy, the NCI/ SKCCC Core grant number P50CA006973, NCI grant number 5U01CA253403-03, and the National Cancer Center.

Santa-Maria has received research funds from AstraZeneca, GSK/ Tesaro, Merck, Gilead, Celldex, BMS and Pfizer, and consulting fees from Seattle Genetics. Fertig serves on the scientific advisory board of Resistance Bio, is a consultant for Merck and Mestag Therapeutics, and has received research funding from Abbvie, Inc. and Roche/Genentech. These relationships are managed by The Johns Hopkins University in accordance with its conflict-of-interest policies.
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Sewage surveillance proves powerful in combating antimicrobial resistance | ScienceDaily
Waterborne diseases affect over 7 million people in the U.S. every year, according to the Centers for Disease Control and Prevention, and cost our health care system over $3 billion. But they don't impact all people equally.


						
A campuswide collaboration is using sewage surveillance as a vital strategy in the fight against diseases that spread through the water such as legionella and shigella. The ones that are most difficult to combat are diseases with antimicrobial resistance, which means they are able to survive against antibiotics that are intended to kill them.

A recent paper in Nature Water offers an encouraging insight: Monitoring sewage for antimicrobial resistance indicators is proving to be more efficient and more comprehensive than testing individuals. This approach not only detects antimicrobial resistance more effectively but also reveals its connection to socioeconomic factors, which are often key drivers of the spread of resistance.

The team is collaborating across Virginia Tech with experts such as Leigh-Anne Krometis in biological systems engineering and Alasdair Cohen and Julia Gohlke in population health sciences to focus on serving rural communities where the issues are most acute.

Globally, low-to middle-income communities bear the brunt of infectious diseases and the challenges of antimicrobial resistance. Sewage surveillance could be a game changer in addressing these disparities. This method not only captures a snapshot of antimicrobial resistance at the community level, but also reveals how socioeconomic factors drive the issue.

The National Science Foundation Research Traineeship focuses on advancing sewage surveillance to combat antimicrobial resistance. The work is integral to broader efforts led by Vikesland and the Fralin Life Sciences Institute program for technology enabled environmental surveillance and control to sense and monitor waterborne health threats.

The study analyzed data from 275 human fecal samples across 23 countries and 234 urban sewage samples from 62 countries to investigate antibiotic resistance gene levels. Socio-economic data, including health and governance indicators from World Bank databases, were incorporated to explore links between antibiotic resistance genes and socio-economic factors. The group utilized machine learning to assess antibiotic resistance gene abundance in relation to socio-economic factors, revealing significant correlations. Statistical methods supported the finding that within country antibiotic resistance gene variation was lower than between countries.

Big picture, the team's findings show sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance. It even has the potential to protect vulnerable communities more effectively.
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Use of 'genetic scissors' carries risks | ScienceDaily
The CRISPR molecular scissors have the potential to revolutionize the treatment of genetic diseases. This is because they can be used to correct specific defective sections of the genome. Unfortunately, however, there is a catch: under certain conditions, the repair can lead to new genetic defects -- as in the case of chronic granulomatous disease. This was reported by a team of basic researchers and physicians from the clinical research program ImmuGene at the University of Zurich (UZH).


						
Chronic granulomatous disease is a rare hereditary disease that affects about one in 120,000 people. The disease impairs the immune system, making patients susceptible to serious and even life-threatening infections. It is caused by the absence of two letters, called bases, in the DNA sequence of the NCF1 gene. This error results in the inability to produce an enzyme complex that plays an important role in the immune defense against bacteria and molds.

The CRISPR tool works...

The research team has now succeeded in using the CRISPR system to insert the missing letters in the right place. They performed the experiments in cell cultures of immune cells that had the same genetic defect as people with chronic granulomatous disease. "This is a promising result for the use of CRISPR technology to correct the mutation underlying this disease," says team leader Janine Reichenbach, professor of somatic gene therapy at the University Children's Hospital Zurich and the Institute for Regenerative Medicine at UZH.

... but unfortunately, it's not perfect

Interestingly however, some of the repaired cells now showed new defects. Entire sections of the chromosome where the repair had taken place were missing. The reason for this is the special genetic constellation of the NCF1 gene: it is present three times on the same chromosome, once as an active gene and twice in the form of pseudogenes. These have the same sequence as the defective NCF1 and are not normally used to form the enzyme complex.

CRISPR's molecular scissors cannot distinguish between the different versions of the gene and therefore occasionally cut the DNA strand at multiple locations on the chromosome -- at the active NCF1 gene as well as at the pseudogenes. When the sections are subsequently rejoined, entire gene segments may be misaligned or missing. The medical consequences are unpredictable and, in the worst case, contribute to the development of leukemia. "This calls for caution when using CRISPR technology in a clinical setting," says Reichenbach.

Safer method sought

To minimize the risk, the team tested a number of alternative approaches, including modified versions of CRISPR components. They also looked at using protective elements that reduce the likelihood of the genetic scissors cutting the chromosome at multiple sites simultaneously. Unfortunately, none of these measures were able to completely prevent the unwanted side effects.

"This study highlights both the promising and challenging aspects of CRISPR-based therapies," says co-author Martin Jinek, a professor at the UZH Department of Biochemistry. He says the study provides valuable insights for the development of gene-editing therapies for chronic granulomatous disease and other inherited disorders. "However, further technological advances are needed to make the method safer and more effective in the future."
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Probability training: Preventing errors of reasoning in medicine and law | ScienceDaily
A new LMU study shows how students can better understand and interpret conditional probabilities.


						
How trustworthy is a positive HIV test result? How probable is an actual infection when the test is positive? Even professionals often get such questions wrong, which can lead to misdiagnoses and unnecessary surgeries in practice. In a new study with medicine and law students, a team of mathematics education scholars from the Universities of Regensburg, Kassel, and Freiburg, Heidelberg University of Education, and LMU Munich has compared four different training courses designed to help students gain a better understanding of probabilities. The findings of the German Research Foundation project TrainBayes have now been published in the journal Learning and Instruction.

The focus was on so-called Bayesian situations. An example: Let's say that at a certain point during the coronavirus pandemic, 0.1% of the population was infected with SARS-CoV-2. Then one person carries out a SARS-CoV-2 self-test. 96% of infected people receive a positive test result. However, 2% of non-infected people also get a positive test result. What does this mean? How likely is it that the person in question is actually infected if they get a positive test result?

"Many people -- even experts in the respective domains -- significantly overestimate this probability," says LMU mathematics educationalist Karin Binder, one of the authors of the study. "The positive parameters of the tests cause people to trust the test result and overlook the small proportion of infected people."

To illustrate this situation, we can imagine that 100,000 people have been tested: Only, say, 100 people are infected, of which 96 receive a positive result. Of the 99,900 healthy people, 2% -- that is, 1,998 -- also receive a positive result. Consequently, of the 2,094 people in total with positive test results, only 96 are actually infected -- corresponding to almost 5%. As such, a positive test result is not yet, by itself, cause for alarm.

Nicole Steib from the University of Regensburg, lead author of the study, explains: "The translation of probabilities (2%) into concrete frequencies (1,998 out of 99,900), combined with representation of the information in a double tree, proved to be the most effective method of helping students solve similar tasks." The probability trees generally used in schools, by contrast, only help students with particularly advanced prior mathematical knowledge. In a follow-on project, the new training approaches are to be integrated into lessons for teaching at school.
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Detecting evidence of lung cancer in exhaled breath | ScienceDaily
Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. In a study in ACS Sensors, researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer. November is Lung Cancer Awareness Month.


						
People breathe out many gases, such as water vapor and carbon dioxide, as well as other airborne compounds. Researchers have determined that declines in one exhaled chemical -- isoprene -- can indicate the presence of lung cancer. However, to detect such small shifts, a sensor would need to be highly sensitive, capable of detecting isoprene levels in the parts-per-billion (ppb) range. It would also need to differentiate isoprene from other volatile chemicals and withstand breath's natural humidity. Previous attempts to engineer gas sensors with characteristics like these have focused on metal oxides, including one particularly promising compound made with indium oxide. A team led by Pingwei Liu and Qingyue Wangset out to refine indium oxide-based sensors to detect isoprene at the level at which it naturally occurs in breath.

The researchers developed a series of indium(III) oxide (In2O3)-based nanoflake sensors. In experiments, they found one type, which they called Pt@InNiOx for the platinum (Pt), indium (In) and nickel (Ni) it contains, performed best. These Pt@InNiOx sensors:
    	Detected isoprene levels as low as 2 ppb, a sensitivity that far surpassed earlier sensors.
    	Responded to isoprene more than other volatile compounds commonly found in breath.
    	Performed consistently during nine simulated uses.

More importantly, the authors' real-time analysis of the nanoflakes' structure and electrochemical properties revealed that Pt nanoclusters uniformly anchored on the nanoflakes catalyzed the activation of isoprene sensing, leading to the ultrasensitive performance.

Finally, to showcase the potential medical use of these sensors, the researchers incorporated the Pt@InNiOx nanoflakes into a portable sensing device. Into this device they introduced breath collected earlier from 13 people, five of whom had lung cancer. The device detected isoprene levels lower than 40 ppb in samples from participants with cancer and more than 60 ppb from cancer-free participants. This sensing technology could provide a breakthrough in non-invasive lung cancer screening and has the potential to improve outcomes and even save lives, the researchers say.
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High cost of childbirth and postpartum care causes biggest financial hardship for lower-income families with commercial insurance | ScienceDaily
The cost of childbirth and postpartum health care results in significant, ongoing financial hardship, particularly for lower-income families with commercial insurance according to a Columbia University study. About half of people who give birth in the United States are covered by commercial health insurance, which typically requires cost-sharing in the form of deductibles, copayments, and coinsurance. The study is published in the Milbank Quarterly.


						
Researchers Jamie Daw, PhD, of Columbia University Mailman School of Public Health, and Heidi L. Allen, PhD, of the Columbia University School of Social Work surveyed a representative sample of 4,453 postpartum people; 1,544 with a Medicaid-insured birth and 2,909 commercially insured, from the Postpartum Assessment of Health Survey (PAHS). A follow-up survey was conducted among participants in the CDC Pregnancy Risk Assessment Monitoring System (PRAMS) 12 to 14 months after giving birth in 2020 in six states -- Kansas, Michigan, New Jersey, Pennsylvania, Utah, Virginia -- and New York City. The survey included questions on health care costs and financial well-being.

The researchers found:
    	Over half of respondents with commercially insured births spent more than $1,000 out of pocket on childbirth and nearly 40 percent reported being somewhat or very worried about paying health care bills.
    	Lower income people (with annual incomes of less than about $60,000) with commercially insured births reported particularly high financial strain:            	nearly half still owed money for childbirth costs,
        	16 percent had not made any payments yet, and
        	1 in 5 had medical debt in collections.
    
    

Overall, Medicaid was financially protective for birthing families relative to commercial insurance. The vast majority of people with a Medicaid-covered birth did not have any out-of-pocket spending on childbirth or health care in the postpartum year (80 percent). However, even small amounts of cost-sharing were associated with outstanding medical debt. Among Medicaid enrollees with any OOP spending for childbirth, 1 in 3 still owed money and over 1 in 4 had not made any payments 12 to 14 months after birth.

"Out-of-pocket costs related to childbirth or postpartum care come at a time of financial vulnerability for families," Allen said. "There are significant costs associated with a new baby, including diapers and childcare. Additionally, many people take unpaid family-leave and some reduce their hours at work. Making childbirth more affordable should be a public policy priority."

To ease the financial burden for people with Medicaid, Daw and Allen propose that the Centers for Medicare and Medicaid Services or states eliminate all cost-sharing for pregnant and postpartum people in Medicaid and the Children's Health Insurance Program, which covers pregnancy for women with incomes above the Medicaid threshold in some states. Commercial insurance solutions might include allowing lower-income birthing people to apply for supplemental Medicaid coverage; exempting certain pregnancy and postpartum services from cost-sharing; and state actions to relieve the burden of medical debt.

"Policies to improve the affordability of childbirth can also be viewed as investments in early child health and development. "It is important to think about the trade-offs families may be forced to make between paying off medical debts related to childbirth and providing their children with resources -- like healthy food, adequate housing and quality childcare -- that are important for them to thrive," said Daw, assistant professor of Health Policy and Management at Columbia Mailman School. "This is an often-overlooked consequence of the high medical costs of childbirth in the United States."

Co-authors are Chen Liu, Columbia University Mailman School of Public Health; Mandi Spishak-Thomas, PhD, of the Rutgers Center for State Health Policy, and Kristen Underhill, Cornell Law School.
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Bioengineers shed light on dosing challenges for cancer immunotherapy | ScienceDaily
A team of Rice University bioengineers has developed a mathematical model that clarifies why interleukin-12 (IL-12) -- a potent immune-boosting protein that holds promise for cancer treatment -- loses effectiveness over time when used as an immunotherapeutic. The research challenges long-held assumptions about IL-12's behavior in the body and offers a path toward safer and more effective dosing regimens.


						
"IL-12 has a lot of potential for cancer immunotherapy, but dosing it effectively has proven very difficult and a key reason why IL-12 therapies have struggled to achieve hoped-for results in clinical trials over the past 30 years," said Oleg Igoshin, a professor of bioengineering and chemistry and associate chair of the Department of Bioengineering.

IL-12 belongs to a class of proteins known as cytokines that immune cells use to communicate with each other to coordinate the body's defenses against antigens. In theory, IL-12 could be used to help the body recognize cancer cells as harmful and boost the immune system's capacity to target and break down tumors. In practice, however, not only do blood IL-12 levels decrease over time despite steady dosage, but also the strength of the IL-12-induced immune response is gradually dampened. This phenomenon is known as desensitization.

"Understanding IL-12 desensitization is essential for figuring out how to develop a successful IL-12-based immunotherapy," said Jonathon DeBonis, a Rice Ph.D. student in bioengineering in the Cellular Systems Dynamics Lab led by Igoshin.

DeBonis said the two most prevalent hypotheses for how IL-12 desensitization occurs are that with each repeated dose, the protein either clears from blood faster or less of it actually reaches the blood. The distinction is important for designing dosing regimens, so the researchers built mathematical models to predict IL-12 levels under each scenario then compared model outputs to clinical trial data.

"The second hypothesis is far less commonly proposed in the literature, and we are the first to illustrate that it is, in fact, the more likely scenario," said DeBonis, who is the first author on a study about the research published in CPT: Pharmacometrics & Systems Pharmacology.

The team's findings challenge the long-standing assumption that desensitization results from the body clearing IL-12 from blood more efficiently over time. Instead, their model suggests that repeated IL-12 doses cause immune cells in the lymphatic system to develop more IL-12 receptors -- areas on the cell surface that bind to the protein -- causing these cells to essentially hoard IL-12 before it has a chance to make it into the bloodstream, where it could activate a greater number of immune cells and thus set off an enhanced, cascading immune response.




"This carries significant implications for IL-12 therapy design," DeBonis said. "Ultimately, our goal is to develop an algorithm that can accurately predict exposure to IL-12 throughout the body over time. That would be valuable for designing therapies that minimize exposure in the blood while keeping IL-12 levels high at the tumor site."

In the next phase of its research, the team plans to expand the model further to predict more nuanced immune responses to IL-12, an addition that could bring the researchers closer to creating adaptive, real-time dosing mechanisms. This work is part of a broader vision among the research team to optimize biologic therapies, a class of drugs that includes IL-12 and is derived from biological sources like cells, proteins, antibodies and hormones.

"Future treatments could eventually make it possible to have personalized, on-site medication production to treat cancer and other diseases," said Omid Veiseh, professor of bioengineering, Cancer Prevention and Research Institute of Texas Scholar and director of the Rice Biotech Launch Pad. "For this vision to become a clinical reality, we need better predictive tools and sense-and-response mechanisms to guide dosing over time."

DeBonis acknowledged computational support from Rice's Center for Research Computing (CRC), which enabled the team to process greater amounts of data in less time.

"A lot of the data fitting and optimization we do is computationally expensive," DeBonis said. "By sending labor-intensive tasks to the data cluster, we could run tests and validate results faster, enabling us to iterate quickly and refine our models."

The research was supported by the Welch Foundation (C-1995), the Advanced Research Projects Agency for Health (AY1AX000003) and a National Science Foundation (1338099) award to Rice's CRC.
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Newly discovered neurons change our understanding of how the brain handles hunger | ScienceDaily
As you're deciding whether to eat one more potato chip, a pitched battle takes place in your brain. One group of neurons promotes hunger while another induces satiety. How quickly one group gains the upper hand determines how likely you are to put down the bag of chips.


						
Now, scientists have discovered a missing link in this neural circuit governing hunger and satiety -- a previously unidentified type of neuron that serves as an immediate counterbalance to the urge to eat. The findings, published in Nature, expand the classic model of hunger and satiety regulation, and may provide new therapeutic targets for tackling obesity and metabolic disorders.

"This new type of neuron changes the conceptual framework for how feeding is regulated" says Han Tan, a research associate in Rockefeller's Laboratory of Molecular Genetics, headed by Jeffrey Friedman.

More or less

Traditionally, the brain's so-called feeding circuit was thought to involve a simple feedback loop between two types of brain cells in the hypothalamus: neurons expressing a gene named AGRP drive hunger and neurons expressing a gene named POMC promote satiety. Previously these two populations were thought to be the two main targets of leptin but recent studies suggested that this model was incomplete. While activating AGRP neurons rapidly induces appetite, activating POMC neurons takes hours to suppress appetite. Researchers wondered whether they had missed something. "We suspected POMC couldn't counterbalance the hunger neurons quickly enough to curb feeding," Tan says. "So we wondered if there was a missing neuron that could promote rapid satiety, on a similar timescale to that of AGRP."

Through single-cell RNA sequencing of neurons in the brain's arcuate nucleus, the team identified a new type of neuron that expresses a gene called BNC2 together with receptors for the hormone leptin, which has previously been shown to play a significant role in regulating body weight. This newly discovered BNC2 neuron rapidly responds to food cues and acts to rapidly inhibit hunger.

The findings reveal that BNC2 neurons, when activated by leptin and possibly other signals, not only suppress appetite but also alleviate the negative feelings associated with hunger. Remarkably, these neurons act by inhibiting the AGRP neurons and they can do so rapidly, serving as a complementary signal.




"This study has added an important new component to the neural circuit that regulates appetite and broadens our understanding of how leptin reduces appetite," Friedman says. "It also solves a mystery about how feeding is regulated on different time scales by different neurons."

Redefining hunger

The discovery of BNC2 neurons has broad implications for tackling obesity and metabolic disorders. "We are actively researching whether targeting these neurons could provide a new therapy for obesity or diabetes," Tan says, pointing to genetic studies that link BNC2 to high body mass index and diabetes risk in patients. The team is also exploring how stimulating or inhibiting these neurons affects glucose and insulin levels, further underscoring the therapeutic potential of modulating their activity.

This discovery could also have broad implications for how we understand the brain's control over instinctive behaviors. If BNC2 neurons can coordinate hunger regulation, could there be other similar circuits for behaviors like grooming or sleeping? Identifying similar circuits could deepen our understanding of how the brain choreographs complex actions across different instinctive behaviors, paving the way for further discoveries in behavioral neuroscience.

"We now believe BNC2 and AGRP to be the sort of yin and yang of feeding," Tan says.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241106132326.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



What happens in your brain while you watch a movie | ScienceDaily
By scanning the brains of people while they watched movie clips, neuroscientists have created the most detailed functional map of the brain to date. The fMRI analysis, publishing November 6 in the Cell Press journal Neuron, shows how different brain networks light up when participants viewed short clips from a range of independent and Hollywood films including Inception, The Social Network, and Home Alone. The team identified different brain networks involved in processing scenes with people, inanimate objects, action, and dialogue. They also revealed how different executive networks are prioritized during easy- versus hard-to-follow scenes.


						
"Our work is the first attempt to get a layout of different areas and networks of the brain during naturalistic conditions," says first author and neuroscientist Reza Rajimehr of Massachusetts Institute of Technology (MIT).

Different areas of the brain are highly interconnected, and these connections form functional networks that relate to how we perceive stimuli and behave. Most studies of brain functional networks have been based on fMRI scans of people at rest, but many parts of the brain or cortex are not fully active in the absence of external stimulation.

In this study, the researchers wanted to investigate whether screening movies during fMRI scanning could provide insight into how the brain's functional networks respond to complex audio and visual stimuli.

"With resting-state fMRI, there is no stimulus -- people are just thinking internally, so you don't know what has activated these networks," says Rajimehr. "But with our movie stimulus, we can go back and figure out how different brain networks are responding to different aspects of the movie."

To map the brain during movie watching, the researchers leveraged a previously collected fMRI dataset from the Human Connectome Project, consisting of whole brain scans from 176 young adults that were obtained while the participants watched 60 minutes' worth of short clips from a range of independent and Hollywood films.

The researchers averaged the brain activity across all participants and used machine learning techniques to identify brain networks, specifically within the cerebral cortex. Then, they examined how activity within these different networks related to the movie's scene-by-scene content -- which included people, animals, objects, music, speech, and narrative.




Their analysis revealed 24 different brain networks that were associated with specific aspects of sensory or cognitive processing, for example recognizing human faces or bodies, movement, places and landmarks, interactions between humans and inanimate objects, speech, and social interactions.

They also showed an inverse relationship between "executive control domains" -- brain regions that enable people to plan, solve problems, and prioritize information -- and brain regions with more specific functions. When the movie's content was difficult to follow or ambiguous, there was heightened activity in executive control brain regions, but during more easily comprehendible scenes, brain regions with specific functions, like language processing, predominated.

"Executive control domains are usually active in difficult tasks when the cognitive load is high," says Rajimehr. "It looks like when the movie scenes are quite easily comprehendible, for example if there's a clear conversation going on, the language areas are active, but in situations where there is a complex scene involving context, semantics, and ambiguity in the meaning of the scene, more cognitive effort is required, and so the brain switches over to using general executive control domains."

Since the analyses in this paper were based on average brain activities, the researchers say that future research could investigate how brain network function differs between individuals, between individuals of different ages, or between individuals with developmental or psychiatric disorders.

"In future studies, we can look at the maps of individual subjects, which would allow us to relate the individualized map of each subject to the behavioral profile of that subject," says Rajimehr. "Now, we're studying in more depth how specific content in each movie frame drives these networks -- for example, the semantic and social context, or the relationship between people and the background scene."
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Cracking the code of DNA circles in cancer: Potential therapy | ScienceDaily
A trio of research papers from Stanford Medicine researchers and their international collaborators transforms scientists' understanding of how small DNA circles -- until recently dismissed as inconsequential -- are major drivers of many types of human cancers.


						
The papers, to be published simultaneously in Nature on Nov. 6, detail the prevalence and prognostic impact of the circles, called ecDNA for extrachromosomal DNA, in nearly 15,000 human cancers; highlight a novel mode of inheritance that overthrows a fundamental law of genetics; and describe an anti-cancer therapy targeting the circles that is already in clinical trials.

The team, jointly known as eDyNAmiC, are a group of international experts led by professor of pathology Paul Mischel, MD. In 2022, Mischel and the eDyNAmiC team were awarded a $25 million grant from the Cancer Grand Challenges initiative to learn more about the circles. Cancer Grand Challenges, a research initiative co-founded by Cancer Research UK and the National Cancer Institute in the United States, supports a global community of interdisciplinary, world-class research teams to take on cancer's toughest challenges.

"We're in the midst of a completely new understanding of a common and aggressive mechanism that drives cancer," said Mischel, who holds the Fortinet Founders Professorship. "Each paper alone is noteworthy, and taken together they represent a major inflection point in how we view cancer initiation and evolution." Mischel is also an institute scholar at Stanford Medicine's Sarafan ChEM-H.

Mischel is co-senior author of each of the three papers; Howard Chang, MD, PhD, professor of dermatology and genetics, the Virginia and D.K. Ludwig Professor in Cancer Research and a Howard Hughes Medical Institute investigator, is the co-senior author of two of the three papers and a co-author on the third paper.

Those featured circles, ecDNAs, are small and often contain a few genes on their circular DNA. Frequently, these genes are cancer-associated genes called oncogenes. When a cancer cell contains multiple oncogene-encoding ecDNAs, they can supercharge the cell's growth and allow it to evade internal checkpoints meant to regulate cell division. The ecDNAs also sometimes encode genes for proteins that can tamp down the immune system's response to a developing cancer -- further advantaging tumor growth.

Greater prevalence than previously thought

Until recently, it was believed that only about 2% of tumors contained meaningful amounts of ecDNA. But in 2017, research in Mischel's lab showed that the small circles were widespread and likely to play a critical role in human cancers. In 2023, Mischel and Chang further showed that their presence jumpstarts a cancerous transformation in precancerous cells.




In the first of the three papers, of which Chang is a co-author and Mischel is a co-senior author, researchers in the United Kingdom built on Mischel's 2017 finding by analyzing the prevalence of ecDNA in nearly 15,000 cancer patients and 39 tumor types. They found that 17.1% of tumors contained ecDNA, that ecDNA was more prevalent after targeted therapy or cytotoxic treatments like chemotherapy, and that the presence of ecDNA was associated with metastasis and poorer overall survival.

The researchers also showed that the circles can contain not just cancer-driving oncogenes and genes that modulate the immune response, but also that others can contain only DNA sequences called enhancers that drive the expression of genes on other circles by linking two or more ecDNAs together.

"This was kind of a heretical idea," Chang said. "The ecDNAs with enhancer elements don't confer any benefit to the cell on their own; they have to work with other ecDNAs to spur cancer cell growth. If looked at through a conventional lens, the presence of ecDNAs that solely encode enhancers wouldn't seem to be a problem. But the teamwork and physical connection between different types of circles is actually very important in cancer development."

"This study is a tour de force of data gathering and analysis," Mischel said. "We learned critical lessons about which cancer patients are affected and what genes or DNA sequences are found in ecDNAs. We identified the genetic backgrounds and mutational signatures that give us clues as to how cancers originate and thrive."

Mischel and Chang are the co-senior authors of the second paper that studied how the ecDNA circles are segregated into daughter cells when cancer cells divide. Typically, ecDNAs segregate randomly during cell division. As a result, some new cells could have many ecDNAs while their sister cells had none. This kind of genetic roll of the dice increases the odds that at least some population of cells in the tumor will have the right combination of ecDNAs to evade environmental or drug challenges and contributes to the development of drug resistance.

Chang and Mischel and their colleagues showed that this concept is still true, to a point. But they found that, unlike chromosomes, ecDNA transcription -- the process of copying DNA sequences into RNA instructions that are then used to make proteins -- continues unabated during cell division. As a result, ecDNAs working in tandem remain interconnected during cell division and segregate together as multi-circle units to daughter cells.




A new take on peas

"This upends Gregor Mendel's rule of independent assortment of genes that aren't physically linked by DNA sequences," Mischel said, referring to the biologist and Augustinian friar who first described how traits are inherited during his studies of pea plants in the 1860s. "It's really stunning and an enormous surprise."

"Daughter cells that repeatedly inherit particularly advantageous combinations of ecDNA circles should be rare if the segregation of each type of circle is truly random," Chang said. "But this study showed that we were seeing many more of these 'jackpot events' than would be expected. It's like getting a good hand in poker. Cancer cells that get dealt that good hand over and over have a huge advantage. Now we understand how this happens."

These jackpot events highlight a weakness in the cancer cells, however. Chang and Mischel and the eDyNAmiC team realized that there is inherent tension between transcription and replication, each of which are carried out by protein machinery that trundles along the DNA strand. When transcription and replication machinery collide, the process stalls and the cell activates internal checkpoints to pause cell division until the conflict is resolved.

The third paper, of which Chang and Mischel are co-senior authors, reports that blocking the activity of an important checkpoint protein called CHK1 causes the death of ecDNA-containing tumor cells grown in the laboratory and causes tumor regression in mice with a gastric tumor fueled by the DNA circles.

"This turns the table on these cancer cells," Chang said. "They are addicted to this excess transcription; they can't stop themselves. We made this into a vulnerability that results in their death."

Currently in trials

The results were promising enough that a CHK1 inhibitor is now in early phase clinical trials for people with certain types of cancers that have multiple copies of oncogenes on ecDNAs.

"These papers represent what can happen when researchers from many different labs come together with a common goal," Mischel said. "Science is a social endeavor and together, through many avenues of converging data from wildly different sources, we've shown that these findings are real and important. We are going to continue exploring the biology of ecDNAs and use that knowledge for the benefit of patients and their families."

Mischel, Mariam Jamal-Hanjani, MD, PhD, a professor of cancer genomics and metastasis at the Cancer Research UK Lung Cancer Centre of Excellence at University College London Cancer Institute and Charles Swanton, PhD, a deputy clinical director at the Francis Crick Institute are co-senior authors of the paper on the prevalence and impact of ecDNA in nearly 15,000 cancer patients; clinical research fellow Chris Bailey, PhD, and senior bioinformatics scientist Oriol Pich, MD, PhD, of the Francis Crick Institute are co-lead authors. Jamal-Hanjani is also an honorary medical oncology consultant in translational lung oncology with the UCL Hospitals NHS Trust.

Mischel and Chang are co-senior authors of the paper detailing the mechanisms of inheritance of ecDNA; graduate student King Hung; postdoctoral scholar Matthew Jones, PhD; postdoctoral scholar Ivy Tsz-Lo Wong, PhD; and graduate student Ellis Curtis are the lead authors of the study.

Mischel, Chang and Christian Hassig, PhD, chief scientific officer of Boundless Bio, are the senior authors of the paper describing a new therapeutic approach targeting ecDNAs in cancer cells. Postdoctoral scholar Jun Tang, PhD; pathology instructor Natasha Weiser, MD; and postdoctoral scholar Guiping Wang, PhD, are the lead authors of the study.

Mischel and Chang are scientific co-founders of Boundless Bio, a San Diego-based oncology company developing cancer therapeutics based on ecDNA biology. Boundless Bio is the sponsor of a phase 1/2 study of an inhibitor of CHK1 in people with locally advanced or metastatic solid tumors with oncogene amplifications.

Through Cancer Grand Challenges team eDyNAmiC is funded by Cancer Research UK and the National Cancer Institute, with generous support to Cancer Research UK from Emerson Collective and The Kamini and Vindi Banga Family Trust.
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Brain stars hold our memories | ScienceDaily

"The prevailing idea is that the formation and recall of memories only involves neuronal engrams that are activated by certain experiences, and hold and retrieve a memory," said corresponding author Dr. Benjamin Deneen, professor and Dr. Russell J. and Marian K. Blattner Chair in the Department of Neurosurgery, director of the Center for Cancer Neuroscience, a member of the Dan L Duncan Comprehensive Cancer Center at Baylor and a principal investigator at the Jan and Dan Duncan Neurological Research Institute.

"Our lab has a long history of studying astrocytes and their interactions with neurons. We have found that these cells interact closely with each other, both physically and functionally, and that this is essential for proper brain function. However, the role of astrocytes in storage and retrieval of memories has not been investigated before," Deneen said.

Astrocytes trigger memory recall

The researchers began by developing a completely new set of laboratory tools to identify and study the activity of astrocytes associated with memory brain circuits.

A typical experiment consisted of, first, conditioning mice to feel fear and 'freeze' after exposure to a certain situation. When mice were placed back in the same situation after some time, they would freeze because they remembered. If the same mice were placed in a different situation, they would not freeze because it's not the original context in which they were conditioned to feel fear.

"Working with these mice and with our new lab tools, we were able to show that astrocytes do play a role in memory recall," said co-first author Dr. Wookbong Kwon, a postdoctoral associate in the Deneen lab.




The researchers show that during learning events, such as fear conditioning, a subset of astrocytes in the brain expresses the c-Fos gene. Astrocytes expressing c-Fos subsequently regulate circuit function in that brain region.

"The c-Fos-expressing astrocytes are physically close with engram neurons," said co-first author Dr. Michael R. Williamson, a postdoctoral associate in the Deneen lab. "Furthermore, we found that engram neurons and the physically associated astrocyte ensemble also are functionally connected. Activating the astrocyte ensemble specifically stimulates synaptic activity or communication in the corresponding neuron engram. This astrocyte-neuron communication flows both ways; astrocytes and neurons depend on each other."

When mice were in a situation not associated with fear, they did not freeze. "However, when the astrocyte ensemble in these mice in the non-fearful environment was activated, the animals froze, showing that astrocyte activation stimulates memory recall," Kwon said.

To better understand what mediates the activity of astrocyte ensembles in memory recall, the researchers investigated the gene NFIA. "Our lab has previously shown that astrocytic NFIA can regulate memory circuits, but whether it acts in ensembles of astrocytes to orchestrate memory storage and recall was unknown," Williamson said.

The team found that astrocytes activated by learning events have elevated levels of the NFIA protein, and preventing NFIA production in these astrocytes suppresses memory recall. Importantly, this suppression is memory specific.

"When we deleted the NFIA gene in astrocytes that were active during a learning event, the animals were not able to recall the specific memory associated with the learning event, but they could recall other memories," Kwon said.




"These findings speak to the nature of the role of astrocytes in memory," Deneen said. "Ensembles of learning-associated astrocytes are specific to that learning event. The astrocyte ensembles regulating the recall of the fearful experience are different from those involved in recalling a different learning experience, and the ensemble of neurons is different as well."

The current study illuminates a more complete picture of the players that are involved and the activities that take place in the brain during memory formation and recall. In addition, the study provides a new perspective when studying human conditions associated with memory loss, like Alzheimer's disease, as well as conditions in which memories occur repeatedly and are difficult to suppress, like post-traumatic stress disorder.

Junsung Woo, Yeunjung Ko, Ehson Maleki, Kwanha Yu, Sanjana Murali and Debosmita Sardar also contributed to this work. They are all affiliated with Baylor College of Medicine.

This work was supported by U.S. National Institutes of Health grants (R35-NS132230, R21-MH134002 and R01-AG071687), grant AHA-23POST1019413 and a grant from the National Research Foundation of Korea (RS- 2024-00405396). Further support was provided by the David and Eula Wintermann Foundation, the Eunice Kennedy Shriver National Institute of Child Health and Human Development of the National Institutes of Health award P50HD103555.
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New haptic patch transmits complexity of touch to the skin | ScienceDaily
A Northwestern University-led team of engineers has developed a new type of wearable device that stimulates skin to deliver various complex sensations.


						
The thin, flexible device gently adheres to the skin, providing more realistic and immersive sensory experiences. Although the new device obviously lends itself to gaming and virtual reality (VR), the researchers also envision applications in healthcare. For example, the device could help people with visual impairments "feel" their surroundings or give feedback to people with prosthetic limbs.

The study will be published on Wednesday (Nov. 6) in the journal Nature.

The device is the latest advance in wearable technology from Northwestern bioelectronics pioneer John A. Rogers. The new study builds on work published in 2019 in Nature, in which his team introduced "epidermal VR," a skin-interfaced system that communicates touch through an array of miniature vibrating actuators across large areas of the skin, with fast wireless control.

"Our new miniaturized actuators for the skin are far more capable than the simple 'buzzers' that we used as demonstration vehicles in our original 2019 paper," Rogers said. "Specifically, these tiny devices can deliver controlled forces across a range of frequencies, providing constant force without continuous application of power. An additional version allows the same actuators to provide a gentle twisting motion at the surface of the skin to complement the ability to deliver vertical force, adding realism to the sensations."

Rogers is the Louis A. Simpson and Kimberly Querrey Professor of Materials Science and Engineering, Biomedical Engineering and Neurological Surgery, with appointments in Northwestern's McCormick School of Engineering and Northwestern University Feinberg School of Medicine. He also directs the Querrey Simpson Institute for Bioelectronics.

Rogers co-led the work with Northwestern's Yonggang Huang, the Jan and Marcia Achenbach Professorship in Mechanical Engineering at McCormick; Hanqing Jiang of Westlake University in China; and Zhaoqian Xie of Dalian University of Technology in China. Jiang's team built the small modifying structures needed to enable twisting motions.




Leveraging skin-stored energy

The new device comprises a hexagonal array of 19 small magnetic actuators encapsulated within a thin, flexible silicone-mesh material. Each actuator can deliver different sensations, including pressure, vibration and twisting. Using Bluetooth technology in a smartphone, the device receives data about a person's surroundings for translation into tactile feedback -- substituting one sensation (like vision) for another (touch).

Although the device is powered by a small battery, it saves energy using a clever "bistable" design. This means it can stay in two stable positions without needing constant energy input. When the actuators press down, it stores energy in the skin and in the device's internal structure. When the actuators push back up, the device uses the small amount of energy to release the stored energy. So, the device only uses energy when the actuators change position. With this energy-efficient design, the device can operate for longer periods of time on a single battery charge.

"Instead of fighting against the skin, the idea was ultimately to actually use the energy that's stored in skin mechanically as elastic energy and recover that during the operation of the device," said Matthew Flavin, the paper's first author. "Just like stretching a rubber band, compressing the elastic skin stores energy. We can then reapply that energy while we're delivering sensory feedback, and that was ultimately the basis for how we create the created this really energy-efficient system."

At the time of the research, Flavin was a postdoctoral researcher in Rogers' lab. Now, he is an assistant professor of electrical and computer engineering at the Georgia Institute of Technology.

Sensory substitution

To test the device, the researchers blindfolded healthy subjects to test their abilities to avoid objects in their path, change foot placement to avoid injury and alter their posture to improve balance.




One experiment involved a subject navigating a path through obstructing objects. As the subject approached an object, the device delivered feedback in the form of light intensity in its upper right corner. As the person moved nearer to the object, the feedback became more intense, moving closer to the center of the device.

With only a short period of training, subjects using the device were able to change behavior in real time. By substituting visual information with mechanical, the device "would operate very similarly to how a white cane would, but it's integrating more information than someone would be able to get with a more common aid," Flavin said.

"As one of several application examples, we show that this system can support a basic version of 'vision' in the form of haptic patterns delivered to the surface of the skin based on data collected using the 3D imaging function (LiDAR) available on smartphones," Rogers said. "This sort of 'sensory substitution' provides a primitive, but functionally meaningful, sense of one's surroundings without reliance on eyesight -- a capability useful for individuals with vision impairments."
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Researchers have uncovered the mechanism in the brain that constantly refreshes memory | ScienceDaily
Mount Sinai researchers have discovered for the first time a neural mechanism for memory integration that stretches across both time and personal experience. These findings, reported in Nature, demonstrate how memories stored in neural ensembles in the brain are constantly being updated and reorganized with salient information, and represent an important step in deciphering how our memories stay current with the most recently available information. This discovery could have important implications for better understanding adaptive memory processes (such as making causal inferences) as well as maladaptive processes (such as post-traumatic stress disorder, or PTSD).


						
"The long-held view is that memories are formed during initial learning and remain stable in neural ensembles over time, enabling us to recall a particular experience," says Denise Cai, PhD, Associate Professor of Neuroscience at the Icahn School of Medicine at Mount Sinai and senior author of the study. "Our work with mouse models shows the inadequacy of this theory, since it doesn't account for how the brain can both store memories while flexibly updating them with new and relevant information. This combination of stability and flexibility within neural ensembles is critical for us to make everyday predictions and decisions, and to interact with an ever-changing world."

The fundamental question of how we dynamically update memories as we encounter fresh information has continued to challenge neuroscientists. For their study, the Mount Sinai team tracked the behavior and neural activity in the hippocampus of adult mice as they learned new experiences, rested after each experience (during so-called "offline" periods), and recalled past memories in the following days. Researchers found that after each event, the brain consolidates and stabilizes the memory by replaying the experience. After a negative experience, the brain replays not just that event, but memories from days earlier, seemingly searching for related events to link together and, therefore, integrate memories across time.

The study of mice that experienced a highly adverse event (e.g., receiving an foot shock in a specific environment), revealed that negative experiences drove reactivation of not only the recent adverse memory, but also of a "neutral," or non-threatening, memory formed days earlier (a safe and different environment where they did not receive any shocks). "We learned that when mice were resting after a highly negative experience, they simultaneously reactivated the neural ensemble of that experience and the past neutral memory, thus integrating the two distinct memory modalities," explains Dr. Cai. "We refer to this phenomenon as ensemble co-reactivation, and now know that it drives the long-term linking of memories in the brain."

Contrary to published literature showing how sleep seems to benefit memory storage, researchers found that memory linkage occurred more often while mice were awake than asleep. This finding raised interesting questions for the team about the distinct roles that wakefulness and sleep play in different memory processes. The research also showed that adverse experiences were more likely to be linked with past memories, or "retrospectively," than "prospectively" across days, and that more intense negative events were more likely to drive retrospective memory-linking.

"In discovering a complex neural mechanism that facilitates memory integration, we've taken a major step in the direction of better understanding real-world memory, where we know that our memories are constantly being updated and remodeled with subsequent experience so that we can function day-to-day in a dynamic world," said Dr. Cai.
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Brain acts like music box playing different behaviors | ScienceDaily
Neuroscientists have discovered brain cells that form multiple coordinate systems to tell us "where we are" in a sequence of behaviours. These cells can play out different sequences of actions, just like a music box can be configured to play different sequences of tones. The findings help us understand the algorithms used by the brain to flexibly generate complex behaviours, such as planning and reasoning, and might be useful in understanding how such processes go wrong in psychiatric conditions such as schizophrenia.


						
The research, published today in Nature, outlines how scientists at the Sainsbury Wellcome Centre at UCL and University of Oxford studied mice learning different behavioural sequences but with the same structure. This allowed the team to uncover how mice generalise structures to new tasks, a hallmark of intelligent behaviour.

"Every day we solve new problems by generalising from our knowledge. Take cooking for example. When faced with a new recipe, you are able to use your background knowledge of similar recipes to infer what steps are needed, even if you have never made the meal before. We wanted to understand at a detailed cellular level how the brain achieves this and also to infer from this brain activity the algorithms being used to solve this problem," commented Dr Mohamady El Gaby, first author on the study and postdoctoral neuroscientist in the Behrens lab at the Sainsbury Wellcome Centre at UCL and Nuffield Department of Clinical Neurosciences, University of Oxford.

The researchers gave mice a series of four goal locations. While the details of the sequences were different, the general structure was the same. Mice moved between the goal locations (A B C and D) that repeated in a loop.

"After experiencing enough sequences, the mice did something remarkable -- they guessed a part of the sequence they had never experienced before. When reaching D in a new location for the first time, they knew to go straight back to A. This action couldn't have been remembered, since it was never experienced in the first place! Instead, it's evidence that mice know the general structure of the task and can track their "position" in behavioural coordinates," explained Dr El Gaby.

To understand how the mice learned the general structure of the task, the researchers used silicon probes that allowed them to record the activity of multiple individual cells from an area of the brain called the medial frontal cortex. They found that the cells collectively mapped the animal's "goal progress." For example, one cell could fire when the animal is 70% of the way to its goal, regardless of where the goal is or how far it takes to reach it.

"We found that the cells tracked the animal's behavioural position relative to concrete actions. If we think of the cooking analogy, the cells cared about progress towards subgoals such as chopping the vegetables. A subset of the cells were also tuned to map the progress towards the overall goal, such as finishing preparing the meal. The "goal progress" cells therefore effectively act as flexible building blocks that come together to build a behavioural coordinate system," said Dr El Gaby.

In effect, the team found that the cells form multiple coordinate systems, each telling the animal where it is relative to a specific action. In a similar way to a music box that can be configured to play any sequence of tones, the brain can instead "play" behavioural actions.

The team are now working to understand how these activity patterns are built into the brain's connections, both when learning new behaviours, and how they start to emerge in the developing brain. In addition, early work from the group and their collaborators suggests similar brain activity is present in equivalent circuits in healthy humans. This has encouraged the team to work with psychiatrists to understand how these processes are affected in conditions like schizophrenia, which is known to involve the same brain circuits. This could help explain why people with schizophrenia overestimate their progress to goals leading to delusions.

This research was supported by a Wellcome Trust PhD studentship (220047/Z/19/Z), Wellcome Principal Research Fellowship (219525/Z/19/Z), Wellcome Collaborator award (214314/Z/18/Z), The Wellcome Centre for Integrative Neuroimaging and Wellcome Centre for Human Neuroimaging core funding from the Wellcome Trust (203139/Z/16/Z, 203147/Z/16/Z), the Sir Henry Wellcome Post-doctoral Fellowship (222817/Z/21/Z), the Gatsby Charitable Foundation, the Wellcome Trust career development award (225926/Z/22/Z), and a Wellcome trust SRF (202831/Z/16/Z).
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How cancer immunotherapy may cause heart inflammation in some patients | ScienceDaily
Some patients being treated with immune checkpoint inhibitors, a type of cancer immunotherapy, develop a dangerous form of heart inflammation called myocarditis. Researchers led by physicians and scientists at the Broad Institute of MIT and Harvard and Massachusetts General Hospital (MGH), a founding member of the Mass General Brigham healthcare system, have now uncovered the immune basis of this inflammation. The team identified changes in specific types of immune and stromal cells in the heart that underlie myocarditis and pinpointed factors in the blood that may indicate whether a patient's myocarditis is likely to lead to death.


						
Appearing in Nature, the results are among the earliest translational findings to come from the Severe Immunotherapy Complications (SIC) Service and Clinical-Translational Research Effort, which is based at Mass General Cancer Center and includes Broad researchers. Launched in 2017, this is a first-of-its-kind program in North America focused on improving the diagnosis, treatment, and understanding of serious immunotherapy complications, which can affect nearly every organ system. The team focused on myocarditis as one of their first research projects because despite being one of the rarer complications from immune checkpoint inhibitors (ICIs), it is the most deadly.

Importantly, these findings provide the first evidence for an immune reaction in the heart that is distinct from the immune response at the tumor, suggesting that targeted treatments might be able to address myocarditis while allowing patients to continue receiving potentially life-saving anti-tumor immunotherapy. The results also highlight possible therapeutic targets that bolster the rationale behind an ongoing clinical trial recently launched at MGH that is testing a drug for this kind of heart inflammation.

Roughly 1 percent of patients treated with an ICI -- more than 2,000 individuals a year in the US -- will develop myocarditis, and this number goes up to nearly 2 percent among patients treated with certain immunotherapy drugs in combination. Myocarditis leads to dangerous cardiac events such as arrhythmia and heart failure in 50 percent of cases, and about a third who develop the condition will die from it, despite current treatments. In addition, treatments and supportive care approaches used for other forms of myocarditis, such as viral myocarditis, don't work for this type.

"We don't have great solutions now to help these patients, so we try everything to shut down the immune system and reverse myocarditis, but that's an imprecise approach that comes with its own risks," said study co-senior author Alexandra-Chloe Villani, an institute member at the Broad, an investigator in the Krantz Family for Cancer Research and the Center for Immunology and Inflammatory Diseases at MGH, and an assistant professor of Medicine at Harvard Medical School who leads the translational research endeavors related to the SIC Service at MGH. "Our results provide a more detailed picture of what's happening in the heart and suggest intriguing new ways forward to improve patient care."

"Myocarditis from immune checkpoint inhibitors is a major hurdle for us clinically," said co-senior author Kerry Reynolds, the clinical director of inpatient oncology at MGH, director of the SIC Service, and an assistant professor of medicine at Harvard Medical School. "This study is a game-changer, paving the way to unearthing the roots of these complications. We are incredibly grateful to each and every patient who partnered with us, all those involved in their clinical care, and the exceptional team in our lab who made this research possible."

"This work provides a biological foundation for testing more targeted therapies for myocarditis due to an immune checkpoint inhibitor. This paper is a major step forward as we need to improve our understanding of this toxicity, and this will lead to improved outcomes," said co-senior author Tomas Neilan, an associate professor of medicine at Harvard Medical School and director of the Cardio-Oncology Program and co-director of the Cardiovascular Imaging Research Center at Mass General.




Benefits and risks

Approximately one-third of patients with cancer in the United States are eligible to receive the revolutionary drugs known as immune checkpoint inhibitors (ICIs), which are part of the immunotherapy class of medicines that take the brakes off the body's immune system so that it can fight cancer.

The threat of serious complications and the challenge of how to manage them is growing as more patients undergo ICI treatment each year. More than 230,000 patients in the US were treated with ICIs in 2020, and that number has likely grown since then as the FDA has approved more than 80 indications for these medicines. Most patients taking one or more ICI drugs will develop at least one form of toxicity and, depending upon the drug given, ten percent to more than 50 percent will develop a severe complication. The complications can be difficult to halt or reverse, even if the treatment is stopped, and patients can develop life-threatening organ inflammation after a single dose. Doctors currently don't have effective targeted treatments, so they often have to stop the anti-tumor therapy or give large amounts of steroids, which have their own undesired side effects such as lowering the efficacy of the ICI anti-tumor treatment.

One of the more feared complications of immunotherapy, checkpoint myocarditis is significantly more dangerous for patients than myocarditis from other causes and it's unclear why. "Since we first started seeing checkpoint myocarditis less than a decade ago, it's largely been a black box," said co-first author Daniel Zlotoff, a cardiologist and assistant in medicine at MGH and postdoctoral fellow in the Villani lab. "Only now are we starting to answer the fundamental biological questions, which we hope will shed light on the optimal treatments to make it more tolerable and improve outcomes for patients."

In the new study, the researchers collected blood from individuals who developed myocarditis while on ICI therapy and consented to be part of the study, along with paired heart and tumor tissue from some. As patients underwent diagnostic procedures at the SIC Service, or after they succumbed to the illness, samples were taken and rapidly sent to the lab, where the research team performed single-cell RNA sequencing analysis along with microscopy, proteomic analysis, and T-cell receptor sequencing to identify cells involved in driving and sustaining the inflammatory processes associated with myocarditis.

In the heart tissue of patients, the team observed the upregulation of molecular pathways that help recruit and retain immune cells involved in inflammation. They also saw an increase in abundance of several immune cell subsets, as well as an increase in abundances of certain cellular groupings composed of specific cytotoxic T cells, conventional dendritic cells (cDCs), and inflammatory fibroblasts that were found together in the hearts of patients with active disease. In the blood, they found reductions in plasmacytoid dendritic cells, cDCs, and B lineage cells along with increased numbers of other mononuclear phagocytes.




The team also analyzed the T-cell receptor, a unique protein complex that binds and responds to foreign particles known as antigens. T-cell receptors abundant in the affected heart tissue were distinct from those seen in tumors, a result that is different from findings by other researchers which suggested that the immune responses in a patient's heart and tumor were the same. The team also found no evidence for T-cell receptors recognizing the a-myosin protein, which was previously reported to be a pivotal antigen driving checkpoint myocarditis. These results suggest that the T-cell receptors most abundant in affected heart tissue recognize undetermined antigens. In future work, the researchers hope to identify the particular antigens at play in the heart and the tumor and discern whether they are normal proteins, mutated tumor proteins, foreign particles like viruses, or something novel.

"Because the responses in the tumor and the heart are different, it makes us hopeful that we can someday disentangle the two and treat them separately," said co-first author Steven Blum, an oncologist at MGH and postdoctoral fellow in the Villani lab. "We're especially grateful to the patients who are willing to participate. Ultimately, it's the biggest gift that a patient can give to research." The researchers acknowledge that the result was only possible with crucial contributions from MGH and Broad members who lead the Rapid Autopsy Program, developed by Dejan Juric, and the hospital's pathology team, notably James Stone.

The pattern of T cell subtypes in the blood also indicated which individuals were more likely to succumb to myocarditis, suggesting that a blood-based measurement could one day be used to flag patients who are at increased risk and should be monitored closely or avoid immunotherapy altogether. They also found T cells in the peripheral blood that originated in the heart and correlated with severity of disease. The findings open the door to developing a diagnostic blood test that could replace invasive heart biopsies for patients suspected of having myocarditis.

The work also lends support to an ongoing clinical trial (ATRIUM, NCT05335928) based at MGH exploring the use of an arthritis drug, abatacept, to control myocarditis in these patients. "We always want better patient outcomes, but we need hard evidence from clinical trials on how to resolve the inflammation while preserving anti-tumor responses," said Reynolds. "These cell maps help guide us to what we should be studying in clinical trials."

By treating and studying complications across different organ systems, the researchers hope to find both distinct and shared mechanisms that can shed light on adverse events that affect diverse parts of the body in these patients, often simultaneously. The researchers are also working to bring together other institutions that share the goal of improving immunotherapy and cancer patient care, and are providing guidance for similar efforts elsewhere.

"It's important to remember that immunotherapy drugs are miracle life-saving medicines, and patients should not be afraid of them," said Villani. "We just need to make them work better so that we can maximize their anti-tumor treatment benefit while minimizing the risk of adverse events."

Other individuals leading the study include co-first authors Neal Smith, Isabela Kernin, and Swetha Ramesh, and co-senior author Molly Thomas.
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Prolonged sitting can sabotage health, even if you're young and active | ScienceDaily
Between long commutes, video conference-packed workdays and evenings of streaming and scrolling, millennials now spend more than 60 hours per week sitting, potentially boosting their heart disease risk and accelerating other signs of aging, according to new CU Boulder and University of California Riverside research.


						
The study of more than 1,000 former or current Colorado residents, including 730 twins, is among the first to explore how prolonged sitting impacts health measures such as cholesterol and body mass index (BMI) in young adults.

It found that meeting the minimum recommended physical activity guidelines -- about 20 minutes per day of moderate exercise -- isn't enough to counter the hazards of spending most waking hours in a seat.

"Our research suggests that sitting less throughout the day, getting more vigorous exercise, or a combination of both may be necessary to reduce the risk of premature aging in early adulthood," said the study's senior author Chandra Reynolds, a professor in the Department of Psychology and Neuroscience and the Institute for Behavioral Genetics.

For the study, published in the journal PLOS ONE, Reynolds teamed up with first author Ryan Bruellman, a doctoral candidate in the Department of Genetics, Genomics and Bioinformatics at UC Riverside.

After the COVID pandemic, Bruellman noticed that he and other people his age were sitting more. He set out to learn more about the consequences.

"Young adults tend to think they are impervious to the impacts of aging. They figure, 'My metabolism is great, I don't have to worry until I'm in my 50s or 60s,'" said Bruellman. "But what you do during this critical time of life matters."

A walk after work isn't enough




The authors analyzed data from participants ranging in age from 28 to 49, average age 33, from CU's Colorado Adoption/Twin Study of Lifespan behavioral development and cognitive aging (CATSLife), which has followed twins and adopted individuals since childhood.

On average, participants reported sitting almost 9 hours daily, with some sitting as much as 16 hours. They reported between 80 and 160 minutes of moderate physical activity on average weekly and less than 135 minutes of vigorous exercise weekly. The authors note that these results are likely better than national averages due to Colorado's active lifestyle.

The researchers looked at two key measures of heart and metabolic aging: total cholesterol/high-density lipoprotein and body mass index (BMI). The study found that, essentially, the more one sat, the older one looked. And adding a little moderate activity on top of a long day of sitting did little to buffer these impacts.

In fact, young adults who sat 8.5 hours per day and performed at or below current exercise recommendations could enter a "moderate to high risk" category for cardiovascular and metabolic disease, the authors said.

"Taking a quick walk after work may not be enough," said Reynolds. "While this is increasingly apparent with age, we show that associations are already emerging in early adulthood."

Adding vigorous activity did have a buffering effect.




For instance, those who exercised vigorously (think running or cycling) for 30 minutes daily had cholesterol and BMI measures that looked like those of individuals five to 10 years younger who sat as much as they did but didn't exercise.

But even vigorous activity could not fully buffer the negative impacts of prolonged sitting, the study concluded.

Same genes, different lifestyles

Identical twins are particularly useful to study because they share 100% of their genes, making it easier to rule out genetic factors that might contribute to different health outcomes and zero in on lifestyle differences.

When looking at a subset of twins with different sitting and physical activity habits, the researchers found that replacing sitting with exercise seemed to work better to improve cholesterol than simply adding exercise to a full day of sitting.

Bottom line, the researchers said: Try to do both.

Use a standing desk, take breaks and organize walking meetings to reduce sitting time at work. If possible, do something that gets you out of breath for at least 30 minutes per day, or be a "weekend warrior" getting in a longer, vigorous workouts when you can, said Bruellman.

He hopes the study will serve as a call to action for policymakers to revisit physical activity guidelines and specify how much sitting is too much.

Meanwhile, Reynolds encourages young adults to take steps now that could shape their future:

"This is the time to build habits that will benefit health over the long term."
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Toward better surgical outcomes in patients undergoing knee replacement surgery | ScienceDaily
When performing knee replacement surgery, also called total knee arthroplasty, doctors traditionally try to align the hip, knee, and ankle in a straight line, forming a neutral alignment, rather than replicating the patient's original alignment. Now, in an effort to understand which approach is better, researchers from Kyushu University collected convincing evidence in favor of preserving the patient's native alignment. The study was published in The Bone & Joint Journal on 1 October, 2024.


						
When the knee is damaged due to injury or arthritis, performing daily activities like walking, sitting, and running becomes difficult due to extreme pain. In cases of severe damage, knee replacement surgery is recommended by orthopedic surgeons, to reform the damaged parts of the knee and relieve pain by attaining a neutral alignment.

However, this neutral alignment is not always the patient's original alignment and there is some debate within the orthopedic community on whether restoring the patient's original alignment can lead to better patient-reported outcomes. In the present study, researchers have attempted to settle this debate and create a comprehensive guide on preoperative planning and execution of knee replacement surgery.

This study is mostly centered around a classification system called the Coronal Plane Alignment of the Knee (CPAK). It categorizes the possible alignments of the knee joint based on two main characteristics. First is the hip-knee-ankle angle; large negative angles cause the knees to be positioned outward, whereas large positive angles cause the knees to point inward. Meanwhile, the second characteristic is the angle of the joint line, which refers to the angle between a line level with the ground and an imaginary line going across the points where the femur meets the tibia.

The research team, which included MD Toshiki Konishi and Associate Professor Satoshi Hamai from the Department of Orthopedic Surgery at Kyushu University Hospital, sought to determine whether changes in the CPAK categorization before and after knee replacement surgery were associated with notable differences in outcomes. To this end, they collected data from 231 patients who received knee replacement surgery for osteoarthritis at Kyushu University Hospital between 2013 and 2019. Using X-ray images, the team determined the CPAK classification and alignment variables of the patients before and after surgery. They also sent a questionnaire to the patients, from which they derived a series of standardized scores related to symptoms, overall satisfaction, activity levels, and quality of life after the operation.

After statistical analysis, the researchers revealed that patients who underwent changes in knee alignment after knee replacement surgery, as determined using the CPAK classification, had significantly worse long-term outcomes. Interestingly, they also found that patients whose joint line angle was tilted to the outside of their knee after surgery (away from the other leg) reported overall worse outcomes as well.

This study demonstrates that precisely replicating a patient's native alignment during surgery is crucial for ensuring optimal recovery and a higher quality of life. These results could have important implications for how knee replacement surgeries are performed worldwide.

"In future clinical practice, our findings may guide surgeons in preoperative planning and execution of total knee arthroplasty. By aiming to restore the patient's inherent alignment, patients can achieve superior postoperative outcomes," explains Konishi. Adding further, he says, "This could help address the challenge of variability in patient outcomes after total knee arthroplasty by providing a more personalized approach to knee alignment, which could become a new standard in orthopedic surgery."

Highlighting the fact that this was a retrospective study, the research team now aims to take on a prospective approach in their upcoming work. "We plan to incorporate the CPAK classification into preoperative planning, setting each patient's native knee alignment as the surgical target. Using the robot-assisted technology implemented at our institution, we are now able to perform total knee arthroplasty with high precision, ensuring the accurate reproduction of the preoperative plan," comments Konishi.

The researchers believe that these efforts will help improve the gold standard of knee replacement surgery, leading to healthier, pain-free, and more active postoperative lives for patients.
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Rethinking electric bus depots as 'profitable energy hubs' | ScienceDaily
When it comes to fighting climate change, electric buses are a triple threat: they encourage energy-efficient levels of urban population density; take dozens of polluting vehicles off the street; and don't release tailpipe emissions.


						
The popularity of this approach presents its own challenges, however: cities can deploy electric buses faster than their power grids can keep up with the increased demand.

For University of Utah engineering professor Xiaoyue Cathy Liu, this challenge is an opportunity -- not just to solve the immediate problem of grid stability, but to radically rethink how public transportation systems are integrated into other parts of civic infrastructure.

"Integrating onsite solar power generation and energy storage at bus depots introduces a brand new renewable energy production and management mode," Liu said, "transforming a public transport depot into an energy hub that produces more electricity than it consumes."

A professor in Price College of Engineering's Department of Civil & Environmental Engineering, Liu recently published a study in the journal Nature Energy that analyzes the potential of this approach using data from Beijing's fleet of electric buses. The international collaboration includes researchers from China's Beihang University, Sweden's Chalmers University of Technology and Germany's Fraunhofer Institute for Systems and Innovation Research ISI.

Beijing's 27,000 buses form the largest public transportation system in the world. More than 90% of those in service as of 2022 are low- or no-emission vehicles. These battery-powered buses recharge through a network of more than 700 bus depots spread across 6,500 square miles, a substantial piece of physical infrastructure that runs in parallel with the region's electrical grid. And given the power demands of the vehicles they serve, these depots put a heavy load on that grid, raising the potential for localized brownouts or other disruptions.

Using advanced data science scene techniques, Liu and her colleagues are exploring whether locally generated solar power would be sufficient to counterbalance this demand. Critically, they are also studying the complicated economic factors that would determine this approach's feasibility.




"More than meeting demand, our simulations show that these depots could net out to be energy producers, further stabilizing the grid," Liu said.

The study is based on a computer model of the Beijing bus network, replete with real-world data on air temperature and solar irradiance at each depot, recorded over the course of 2020. Combined with the rooftop surface area of each depot, the researchers were able to predict the electric output of solar panels that could be installed there.

Adding to the complexity of this model is the degree of variation between depots, in terms of both supply and demand. With more buses to charge, busier depots can make the most of a day's sunshine, while more remote depots would need to store or redistribute their excess electricity lest it go to waste.

"We found energy storage to be the most expensive factor in the model, so smarter and strategic charging schedules would need to be implemented," Liu said. "That responsiveness is critical, as variable energy pricing schemes have such a large impact on the overall economics."

The researchers aim to further generalize their model, providing a pathway for other countries to estimate the return-on-investment of similarly transforming bus depots and other pieces of civic infrastructure into energy hubs.
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Microbes in mouth reflect lifestyle choices | ScienceDaily
Lifestyle can shape the composition of beneficial bacteria and other microorganisms within the mouth, according to a new study led by Penn State biologists. The international team revealed how the "oral microbiome" differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups -- and found that lifestyle, as well as specific lifestyle factors like smoking, can shape the microbiome. A paper describing the results appears Nov. 4 in the journal Microbiome.


						
A healthy oral microbiome, a community of microorganisms live in the mouth, plays an important role in aiding in the digestion of food, immune system support and protecting against invading pathogens, while an unhealthy oral microbiome has been linked to a variety of diseases in humans.

"The oral microbiome has been understudied, and most studies of the oral microbiome have been conducted in Western populations," said Emily Davenport, assistant professor of biology in the Penn State Eberly College of Science and leader of the research team. "Although we have learned a lot from that, microbiomes look different around the world. By studying how the diversity and composition of the oral microbiome varies with lifestyle in a global context, we can improve our knowledge of how the oral microbiome impacts human health."

In a study of 63 Nepali individuals representing spectrum of dietary practices, the researchers examined how major lifestyle factors like subsistence strategy -- how a person obtains the necessities of life like food and shelter -- as well as more specific factors and behaviors, like smoking, may be contributing to differences in the microbiomes across populations.

"We know from previous studies that there are differences in the microbiome between individuals that live in highly industrialized, Westernized societies and those that are nomadic hunter gatherers, but there is a broad spectrum of lifestyles between those," said Erica Ryu, graduate student in biology in the Penn State Eberly College of Science and first author of the paper. "Our understanding of these relationships so far has been clouded by geography; it's difficult to make statements about the impact of lifestyles when you are comparing people in different countries with, for example, different climates, access to medical care, and exposure to diseases. In this study, we comprehensively investigated the oral microbiome of individuals across a range of lifestyles from the same country, Nepal."

The researchers studied the oral microbiomes of people from groups with a variety of subsistence strategies. These included foragers, who are hunters and gatherers and may not live in one location for the entire year; subsistence farmers who are hunter gatherers from groups that recently settled and began farming in the past 50 years; agriculturalists from groups that have relied on farming for several centuries; industrialists, who are expatriates from Nepal that immigrated to the United States within the last 20 years; as well as a group of industrialists who were born in the same area of the United States for comparison. They also asked a variety of questions about lifestyle, including diet, education, medical practices, and other behaviors.

The researchers sequenced the DNA of the microbes within saliva samples to determine the specific species of bacteria within each individual's oral microbiome. They found that the composition of species within the oral microbiome tended to follow the gradient of subsistence strategies, with some specific species more prominent in foragers and one species more prominent in the industrialists, suggesting that lifestyle does indeed impact the oral microbiome.




Additionally, the presence of several species of microbes were related to specific lifestyle factors, including smoking, the prominent type of grains in an individual's diet -- barley and maize vs. rice and wheat -- and consumption of a plant called nettle. The researchers note that previous research has associated consistent smoking with oral microbiome composition in industrialized populations, and collectively this suggests that smoking habits play an important role in determining the oral microbiome across a variety of lifestyles.

"It makes sense that different microbes might feed on the different grains in a person's diet, but it's interesting that we also see an association with sisnu, also called nettle," Davenport said. "Nettle is a fibrous plant often chewed by the foragers in this study, much like people might chew gum. Given its important role in Nepali cuisine, culture and medicine, it's interesting to see it is associated with oral microbes."

The researchers stressed the importance of including lifestyle factors and behaviors in future microbiome studies as well as including populations from around the world.

"We studied populations in Nepal because it offered a unique way to explore the effects of lifestyle while controlling for a variety of other factors like geography that often obscure that effect," Davenport said. "But it highlights the impact of lifestyle factors that likely play a role in other populations.

"Whenever you make a shift -- whether it's to a different diet or different location or different culture -- the microbiome can change too, and it's important to understand to what extent and how quickly these changes occur," she added. "Continuing to investigate how oral microbiomes vary across the globe will help improve our understanding of what exactly shapes the microbiome and how that impacts human health."

In addition to Davenport and Ryu, the research team at Penn State includes Meera Gupta, undergraduate student at the time of the research. The team also includes Yoshina Gautam, Ahmed Shibl, and Aashish Jha from New York University, Abu Dhabi; Diana Proctor from University of Texas Health Science Center at Houston; Dinesh Bhandari, Sarmila Tandukar, and Jeevan Bahadur Sherchand from the Institute of Medicine in Maharajgunj, Nepal; Guru Prasad Gautam from Tribhuvan University in Nepal; and David Relman from Stanford University.

Funding from the National Institutes of Health, Stanford University, and New York University Abu Dhabi supported this work.
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Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals | ScienceDaily
The "RNA world" hypothesis proposes that the earliest life on Earth may have been based on RNA -- a single-stranded molecule similar in many ways to DNA -- like some modern viruses. This is because, like DNA, RNA can carry genetic information, but, like a protein, it can also act as an enzyme, initiating or accelerating reactions. While the activity of a few RNA enzymes -- called ribozymes -- have been tested on a case-by-case basis, there are thousands more that have been computationally predicted to exist in organisms ranging from bacteria to plants and animals. Now, a new method, developed by Penn State researchers, can test the activity of thousands of these predicted ribozymes in a single experiment.


						
The research team tested the activity of over 2,600 different RNA sequences predicted to belong to a class of RNA enzymes called "twister ribozymes," which have the ability to cut themselves in two. Approximately 94% of the tested ribozymes were active, and the study revealed that their function can persist even when their structure contains slight imperfections. The research team also identified the first example of a twister ribozyme in mammals, specifically in the genome of the bottlenose dolphin.

A paper describing the study appeared online today, Nov. 5, in the journal Nucleic Acids Research.

"Whereas DNA is a double-stranded molecule that typically forms a simple helical structure, RNA is single stranded and can fold back on itself, forming diverse structures, including loops, bulges and helixes," said Phil Bevilacqua, distinguished professor of chemistry and of biochemistry and molecular biology in the Eberly College of Science at Penn State and the leader of the research team. "The function of RNA enzymes is based on these structures and they have been categorized into several different classes. We chose to focus on so-called 'twister ribozymes' because one of their functions is to cleave themselves in two, which we can see by determining their genetic sequence."

Prior to this study, about 1,600 twister ribozymes had been proposed based on their genomic sequence and predictions of their structure, but only a handful had been experimentally validated. The team developed an experimental pipeline that allowed them to assess the self-cleaving activity of thousands of these ribozymes in a single experiment, which they call a "Cleavage High-Throughput Assay," or CHiTA. They also identified approximately 1,000 additional twister ribozyme candidates by meticulously hand-searching the genomic context around a short, highly conserved sequence shared by many of the ribozymes in the genomes of 1,000s of organisms.

CHiTA relies on two key factors. One is a recently developed technology called "massively parallel oligonucleotide synthesis," or MPOS. MPOS gives the research team the ability to design and then purchase thousands of diverse ribozyme sequences in the form of small pieces of DNA, all in a single vial. Each of the sequences they design has as its core one of the 2,600 predicted ribozyme sequences. The researchers then add short bits of DNA at either end that allow them to make copies of the DNA and transcribe it into RNA to test its activity.

"With MPOS, we can simply create a spreadsheet with the sequences that we are interested in, send it to a commercial vendor, and they send us back a tube that contains a small amount of each sequence," said Lauren McKinley, a graduate student at Penn State at the time of the research, who recently earned a doctorate, and first author of the paper. "For CHiTA, we need lots of each sequence, so we add bits of DNA to each end of the sequences that allows us to make millions of copies of each using a technique called PCR, but these additional bits could impact our ability to test the ribozymes' functions."

The second key factor for CHiTA helps to overcome this hurdle by removing these added bits of sequence using a protein -- called a restriction enzyme -- that cuts DNA at specific short sequences called recognition sites. However, most restriction enzymes cut the DNA somewhere near the middle of their recognition sites, leaving a portion of the recognition site sequence attached to the two resulting DNA fragments that could still impact ribozyme structure and function.




"We found a restriction enzyme that cuts the DNA a short distance from its recognition site, so we could design our sequences such that it would cut leaving no trace of additional DNA," McKinley said. "This way we could ensure that we were assessing the function of the precise sequence of the ribozymes."

In the lab, the team first makes additional copies of the sequences ordered through MPOS, trims any additional DNA with the restriction enzyme, and then they can transcribe RNA from the DNA sequences. If any of the sequences codes for active ribozymes, as the RNA is produced, they will quickly fold into their functional structure and cleave themselves. The researchers can then collect the RNA and convert it back to DNA -- called cDNA -- so that they can read its sequence to see if it is full length or if it's been cleaved.

"When we sequence the cDNA, we can see how much of the RNA, if any, has been cleaved as an indicator of ribozyme activity," McKinley said. "For about 94% of the sequences we tested, a significant portion of the RNA was cleaved. In fact, the percentage of each active ribozyme that was cleaved is quite similar to earlier efforts that tested ribozymes individually."

The team then looked at predicted structures of the sequences they tested and saw that many of them had slight variations or imperfections compared to the canonical twister ribozyme structure, yet they still self-cleaved. This suggested to the researchers that the function of the ribozymes is very tolerant to slight structural changes, meaning they could still operate even if not perfectly formed.

Tolerance of imperfections suggests that there may be more twisters hidden in nature that wouldn't be found using the original search parameters, according to the team. In fact, new descriptors based on sequences in this study led the research team to discover the first mammalian twister ribozyme, which was identified in the genome of the bottlenose dolphin.

"Understanding these types of tolerances to sequence and structural variation in ribozymes will help us to design new and rigorous ways to identify them," Bevilacqua said. "Our current knowledge of ribozyme function is mostly based on chemistry, and we are only just beginning to learn about their role in biology. Being able to test their activity in a large-scale assay like CHiTA will hopefully accelerate our ability to find new ribozymes and better understand the role they play in the cell. All of this can also help us to work backwards in time to see what could have been possible when RNA's ability to do it all might have been a key to jumpstarting life on the early Earth."

In addition to Bevilacqua and McKinley, the research team at Penn State included McCauley O. Meyer, Aswathy Sebastian and Kyle J. Messina, all of whom were graduate students at the time of the research and have since completed their doctorates; former undergraduate student Benjamin K. Chang; and Research Professor of Bioinformatics Istvan Albert. The National Institutes of Health and the Penn State Huck Institutes of the Life Sciences funded this research.
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Bach, Mozart or jazz | ScienceDaily
Physicists at the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.


						
It is common knowledge that music can evoke emotions. But how do these emotions arise and how does meaning emerge in music? Almost 70 years ago, music philosopher Leonard Meyer suggested that both are due to an interplay between expectation and surprise. In the course of evolution, it was crucial for humans to be able to make new predictions based on past experiences. This is how we can also form expectations and predictions about the progression of music based on what we have heard. According to Meyer, emotions and meaning in music arise from the interplay of expectations and their fulfillment or (temporary) non-fulfillment.

A team of scientists led by Theo Geisel at the MPI-DS and the University of Gottingen have asked themselves whether these philosophical concepts can be quantified empirically using modern methods of data science. In a paper published recently in Nature Communications, they used time series analysis to infer the autocorrelation function of musical pitch sequences; it measures how similar a tone sequence is to previous sequences. This results in a kind of "memory" of the piece of music. If this memory decreases only slowly with time difference, the time series is easier to anticipate; if it vanishes rapidly, the time series offers more variation and surprises.

In total, the researchers Theo Geisel and Corentin Nelias analyzed more than 450 jazz improvisations and 99 classical compositions in this way, including multi-movement symphonies and sonatas. They found that the autocorrelation function of pitches initially decreases very slowly with the time difference. This expresses a high similarity and possibility to anticipate musical sequences. However, they found that there is a time limit, after which this similarity and predictability ends relatively abruptly. For larger time differences, the autocorrelation function and memory are both negligible.

Of particular interest here are the values of the transition times of the pieces where the more predictable behavior changes into a completely unpredictable and uncorrelated behavior. Depending on the composition or improvisation, the scientists found transition times ranging from a few quarter notes to about 100 quarter notes. Jazz improvisations typically had shorter transition times than many classical compositions, and therefore were usually less predictable. Differences could also be observed between different composers. For example, the researchers found transition times between five and twelve quarter notes in various compositions by Johann Sebastian Bach, while the transition times in various compositions by Mozart ranged from eight to 22 quarter notes. This implies that the anticipation and expectation of the musical progression tends to last longer in Mozart's compositions than in Bach's compositions, which offer more variability and surprises.

For Theo Geisel, the initiator and head of this research project, this also explains a very personal observation from his high school days: "In my youth, I shocked my music teacher and conductor of our school orchestra by saying that I often couldn't show much enthusiasm for Mozart's compositions," he says. "With the transition times between highly correlated and uncorrelated behavior, we have now found a quantitative measure for the variability of music pieces, which helps me to understand why I liked Bach more than Mozart."
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Ancient immune defense system plays an unexpected role in cancer | ScienceDaily
Along with defending against pathogens, the body's innate immune system helps to protect the stability of our genomes in unexpected ways -- ways that have important implications for the development of cancer, researchers at Memorial Sloan Kettering Cancer Center (MSK) are discovering.


						
In a pair of recent papers, scientists in the lab of molecular biologist John Petrini, PhD, showed that innate immune signaling plays a key role in maintaining genome stability during DNA replication. Furthermore, the researchers showed that chronic activation of these immune pathways can contribute to tumor development in a mouse model of breast cancer.

Not only do the findings add vital insights to our understanding of fundamental human biology, says Dr. Petrini, they may also shed new light on tumor initiation and present potential opportunities for new therapies.

"Living organisms have evolved complex pathways to sense, signal, and repair damaged DNA," he says. "Here we're learning new things about the role of the innate immune system in responding to that damage -- both in the context of cancer and also in human health more generally."

How Chronic Activation of the Innate Immune System Can Lead to Cancer

The newest paper, led by first author Hexiao Wang, PhD, a postdoctoral fellow in the Petrini Lab, and published in Genes & Development, reveals a connection between innate immune signaling and tumor development in breast tissue. And, Dr. Petrini says, the data suggest that when instability arises in the genome, chronic activation of the innate immune system can greatly increase the chances of developing cancer.

The study focused on a protein complex called the Mre11 complex, which plays a pivotal role in maintaining the stability of the genome by sensing and repairing double-strand breaks in DNA.




To study how problems with the Mre11 complex can lead to cancer, the team manipulated copies of the protein in mammary tissue organoids (miniature lab-grown model organs) and then implanted them into laboratory animals.

When oncogenes (genes known to drive cancer) were activated in these mice, tumors arose about 40% of the time, compared with about 5% in their normal counterparts. And the tumors in the mice with mutant Mre11 organoids were highly aggressive.

The research further showed that the mutant Mre11 led to higher activation of interferon-stimulated genes (ISGs). Interferons are signaling molecules that are released by cells in response to viral infections, immune responses, and other cellular stressors.

They also found that the normally tightly controlled packaging of DNA was improperly accessible in these organoids -- making it more likely that genes will get expressed, when they otherwise would be inaccessible for transcription.

"We actually saw differences in the expression of more than 5,600 genes between the two different groups of mice," Dr. Petrini says.

And strikingly, these profound effects depended on an immune sensor called IFI205.




When the organoids were further manipulated so they would lack IFI205, the packaging of DNA returned almost to normal, and the mice developed cancer at essentially the same rate as normal mice.

"So what we learned is that problems with Mre11 -- which can be inherited or develop during life like other mutations -- can create an environment where the activation of an oncogene is much more likely to lead to cancer," Dr. Petrini says. "And that the real lynch pin of this cascade is this innate immune sensor, IFI205, which detects that there's a problem and starts sending out alarm signals. In other words, when problems with Mre11 occur, chronic activation of this innate immune signaling can significantly contribute to the development of cancer."

New Understandings Could Pave the Way for Future Treatments

The work builds on a previous study, led by Christopher Wardlaw, PhD, a former senior scientist in the Petrini Lab, that appeared in Nature Communications.

That study focused on the role of the Mre11 complex in maintaining genomic integrity. It found that when the Mre11 complex is inactive or deficient, it results in the accumulation of DNA in the cytoplasm of cells and in the activation of innate immune signaling. This research primarily looked at the involvement of ISG15, a protein made by an interferon-stimulating gene, in protecting against replication stress and promoting genomic stability.

"Together, these studies shed new light on how the Mre11 complex works to protect the genome when cells replicate, and how, when it's not working properly, it can trigger the innate immune system in ways that can promote cancer," Dr. Petrini says.

By shedding light on the interrelationships between these complex systems and processes, the researchers hope to identify new strategies to prevent or treat cancer, he adds, such as finding ways to short-circuit the increased DNA accessibility when Mre11 isn't working properly.
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An extra year of education does not protect against brain aging, study finds | ScienceDaily
Thanks to a 'natural experiment' involving 30,000 people, researchers at Radboud university medical center were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.


						
It is well-known that education has many positive effects. People who spend more time in school are generally healthier, smarter, and have better jobs and higher incomes than those with less education. However, whether prolonged education actually causes changes in brain structure over the long term and protects against brain aging, was still unknown.

It is challenging to study this, because alongside education, many other factors influence brain structure, such as the conditions under which someone grows up, DNA traits, and environmental pollution. Nonetheless, researchers Rogier Kievit (PI of the Lifespan Cognitive Dynamics lab) and Nicholas Judd from Radboudumc and the Donders Institute found a unique opportunity to very precisely examine the effects of an extra year of education.

Aging

In 1972, a change in the law in the United Kingdom raised the number of mandatory school years from fifteen to sixteen, while all other circumstances remained constant. This created an interesting 'natural experiment', an event not under the control of researchers which divides people into an exposed and unexposed group. Data from approximately 30,000 people who attended school around that time, including MRI scans taken much later (46 years after), is available. This dataset is the world's largest collection of brain imaging data.

The researchers examined the MRI scans for the structure of various brain regions, but they found no differences between those who attended school longer and those who did not. 'This surprised us', says Judd. 'We know that education is beneficial, and we had expected education to provide protection against brain aging. Aging shows up in all of our MRI measures, for instance we see a decline in total volume, surface area, cortical thickness, and worse water diffusion in the brain. However, the extra year of education appears to have no effect here.'

Brain structure

It's possible that the brain looked different immediately after the extra year of education, but that wasn't measured. 'Maybe education temporarily increases brain size, but it returns to normal later. After all, it has to fit in your head', explains Kievit. 'It could be like sports: if you train hard for a year at sixteen, you'll see a positive effect on your muscles, but fifty years later, that effect is gone.' It's also possible that extra education only produces microscopic changes in the brain, which are not visible with MRI.

Both in this study and in other, smaller studies, links have been found between more education and brain benefits. For example, people who receive more education have stronger cognitive abilities, better health, and a higher likelihood of employment. However, this is not visible in brain structure via MRI. Kievit notes: 'Our study shows that one should be cautious about assigning causation when only a correlation is observed. Although we also see correlations between education and the brain, we see no evidence of this in brain structure.'
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Alzheimer's and alcohol use disorder share similar gene expression patterns, study finds | ScienceDaily
Nearly 7 million Americans have Alzheimer's disease, and this number is predicted to double by 2060. While aging and genetic predisposition are the most important risk factors for Alzheimer's, epidemiological studies suggest that lifestyle factors including alcohol use could also impact disease onset and progression.


						
Now, Scripps Research scientists have shown that Alzheimer's and alcohol use disorder (AUD) are associated with similarly altered gene expression patterns in the brain, supporting the idea that alcohol use may promote Alzheimer's disease progression. The study, published in eNeuro on September 19, 2024, could inform future preventative and treatment strategies.

"We found several cell-type-specific genes and pathways that are dysregulated in both Alzheimer's disease and alcohol, which supports the hypothesis that alcohol use disorder can accelerate Alzheimer's disease progression by impinging on some of the same molecular mechanisms that are affected by Alzheimer's," says senior author Pietro Paolo Sanna, MD, a professor in the Immunology and Microbiology Department at Scripps Research. "By understanding these dysregulations with this level of molecular detail, we can understand what's causing these diseases, and we can also identify targets that could be used therapeutically."

This is the first time researchers have used single cell transcriptomics -- a method that analyzes gene expression within individual cells by sequencing their RNA -- to compare changes associated with Alzheimer's disease and AUD in different populations of human brain cells. The study builds upon previously published research in the Sanna lab that showed that excessive alcohol consumption accelerates Alzheimer's progression in mice that are genetically predisposed to the disease.

To examine cell-specific gene expression changes, the team analyzed RNA sequencing data from hundreds of thousands of individual brain cells from 75 patients with varying stages of Alzheimer's disease (early, intermediate or advanced), and 10 patients without Alzheimer's. Then, they compared this Alzheimer's gene expression data with previously published RNA sequencing data from individuals with AUD.

They showed that both AUD and Alzheimer's are associated with similar gene expression changes in the brain, including upregulation of inflammatory genes and pathways, disruption to cell signaling and cell-death-related pathways, and changes to blood vessel cells.

"What we've presented here is a differential analysis of two disorders that cause cognitive decline," says first author Arpita Joshi, PhD, a staff scientist in Sanna's lab at Scripps Research. "It deepens our understanding of Alzheimer's disease and what the three clinically defined stages of Alzheimer's entail, and it underscores the importance of considering alcohol use disorder as a risk factor for Alzheimer's."

Because the study was based on a small sample size for AUD, in the future, researchers plan to repeat their analysis using larger gene expression databases from individuals with AUD, which they expect to become available in the next year.




"We are eagerly awaiting the release of larger alcohol use datasets so that we can test the robustness of these findings and examine the commonalities between the two disorders with finer cell-type granularity," says Joshi. "This is a global effort to unravel complex diseases at the single-cell level, which will lead to a better understanding of the molecular and cellular perturbations in individuals with Alzheimer's disease, alcohol use disorder, and their interactions."

In addition to Sanna and Joshi, the study, "Transcriptional Patterns in Stages of Alzheimer's Disease Are Cell-Type-Specific and Partially Converge with the Effects of Alcohol Use Disorder in Humans," was co-authored by Federico Manuel Giorgi of Scripps Research and the University of Bologna.

This work was supported by funding from the National Institutes of Health (AA021667, AA028982, DA046170, DA046204, and DA053801)
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Meal timing may be crucial for night shift workers' health | ScienceDaily

Led by researchers from the University of South Australia, University of Adelaide and SAHMRI, the NHMRC-funded study involved a six-day trial with 55 adults in the healthy BMI range, who don't usually work night shifts.

Participants stayed at the University of South Australia's Behaviour-Brain-Body Sleep Research Centre and were divided into three groups: those who fasted at night, those who had snacks, and those who ate full meals.

All participants stayed awake for four nights and slept during the day, with a recovery day on day five to re-establish normal sleeping and eating cycles, and blood glucose testing on day six.

Prof Leonie Heilbronn, from SAHMRI and the University of Adelaide, says results showed participants who ate meals or snacks during the nightshift had significantly worse glucose tolerance compared to those who fasted.

"We found that blood glucose skyrocketed for those who ate full meals at night and those who snacked, while the people who fasted at night showed an increase in insulin secretion which kept blood sugar levels balanced," Prof Heilbronn said.

"We know shift workers are more likely to have diabetes, they're more likely to have heart disease, and they're more likely to be overweight. Our research suggests that meal timing could be a major contributor to those issues."

Insulin sensitivity was disrupted among all participants, regardless of their eating habits, adding to the body of evidence that night shifts cause circadian misalignment and impair glucose metabolism.




"When you eat a meal, your body secretes insulin, and that insulin helps your muscles and other tissues to take up glucose. If you become resistant to insulin, then you can't take up that glucose as effectively into your muscles and if it continues, that potentially puts you at risk of diabetes."

Lead investigator UniSA Professor Siobhan Banks says not eating large meals while working night shift and instead eating primarily during the day could be a straightforward intervention to manage health outcomes for many workers.

"This could be easier for people to follow than other more complex diets," Prof Banks said.

Researchers say future trials will investigate whether eating only protein snacks on night shift is a potential solution to satiating hunger without predisposing workers to negative health consequences.
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What's overweight enough for lower disability after stroke? | ScienceDaily
Slightly overweight stroke survivors have a lower risk of sustaining disabilities. The Kobe University finding adds another aspect to the obesity paradox but also highlights the importance of considering the population's normal when recommending best practices.


						
The obesity paradox is the well documented observation that amongst people who suffered a stroke, those who are moderately overweight have lower rates of mortality, recurrence and readmission compared to patients of "normal" weight. Recently, survival rates have improved and attention has shifted to the subsequent lives of the patients. The Kobe University health scientist IZAWA Kazuhiro says: "In my clinical practice I have experienced that patients with a thin physique often have difficulties in recovering function whereas relatively overweight people usually fare better. This motivated me to study whether there is a demonstrable relationship between body size and functional disability after a stroke."

Using a Japanese national database containing anonymized data on diagnosis-procedure combinations for all vascular and cardiac disease cases in hospitals across Japan, Izawa, postdoctoral researcher KANEJIMA Yuji and their team evaluated the size of different factors on over half a million patients' disability at the time of discharge from hospital. The factors they looked at were the body mass index (BMI), which is a person's weight relative to their height, the patients' age, gender, their disability score at the time of hospitalization, and others.

In the journal Topics in Stroke Rehabilitation, the Kobe University team now published their results. They found that, indeed, the risk of being discharged from hospital with a poor disability score was observed to be relatively low in people with a BMI between 22.1 and 27.5 kg/m2, and was lowest at a BMI of 24.7 kg/m2. Given that the WHO classifies Asians with a BMI between 23 and 25 kg/m2 as overweight and above that as obese, a slightly higher-than-normal BMI seems to be beneficial to the odds of recovering from a stroke with less disability. First author Kanejima offers an explanation: "The median age in this study was 77 and people in this age group and beyond lose weight more easily. However, people having certain reserves may be better able to withstand the nutritional challenge a stroke and the following hospitalization pose, which effectively protects their nervous system."

A similar study conducted in the United States a few years ago found the same basic effect, but with an optimal BMI of 30.0 kg/m2 for that population. "Asians tent to have a slimmer physique compared to Americans and this is also reflected in the lower optimal BMI for a lower probability of disability at discharge," says Kanejima. This underscores that caution is needed when adapting BMI-based recommendations for different populations around the world.

There is concrete advice gleaned for current health care practice from the results of the present study. Izawa says: "For the public, this serves as a reminder that losing weight at a high age is a disadvantage. For health care providers, the study suggests that they need to closely monitor weight loss during hospitalization to prevent functional impairment." To understand more about the mechanism at work, the Kobe University researchers next aim to study how the change in body weight during hospitalization is related to functional disability.

This research was funded by the Japanese Circulation Society and the Japan Society for the Promotion of Science (grants JP22K11392 and JP22K19708). It was conducted in collaboration with researchers from the National Cerebral and Cardiovascular Center.
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Deaf male mosquitoes don't mate | ScienceDaily
Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.


						
Now a study out of UC Santa Barbara reveals that this is really all there is to it. Researchers in Professor Craig Montell's lab created deaf mosquitoes and found that the males had absolutely no interest in mating. "You could leave them together with the females for days, and they will not mate," Montell said.

The dramatic change was simple to produce. "The absence of a single gene, trpVa, produced this profound effect on mosquito mating behavior," explained co-lead author Dhananjay Thakur, a postdoctoral scholar in the Department of Molecular, Cellular, and Developmental Biology.

The results, published in the Proceedings of the National Academy of Sciences could have major implications for how we manage disease transmission by better controlling the populations of mosquito vectors, such as Aedes aegypti, that infect hundreds of millions of people every year with viruses that cause diseases.

Frisky skeeters

"On summer evenings, we often see swarms of mosquitoes gathered by the water or under streetlights. These gatherings are essentially mass mating events," said co-lead author Yijin Wang, a former postdoc at UCSB. Although mosquitoes possess an extraordinary ability to reproduce, scientists still have a limited understanding of the molecular and neurological mechanisms at work.

Courtship for Aedes aegypti usually progresses like this: Females flap their wings at around 500 Hz. When males hear this, they take off, buzzing at about 800 Hz. The males also rapidly modulate this frequency when the ladies are around. Then there's a quick midair rendezvous, and the paramours go their separate ways. Males are always scouting out new potential partners, but a female that's successfully mated generally won't do so again.




Montell and co-lead authors Yijin Wang, Thakur and Emma Duge suspected that hearing played a role in this behavior, so they investigated the insect's auditory neurons. These lie at the base of the antennae in a structure called the Johnston's organ. The antennae are magnificent multi-sensory apparatuses, chock-full of olfactory, mechanosensory and even thermal infrared sensilla, as Montell's lab recently discovered. In the current study, the team focused on a particular sensory channel called TRPVa -- and the corresponding gene, trpVa -- which is the mosquito analogue of a channel required for hearing in fruit flies.

The team used CRISPR-Cas9 to knock out the gene that codes for TRPVa in Aedes aegypti mosquitoes. The resulting animals showed no reaction to sound. In fact, they found that sound elicited no electrical activity from neurons in the Johnston's organ. The insects were truly deaf.

And when the authors placed deaf males in chambers with females ... nothing happened. "If they can't hear the female wingbeat, they're not interested," Montell said. Their hearing counterparts, on the other hand, wasted no time in getting busy: mating many times in the course of a few minutes.

A romantic soundtrack

Hearing is not only necessary for males to mate, it seems to be sufficient to rouse their desires. When the authors played the sound of female wingbeats to normal males, the males typically responded with abdominal thrusts. They were primed and ready for action. Deaf males barely twitched.

Females, however, were a different story. Deaf females still had some lust left in them. "The impact on the female is minimal, but the impact on the male is absolute," Montell said. The team plans to study these differences in future work.




"I think the reason why our major finding is so shocking is because, in most organisms, mating behavior is dependent on a combination of several sensory cues," said Duge, one of Montell's doctoral students. "The fact that taking away a single sense can completely abolish mating is fascinating."

And the authors believe that their results -- the role of sound in mating and the function TRPVa plays in hearing -- generalize to other species of mosquito.

Looking inside

A mosquito's physiology reveals just how important hearing is to these insects. Male mosquitoes have the most auditory neurons of any known insect, Montell explained. Females have half as many. That's still a lot, but hearing is much more crucial for males.

To identify which neurons express the trpVa gene, the authors added a gene coding for green fluorescent protein into the mosquito genome. They did this in a way such that the fluorescent protein was expressed indirectly under the control of the trpVa promoter. A promoter is a DNA sequence usually located at the start of a gene where enzymes bind to initiate transcription, in this case triggering the production of those green fluorescent proteins. Now the mutant mosquitoes would produce green fluorescent protein in all the places that normally would produce TRPVa. So the same mosquitoes provided test subjects for the experiment and a bright green map of TRPVa expression for the analysis.

Unsurprisingly, the team found that trpVa is expressed in the Johnston's organ. And they could clearly follow the paths of auditory neurons from there into the brain, as well as see differences in these paths between male and female mosquitoes.

Hijacking mosquito courtship

Pathogens spread by the mosquito Aedes aegypti infect some 400 million people a year, of which about 100 million develop diseases like dengue, zika and yellow fever. This means that understanding its behavior and lifecycle can provide us tools and insights in disease prevention.

One potential method to control insect vectors is the sterile insect technique (SIT), which works by releasing a large number of sterile males to mate with females. In certain insects, like mosquitoes, successful mating prevents females from seeking other partners. And, if the female mates with a sterile male, she doesn't actually produce offspring. In theory, this can suppress the population.

The technique works marvelously for certain agricultural pests like the California medfly. "The fact that you haven't heard of this pest is a testament to how successful SIT is, because 30 years ago it was all over the news," Montell said.

But the success of SIT in Aedes aegypti is limited by the competitiveness of the sterile males; they have to get to the females first for the ploy to work. Currently, the technique doesn't cause enough suppression in mosquito populations for them to drop below the critical threshold and send the population plummeting. Given the central role of hearing in mosquito courtship, trpVa might provide a target for increasing the effectiveness of SIT. Montell's lab is working on several ways to make sterile males that can outcompete their natural counterparts. Hopefully, the trick will be as straightforward as these unfussy lovers.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241105113844.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Defibrillation devices can save lives using 1,000 times less electricity | ScienceDaily

"The results were not at all what we expected. We learned the mechanism for ultra-low-energy defibrillation is not related to synchronization of the excitation waves like we thought, but is instead related to whether the waves manage to propagate across regions of the tissue which have not had the time to fully recover from a previous excitation," author Roman Grigoriev said. "Our focus was on finding the optimal variation in time of the applied electric field over an extended time interval. Since the length of the time interval is not known a priori, it was incremented until a defibrillating protocol was found."

The authors applied an adjoint optimization method, which aims to achieve a desired result, defibrillation in this case, by solving the electrophysiologic model for a given voltage input and looping backward through time to determine the correction to the voltage profile that will successfully defibrillate irregular heart activity while reducing the energy the most.

Energy reduction in defibrillation devices is an active area of research. While defibrillators are often successful at ending dangerous arrhythmias in patients, they are painful and cause damage to the cardiac tissue.

"Existing low-energy defibrillation protocols yield only a moderate reduction in tissue damage and pain," Grigoriev said. "Our study shows these can be completely eliminated. Conventional protocols require substantial power for implantable defibrillators-cardioverters (ICDs), and replacement surgeries carry substantial health risks."

In a normal rhythm, electrochemical waves triggered by pacemaker cells at the top of the atria propagate through the heart, causing synchronized contractions. During arrhythmias, such as fibrillation, the excitation waves start to quickly rotate instead of propagating through and leaving the tissue, as in normal rhythm.

"Under some conditions, an excitation wave may or may not be able to propagate through the tissue. This is called the 'vulnerable window,'" Grigoriev said. "The outcome depends on very small changes in the timing of the excitation wave or very small external perturbations.

"The mechanism of ultra-low-energy defibrillation we uncovered exploits this sensitivity. Varying the electrical field profile over a relatively long time interval allows blocking the propagation of the rotating excitation waves through the 'sensitive' regions of tissue, successfully terminating the irregular electric activity in the heart."
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Two key genes identified linking rheumatoid arthritis and osteoporosis | ScienceDaily
Rheumatoid arthritis is a common disease affecting an estimated 17 million people worldwide. The disease is caused by immune cells attacking the joints and can result in pain, swelling, and damage to the cartilage and bone. People with rheumatoid arthritis often develop osteoporosis, a more serious condition, as a result of the bone damage caused by immune cells and as a side effect of certain medications.


						
In APL Bioengineering, from AIP Publishing, researchers from Da-Chien General Hospital, China Medical University, and Chang Gung University employed analysis tools and machine learning algorithms to identify two genes linked to rheumatoid arthritis and osteoporosis that could serve as diagnostic tools and potential targets for treatments.

Both diseases center on one of the key mechanisms used to keep the rest of the body in check. Apoptosis, or programmed cell death, is a crucial tool immune cells use to remove malfunctioning or unneeded cells. However, malfunctions can lead to immune cells mistakenly targeting cells at random, with often disastrous results.

"In rheumatoid arthritis, excessive apoptosis of bone-forming cells contributes to joint destruction and inflammation," said author Hao-Ju Lo. "This same process also leads to weakened bones in osteoporosis, emphasizing the need to manage both conditions simultaneously."

Because of its central role, the researchers set out to find genes involved with apoptosis that were closely linked to both diseases. Drawing from a large database of genetic information, they gathered dozens of sequenced genomes from people with rheumatoid arthritis and osteoporosis to look for any similarities. Combing through this mountain of genetic data was no easy task, so they turned to recently developed computational methods to narrow down their search.

"We used bioinformatics tools to analyze large gene datasets, focusing on genes active in rheumatoid arthritis and osteoporosis," said Lo. "We applied machine learning techniques, such as Lasso and Random Forest, to refine our search, identifying two key genes -- ATXN2L and MMP14 -- that play significant roles in both diseases."

According to their analysis, these two genes are significantly associated with the progression of both rheumatoid arthritis and osteoporosis. ATXN2L has a role in regulating processes like apoptosis, so malfunctions in this gene are likely to trigger both rheumatoid arthritis and osteoporosis. MMP14 contributes to building extracellular tissue like cartilage and could be responsible for the breakdown of joint tissue that leads to rheumatoid arthritis.

"Our analysis revealed that these genes are involved in immune regulation and bone metabolism, suggesting they could be useful markers for diagnosing or treating both rheumatoid arthritis and osteoporosis," said Lo.

With two potential targets identified, the authors plan to use these results as a starting point to develop new treatment options for patients suffering from these two linked diseases.

"We plan to validate these findings with experimental studies and explore how targeting these genes could improve treatment outcomes," said Lo. "Our future research may also involve developing personalized therapies, leveraging AI and machine learning to predict which patients are most at risk for osteoporosis."
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Gut microbes play a key role in regulating stress responsiveness throughout the day, research finds | ScienceDaily
A pioneering study has uncovered the vital role that gut microbiota plays in regulating stress responses by interacting with the body's circadian rhythms.


						
The findings open the door for developing new microbial-based therapies that could help individuals better manage stress related mental health conditions, such as anxiety and depression which are often associated with alterations in circadian and sleep cycles.

This breakthrough research from University College Cork and APC Microbiome Ireland -- a Research Ireland Centre -- offers compelling evidence that the trillions of microorganisms in the gut orchestrate the body's hormonal responses to stress in a time-dependent manner, paving the way for new therapeutic approaches targeting the gut-brain axis.

Published in Cell Metabolism, this study shines a spotlight on the intricate relationship between the gut microbiota and the hypothalamic-pituitary-adrenal (HPA) axis, the body's central stress response system. The research demonstrates that depletion of gut microbiota leads to an hyperactivation of the HPA-axis in a time-of-day specific manner, which alongside with alterations to the brain's stress and circadian responding regions, results in altered stress responsivity across the day.

The study further identifies specific gut bacteria, including a Lactobacillus strain (Limosilactobacillus reuteri), as key influencers of this circadian-regulated stress mechanism. L. reuteri emerged as a candidate strain that modulates glucocorticoid secretion (stress hormones), linking the microbiota's natural diurnal oscillations with altered stress responsiveness.

This groundbreaking discovery opens up new possibilities for psychobiotic interventions aimed at improving mental health outcomes by targeting gut bacteria that influence stress regulation.

Impact and Implications

With modern lifestyles increasingly disrupting circadian rhythms through irregular sleep patterns, high stress, and poor diet, this research underscores the importance of the gut microbiota in maintaining the body's natural stress-regulation processes.




Speaking about the findings, Principal Investigator Professor John Cryan said,

"Our research has revealed an important link between the gut microbiota and how the brain responds to stress in a time-specific way. The gut microbiome doesn't just regulate digestion and metabolism; it plays a critical role in how we react to stress, and this regulation follows a precise circadian rhythm. These findings underscore the importance of maintaining a healthy microbiome, particularly for those living in today's stressful and fast-paced environment."

First author Dr Gabriel Tofani added "Our findings underscore the importance of not only the gut microbiota composition, but also how gut microbes change across the day. By showing that gut bacteria influence how the body handles stress throughout the day, we're helping to understand the mechanisms through which the microbiota shapes our responses to the environment around us. Our work also demonstrates that exploring this relationship between the gut microbiota and circadian rhythms will be key in the development of microbiota based therapies for the stress-related disorders in the future."

"This study is a significant leap forward in our understanding of how the microbiome shapes our mental health," said Professor Paul Ross, Director of APC Microbiome Ireland. "At APC, we are committed to unravelling the many ways in which our gut microbiome impact human health, and this research provides crucial insight into how targeting specific bacteria may help manage or even prevent stress-related conditions. The potential to improve mental health through microbiome-based interventions is very real, and this study takes us one step closer to that goal."

The study was conducted at APC, a global leader in microbiome research based at University College Cork. Professor Cryan's team has long been at the forefront of gut-brain axis research, and this new discovery adds to the growing body of evidence that gut bacteria have far-reaching effects on mental and physical health.
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Bacteria breakthrough could accelerate mosquito control schemes | ScienceDaily
Mosquito larvae grow faster if they're exposed to particular bacteria, according to a new study that could help global health programmes.


						
Aedes aegypti mosquitoes spread illnesses including dengue, yellow fever and Zika.

Anti-disease programmes breed and release non-biting male mosquitoes that are either sterile or prevent transmission of diseases.

These mass release programmes can be substantially more effective than the widespread spraying of insecticides, as these insects have developed resistance to many commonly employed chemicals.

The new study, by the universities of Exeter and Wageningen, examined how Asaia bacteria affects the development of mosquito larvae.

The results show that Asaia accelerated development time by a day -- which could boost mass-rearing schemes that need to produce millions of adults.

"We know that every species, including humans, depends on a 'microbiome' -- a complex mix of microorganisms living inside the body," said Professor Ben Raymond, of the Centre for Ecology and Conservation on the University of Exeter's Penryn Campus in Cornwall.




"Asaia bacteria have been suggested as beneficial parts of mosquito microbiomes, but this has never been rigorously tested in Aedes aegypti.

"We know that Aedes aegypti mosquito larvae can't develop at all without a microbiome, and our study shows two Asaia species can play a beneficial role."

The larval period of Aedes aegypti mosquitoes usually lasts about 10 days, so accelerating by a day could be a valuable boost to mass production.

In the study, Asaia bacteria were added to the water where mosquito larvae developed.

Two particular species accelerated larval development.

The mechanism for this is unclear, but it does not appear that these bacteria provided direct nutritional benefits.

Instead, they changed the wider bacterial community, reducing abundance of certain bacteria -- including some species that may be slightly parasitic.

Asaia bacteria also remove oxygen -- creating conditions that produce hormones to promote development.
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Persistent problems with AI-assisted genomic studies | ScienceDaily
University of Wisconsin-Madison researchers are warning that artificial intelligence tools gaining popularity in the fields of genetics and medicine can lead to flawed conclusions about the connection between genes and physical characteristics, including risk factors for diseases like diabetes.


						
The faulty predictions are linked to researchers' use of AI to assist genome-wide association studies. Such studies scan through hundreds of thousands of genetic variations across many people to hunt for links between genes and physical traits. Of particular interest are possible connections between genetic variations and certain diseases.

Genetics' link to disease not always straightforward

Genetics play a role in the development of many health conditions. While changes in some individual genes are directly connected to an increased risk for diseases like cystic fibrosis, the relationship between genetics and physical traits is often more complicated.

Genome-wide association studies have helped to untangle some of these complexities, often using large databases of individuals' genetic profiles and health characteristics, such as the National Institutes of Health's All of Us project and the UK Biobank. However, these databases are often missing data about health conditions that researchers are trying to study.

"Some characteristics are either very expensive or labor-intensive to measure, so you simply don't have enough samples to make meaningful statistical conclusions about their association with genetics," says Qiongshi Lu, an associate professor in the UW-Madison Department of Biostatistics and Medical Informatics and an expert on genome-wide association studies.

The risks of bridging data gaps with AI

Researchers are increasingly attempting to work around this problem by bridging data gaps with ever more sophisticated AI tools.




"It has become very popular in recent years to leverage advances in machine learning, so we now have these advanced machine-learning AI models that researchers use to predict complex traits and disease risks with even limited data," Lu says.

Now, Lu and his colleagues have demonstrated the peril of relying on these models without also guarding against biases they may introduce. The team describe the problem in a paper recently published in the journal Nature Genetics. In it, Lu and his colleagues show that a common type of machine learning algorithm employed in genome-wide association studies can mistakenly link several genetic variations with an individual's risk for developing Type 2 diabetes.

"The problem is if you trust the machine learning-predicted diabetes risk as the actual risk, you would think all those genetic variations are correlated with actual diabetes even though they aren't," says Lu.

These "false positives" are not limited to these specific variations and diabetes risk, Lu adds, but are a pervasive bias in AI-assisted studies.

New statistical method can reduce false positives

In addition to identifying the problem with overreliance on AI tools, Lu and his colleagues propose a statistical method that researchers can use to guarantee the reliability of their AI-assisted genome-wide association studies. The method helps removing bias that machine learning algorithms can introduce when they're making inferences based on incomplete information.




"This new strategy is statistically optimal," Lu says, noting that the team used it to better pinpoint genetic associations with individuals' bone mineral density.

AI not the only problem with some genome-wide association studies

While the group's proposed statistical method could help improve the accuracy of AI-assisted studies, Lu and his colleagues also recently identified problems with similar studies that fill data gaps with proxy information rather than algorithms.

In another recently published paper appearing in Nature Genetics, the researchers ring the alarm about studies that over-rely on proxy information in an attempt to establish connections between genetics and certain diseases.

For instance, large health databases like the UK Biobank have a ton of genetic information about large populations, but they don't have very much data regarding the incidence of diseases that tend to crop up later in life, like most neurodegenerative diseases.

For Alzheimer's disease specifically, some researchers have attempted to bridge that gap with proxy data gathered through family health history surveys, where individuals can report a parent's Alzheimer's diagnosis.

The UW-Madison team found that such proxy-information studies can produce "highly misleading genetic correlation" between Alzheimer's risk and higher cognitive abilities.

"These days, genomic scientists routinely work with biobank datasets that have hundreds of thousands of individuals, however, as statistical power goes up, biases and the probability of errors are also amplified in these massive datasets," says Lu. "Our group's recent studies provide humbling examples and highlight the importance of statistical rigor in biobank-scale research studies."
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AI for real-time, patient-focused insight | ScienceDaily
A picture may be worth a thousand words, but still...they both have a lot of work to do to catch up to BiomedGPT.


						
Covered recently in the journal Nature Medicine, BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study, conducted in collaboration with multiple institutions, is described in the article as "the first open-source and lightweight vision-language foundation model, designed as a generalist capable of performing various biomedical tasks."

"This work combines two types of AI into a decision support tool for medical providers," explains Lichao Sun, an assistant professor of computer science and engineering at Lehigh University and a lead author of the study. "One side of the system is trained to understand biomedical images, and one is trained to understand and assess biomedical text. The combination of these allows the model to tackle a wide range of biomedical challenges, using insight gleaned from databases of biomedical imagery and from the analysis and synthesis of scientific and medical research reports."

'16 state-of-the-art results' for medical practitioners and patients 

The key innovation described in the August 7 Nature Medicine article, "A generalist vision-language foundation model for diverse biomedical tasks," is that this AI model doesn't need to be specialized for each task. Typically, AI systems are trained for specific jobs, like recognizing tumors in X-rays or summarizing medical papers. However, this new model can handle many different tasks using the same underlying technology. This versatility makes it a "generalist" model?and a powerful new tool in the hands of medical providers.

"BiomedGPT is based on foundation models, a recent development in AI," says Sun. "Foundation models are large, pre-trained AI systems that can be adapted to various tasks with minimal additional training. The generalist model described in the article has been trained on vast amounts of biomedical data, including images and text, enabling it to perform well across different applications."

"By evaluating 25 datasets across 9 biomedical tasks and different modalities," says Kai Zhang, a Lehigh PhD student advised by Sun who serves as first author of the Nature article, "BiomedGPT achieved 16 state-of-the-art results. A human evaluation of BiomedGPT on three radiology tasks showcased the model's robust predictive abilities."

Zhang says that he is proud that the open-source codebase is available for other researchers to use as a springboard to drive further development and adoption.




The team reports that the technology behind BiomedGPT may one day help doctors by interpreting complex medical images, assist researchers by analyzing scientific literature, or even aid in drug discovery by predicting how molecules behave.

"The potential impact of such technology is significant," Zhang says, "as it could streamline many aspects of healthcare and research, making them faster and more accurate. Our method demonstrates that effective training with diverse data can lead to more practical biomedical AI for improving diagnosis and workflow efficiency."

A team effort for clinical validation, and more

A crucial step in the process was validation of the model's effectiveness and applicability in real-world healthcare settings.

"Clinical testing involves applying the AI model to real patient data to assess its accuracy, reliability, and safety," Sun says. "This testing ensures that the model performs well across different scenarios. The outcomes of these tests helped refine the model, demonstrating its potential to improve clinical decision-making and patient care."

Massachusetts General Hospital (MGH), a founding member of the Mass General Brigham healthcare system and teaching affiliate of Harvard Medical School, played a crucial role in the development and validation of the BiomedGPT model. The institution's involvement primarily focused on providing clinical expertise and facilitating the evaluation of the model's effectiveness in real-world healthcare settings. For instance, the model was tested with radiologists at MGH, where it demonstrated superior performance in tasks like visual question answering and radiology report generation. This collaboration helped ensure that the model was both accurate and practical for clinical use.




Other contributors to BiomedGPT include researchers from University of Georgia, Samsung Research America, University of Pennsylvania, Stanford University, University of Central Florida, UC-Santa Cruz, University of Texas-Health, Children's Hospital of Philadelphia, and the Mayo Clinic.

"This research is highly interdisciplinary and collaborative," says Sun. "The research involves expertise from multiple fields, including computer science, medicine, radiology, and biomedical engineering. Each author contributes specialized knowledge necessary to develop, test, and validate the model across various biomedical tasks. Large-scale projects like this often require access to diverse datasets and computational resources, along with access to skills in algorithm development, model training, evaluation, and application to real-world scenarios, as well as clinical testing and validation.

"This was a true team effort," he says. "Creating something that can truly help the medical community improve patient outcomes across a wide range of issues is a very complex challenge. With such complexity, collaboration is key to creating impact through the application of science and engineering."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241104150638.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Toddlers understand concept of possibility | ScienceDaily
Children too young to know words like "impossible" and "improbable" nonetheless understand how possibility works, finds new work with two- and three-year-olds.


						
The findings, the first to demonstrate that young children distinguish between improbable and impossible events, and learn significantly better after impossible occurrences, is newly published in Proceedings of the National Academy of Sciences.

"Even young toddlers already think about the world in terms of possibilities," said co-author Lisa Feigenson, co-director of the Johns Hopkins University Laboratory for Child Development. "Adults do this all the time and here we wanted to know whether even toddlers think about possible states of the world before they've had years of experience and before they have the language to describe these mental states."

Adults consider possibilities daily. Rain likely? Best bring an umbrella. If I buy a lottery ticket will I win? Probably not. But it wasn't known if toddlers also practice that mental judgement or if it emerges with age and experience.

Two- and three-year-old children were shown a gumball-type machine filled with toys. Some kids saw a mix of pink and purple toys. Others saw the machine was filled with only purple toys. Children then got a coin to drop into the machine to draw one toy.

The kids who saw that a mix of pink and purple toys was available and drew a pink one shouldn't have been surprised since even if there weren't that many pink ones -- and even if there was only one pink one -- there was some chance they'd get a pink toy. But some kids who saw the machine filled with only purple toys got a pink -- which shouldn't have been possible.

After they got their toys, all of the children were told the name of the toy -- a made-up word -- and then asked the name a short while later. Kids who experienced the impossible scenario and drew a pink toy when the machine contained no pink toys, learned significantly better than everyone else. But as long as getting a pink toy was possible, no matter how unlikely, kids experienced no boost to their learning.




"One possibility was that they would learn well from the improbable events, but even better from the impossible events," said co-author Aimee Stahl, a former doctoral student in Feigenson's lab who is now an associate professor of Psychology at The College of New Jersey. "But what we found was that they actually don't learn from the unlikely, improbable events. They only learn if they experienced the impossible event."

Feigenson and Stahl believe toddlers learn so much better after impossible events because the unexpected drives them to search for explanations. Improbable events might be surprising, but they don't necessarily need any explanation. Impossible events require kids to reevaluate what they thought they knew.

"These results are so interesting because they show that when children see events in the world that they can't explain, it instills in them a drive for information that they can use to reconcile their prior model of the world with what they've just seen," Feigenson said. "Scientifically, these findings are exciting because they suggest that humans are equipped from the get-go to think about whether things are possible or unlikely or just can't happen."

Next the researchers plan to study how this drive for explanations can be harnessed in the classroom. The findings suggest parents and teachers can create these heightened learning moments for kids.

"Parents and educators can create opportunities for children to really puzzle over something they find mysterious to offer a really powerful moment for learning to occur," Feigenson said.
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Researchers home in on tumor vulnerabilities to improve odds of treating glioblastoma | ScienceDaily
A team led by researchers at the University of Toronto has uncovered new targets that could be the key to effectively treating glioblastoma, a lethal type of brain cancer. These targets were identified through a screen for genetic vulnerabilities in patient-derived cancer stem cells that represent the variability found in tumours.


						
Glioblastoma is the most common type of brain cancer in adults. It is also the most challenging to treat due to the resistance of glioblastoma cancer stem cells, from which tumours grow, to therapy. Cancer stem cells that survive after a tumour is treated go on to form new tumours that do not respond to further treatment.

"Glioblastoma tumors have evaded treatment thus far because their composition is highly variable both within and between tumours," said Graham MacLeod, co-first author on the study and senior research associate of U of T's Donnelly Centre for Cellular and Biomolecular Research. "The tumours vary quite a bit from person to person, and even within a single tumour there are multiple cell types that harbour differences at the genetic level."

The study was published recently in the journal Cancer Research.

A key finding of the research is that the variability among glioblastoma cancer stem cells can be observed across a gradient between two cell subtypes. On one end is the developmental subtype, which resembles cells in which normal neurodevelopment has gone awry, and on the other end is the injury-response subtype, which is an inflammatory state. The aim of the study was to identify potential treatment methods to target each subtype, thereby tackling tumours in a more holistic manner.

This study follows earlier research published in Cell Reports that identified vulnerabilities in glioblastoma cancer stem cells that impact their sensitivity to chemotherapy. The next step within this line of research was to study how vulnerabilities in glioblastoma cancer stem cells vary in a large and diverse set of patient-derived cell lines to identify the most common of these vulnerabilities in each of the subtypes.

The team performed CRISPR/Cas9 screens in glioblastoma stem cell lines from 30 patients, making this the largest screening study of its kind. The patient-derived cell lines were generated by the lab of Peter Dirks, professor of surgery and molecular genetics and Chief of the Division of Neurosurgery at SickKids. Within the cancer stem cell samples, the team found genes responsible for the proliferation of the two cell subtypes that could be targeted to prevent tumour growth. Combining drugs to target both cell subtypes simultaneously could potentially make for a more effective glioblastoma treatment.




"A lot of the research on glioblastoma is conducted with a limited number of immortalized cell lines grown in serum," said Fatemeh Molaei, co-first author on the study and graduate student at the Donnelly Centre and the Leslie Dan Faculty of Pharmacy. "These cells aren't the best model as they don't resemble true glioblastoma cells as much as we would like. The findings from our study represent what we see in a patient's tumour more accurately because our cell lines are derived directly from a large group of patients. It's through our screens of this group of cell lines that we were able to identify the OLIG2 and MEK genes as drug targets for the developmental cell subtype and the FAK and B1-Integrin genes as targets for the injury-response subtype."

"It's been established that there are different subtypes of glioblastoma stem cells, but their differences are not being addressed in the clinic," said Stephane Angers, principal investigator on the study and director of the Donnelly Centre.

"In the future, our results will help in designing new treatments that are tailored to patients by targeting the predominant cell subtype, or both subtypes simultaneously," said Angers, who is also a professor in the Leslie Dan Faculty of Pharmacy and U of T's Temerty Faculty of Medicine. "The ability of glioblastoma to adapt to therapeutic treatment is its greatest strength and our biggest challenge. Our study increases our understanding of this type of cancer and proposes a different approach to treating it that will hopefully improve the prognosis of patients."

This research was supported by the Canadian Institutes of Health Research.
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Handling the hype: Researcher seeks to improve science communication | ScienceDaily
Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, one researcher at Michigan State University and colleagues at several other universities have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.


						
"Words matter and misleading information is prevalent everywhere," said Kevin Elliott, a professor in MSU's Lyman Briggs College and the College of Agriculture and Natural Resources at MSU. "As scientists, we need to be more sophisticated and intentional about the messages we are communicating."

Elliott and his team examined four ways of presenting information about the effects of endocrine-disrupting chemicals, which can interfere with the human body's natural hormones and affect sexual development, neurodevelopment and obesity. The different communication strategies tested were: 1) highlighting the challenges to masculinity, 2) using the term "neurodivergence," 3) discussing the developmental origins of health and disease and its relationship to obesity and 4) classifying obesity as a disease.

The researchers looked at the pros and cons of each communication method and showed how, even if the information might be factually accurate, the messaging may have unintended consequences. For example, classifying obesity as a disease could help more people who are obese qualify for weight-loss treatments, but this designation could increase the stigma around obesity and generate misconceptions about its implications for health. Scientists could perhaps lessen that stigma by discussing how fetal exposure to environmental pollutants may contribute to obesity -- but that message could, in turn, place unjustified pressure on mothers to prevent such exposures.

"We found that there are trade-offs that environmental health scientists need to make as they strive to communicate an accurate message," said Elliott. "We want to provide usable, relevant information but we also want to prevent information from being misinterpreted or misused."

Some strategies Elliott recommends are:
    	being sensitive to the social context in which scientific information is interpreted;
    	avoiding some messages altogether when they could cause more harm than good;
    	creating collaborations between scientists and communication scholars or ethicists;
    	developing relationships between scientists and community groups to create shared messaging to better serve the public.

The study appeared in the journal Environmental Health Perspectives. 




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241104112516.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



AI tool AlphaFold can now predict very large proteins | ScienceDaily
The AI tool AlphaFold has been improved so that it can now predict the shape of very large and complex protein structures. Linkoping University researchers have also succeeded in integrating experimental data into the tool. The results, published in Nature Communications, are a step toward more efficient development of new proteins for, among other things, medical drugs.


						
In all living organisms, there is a huge variety of proteins that regulate cell functions. Basically, everything that happens in the body, from controlling muscles and forming hair to transporting oxygen into the blood and digesting food, involves proteins. But proteins are also found outside the body in, for example, detergents and medical drugs.

Proteins are large molecules consisting of 20 different amino acids that stick together in long rows, much like beads in a necklace. The sequences, or chains, can be anything from 50 up to a few thousand amino acids long. This gives rise to several billion different combinations, which in turn determine the three-dimensional shape of the protein. Depending on the shape of the protein chain, that is, the way it is folded, the protein has completely different functions.

For over 50 years, researchers have been trying to both predict and design different protein structures to gain a deeper understanding of the body's mechanisms, various diseases, and to develop new types of medical drugs. This has been a laborious and expensive task involving a lot of manual handling.

But in 2020, the company Deepmind released open source software called AlphaFold. It is an artificial intelligence, based on so-called neural networks, that can predict with great accuracy how proteins will fold, and thus what functions they will have. This was a breakthrough that also resulted in the Nobel Prize in Chemistry 2024.

However, the programme has had its limitations. Among other things, it has not been able to predict very large protein compounds nor draw conclusions from experimental or incomplete data.

Researchers at Linkoping University have now developed AlphaFold further to overcome these shortcomings. The tool, which they call AF_unmasked, can now take in information from experiments and partial data as well as predict very large and complex protein structures.




"We're giving a new type of input to AlphaFold. The idea is to get the whole picture, both from experiments and neural networks, making it possible to build larger structures. But you can also have a draft of a structure that you feed into AlphaFold and get a relatively accurate result," says Claudio Mirabello, docent at the Department of Physics, Chemistry and Biology at Linkoping University.

The idea behind AF_unmasked is for researchers to refine the experiments carried out by providing guidance on how the researchers could design the protein. This is a step toward even better understanding of the functions of proteins and designing new types of protein drugs.

The AlphaFold breakthrough was made possible by researchers around the world collecting data since the 1970s on the structure of approximately 200,000 different proteins in a database. This database provided training data for AlphaFold. What finally made it work on a large scale was the technological development of supercomputers that use GPUs for heavy calculations.

Bjorn Wallner is a professor of bioinformatics at Linkoping University and has worked with one of the three Nobel Prize winners.

"The possibilities for protein design are endless, only the imagination sets limits. It's possible to develop proteins for use both inside and outside the body. You always have to find new, more difficult problems when you have solved the old ones. And within our field, finding problems is no problem," says Bjorn Wallner.

Together with Claudio Mirabello, he developed a precursor to AlphaFold that also inspired Deepmind in developing the tool. Thanks to the resources of the Google-owned company, they were then able to develop what is now an indispensable tool for the world's protein scientists.

"AlphaFold wasn't the first tool to use deep neural networks to solve the problem. In fact, one of the most important characteristics of AlphaFold is that it encodes the evolutionary history of a protein inside the neural network, an idea that actually originated here at LiU and was published by Bjorn and me in 2019. So, you could say that AlphaFold was based on our idea, and now we are building on AlphaFold," says Claudio Mirabello.
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Childhood overweight is associated with socio-economic vulnerability | ScienceDaily
More children have overweight in regions with high rates of single parenthood, low education levels, low income and high child poverty. The pandemic may also have reinforced this trend. This is shown by a study conducted by researchers at Uppsala University and Region Sormland in collaboration with Region Skane.


						
"During and after the pandemic, we see a greater difference between regions in terms of children's weight. It even looks like it has exacerbated health inequalities," explains Charlotte Nylander, a researcher at Uppsala University and the Centre for Clinical Research in Region Sormland, where she is also a Senior Consultant in Child Health Care.

Approximately 85 percent of all Swedish four-year-olds in 2018, 2020 and 2022 were included in the study, which in total comprises over 300,000 individuals. The researchers compiled the regions' data on overweight in childhood and then linked it to variables available from Statistics Sweden. The regions of Halland and Orebro are not included in the study due to a lack of aggregated data for 2022.

The results show that the prevalence of overweight or obesity has now fallen to the same levels as before the COVID-19 pandemic, i.e. 11.4%. During the pandemic, the prevalence was 13.3 per cent. However, in several regions, including Vasternorrland, Gavleborg and Varmland, the figures are significantly higher than the national average (see attached figure).

"We were worried when we saw the peak during the pandemic and wondered what will happen next. But it is good news that it is back to pre-pandemic levels -- we are happy about that. However, overweight in childhood is clearly still a concern that we need to work on," adds Nylander.

She and her research colleagues are concerned that there was such a significant link to socio-economic disadvantage at the regional level. There were more overweight children in regions with many single parents, low education levels, low income and high child poverty.

"Child healthcare is an important public health arena. It is a matter of highlighting socio-economically disadvantaged children in healthcare and providing early advice on lifestyle habits that can help. But we also need to shift responsibility from the individual to society, where major efforts are needed to improve the situation," notes researcher Mariette Derwig, a Senior Consultant in Child Health Care in Region Skane.
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Space: A new frontier for exploring stem cell therapy | ScienceDaily
Stem cells grown in microgravity aboard the International Space Station (ISS) have unique qualities that could one day help accelerate new biotherapies and heal complex disease, two Mayo Clinic researchers say. The research analysis by Fay Abdul Ghani and Abba Zubair, M.D., Ph.D., published in NPJ Microgravity, finds microgravity can strengthen the regenerative potential of cells. Dr. Zubair is a laboratory medicine expert and medical director for the Center for Regenerative Biotherapeutics at Mayo Clinic in Florida. Abdul Ghani is a Mayo Clinic research technologist. Microgravity is weightlessness or near-zero gravity.


						
"Studying stem cells in space has uncovered cell mechanisms that would otherwise be undetected or unknown within the presence of normal gravity," says Dr. Zubair. "That discovery indicates a broader scientific value to this research, including potential clinical applications."

Dr. Zubair has launched stem cell experiments from his lab on three different missions to the ISS. His review paper provides data on the scientific question, "Is space the ideal environment for growing large numbers of stem cells?" Another key concern is whether cells grown in space could maintain their strength and function after splashdown on Earth.

"The goal of almost all space flight in which stem cells are studied is to enhance growth of large amounts of safe and high-quality clinical-grade stem cells with minimal cell differentiation," says Dr. Zubair. "Our hope is to study these space-grown cells to improve treatment for age-related conditions such as stroke, dementia, neurodegenerative diseases and cancer."

The challenges of growing stem cells on Earth

Adult stem cells found in bone marrow and adipose (fat) tissue do not divide and differentiate into specialized cells. As a result, the number of adult stem cells in any one patient is limited. To obtain enough stem cells for clinical research or patient use, cells must be multiplied and expanded. It's an expensive, time-consuming process with inconsistent results.

Through research on the International Space Station, scientists gained new understanding of how cells multiply, function and morph into specialized cells. Importantly, they've also discovered microgravity fosters better cell growth and function compared to those cultured in an Earth lab setting.




"The space environment offers an advantage to the growth of stem cells by providing a more natural three-dimensional state for their expansion, which closely resembles growth of cells in the human body. That's in comparison to the two-dimensional culture environment available on Earth that is less likely to imitate human tissue," says Dr. Zubair.

Discoveries from stem cells grown in space

The immediate value of the interstellar stem cell research may be in growing tissue for disease modeling. Space-cultured stem cells could be used to recreate lifelike models of cancer and other diseases in a petri dish. Researchers can then use these models to track disease progression and test new therapies to stop it.

A comprehensive review of papers from the Mayo Clinic and other academic health centers shows space research has applications well beyond the lab. Several stem cell lines grown in weightlessness have shown clinical potential:
    	Mesenchymal stem cells are adult stem cells that secrete growth factors with potential for healing. Dr. Zubair's team has documented that mesenchymal stem cells expanded in microgravity have greater immunosuppressant capabilities than those grown on Earth.
    	Hematopoietic stem cells have blood regenerative abilities to fight infection, stop bleeding and carry oxygen. Hematopoietic stem cells grown aboard the ISS have shown ability to expand and differentiate into red or white blood cells that could one day be used to manage patients with blood cancers.
    	Cardiovascular progenitor cells provide the building blocks for blood vessels and heart muscle. They play a crucial role in repairing muscle. Growing cardiovascular progenitor cells in space could someday provide new options for repairing tissue damaged by heart attack.
    	Neural stem cells are found in the central nervous system and play a key role in brain development, maintenance and repair. Neural cells expanded in a gravity-free environment and maintained their regenerative capabilities on Earth. Researchers are studying whether neural cells grown in space could offer replacement therapy for diseases of the central nervous system.

Hurdles to healing

Despite the promise of extraterrestrial stem cell research, researchers are faced with many challenges. Cells could lose their strength and ability to function after long-term exposure to microgravity. Over time, space radiation could damage DNA and affect the growth of cells. Another concern is whether cells grown in microgravity could turn cancerous. Dr. Zubair's team, however, found no evidence of chromosomal damage that could trigger cancer in mesenchymal stem cells cultured in space.

Stem cell research in the cosmos is in its early stages, and the full effects of multiplying cells in weightlessness are not fully understood. More scientific data, research and funding are needed to help researchers fully comprehend the clinical potential of space-expanded cells.

"The space research conducted so far is just a starting point. A broader perspective about stem cell applications is possible as research continues to explore the use of space to advance regenerative medicine," writes Dr. Zubair.

The National Aeronautics and Space Administration and Mayo Clinic's Center for Regenerative Biotherapeutics provided funding for this research. 
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Lying, sitting or all-fours position? | ScienceDaily
Whether lying on their back, all-fours position, sitting upright or squatting -- women adopt different birthing positions during childbirth. What has not yet been researched is how the respective final birthing position affects the satisfaction of the woman giving birth. Researchers from the University Hospital Bonn (UKB), the University of Bonn and the University of Cologne have now investigated precisely this. In particular, they also took into account whether the choice of birthing position was voluntary. The results showed that it was precisely when this was chosen voluntarily that women were more satisfied. Around three quarters of those surveyed were lying during the birth and were particularly dissatisfied if they felt that they had not made this choice themselves. However, if the expectant mothers had chosen the supine or lateral supine position themselves, the position actually tended to make them more satisfied. The study has now been published in the journal Archives of Gynecology.


						
For a long time, the supine position was the most common birth position in Western countries -- this gave obstetricians unhindered access to the woman and child. In various cultures, however, upright birthing positions, such as sitting or squatting, are also widespread. Which position is best for expectant mothers and the unborn child is controversial in the literature. "Until today, international guidelines usually only recommend that women should adopt their preferred birthing position," explains Prof. Dr. Nadine Scholten, who recently became head of the UKB's Research Unit for Health Communication and Health Services Research and holds a professorship in psychosomatic and psycho-oncological health services research at the University of Bonn. With regard to birthing positions, the German guideline also states that women should adopt the position that seems most comfortable to them. However, they should also be encouraged to adopt an upright position in the final phase of birth. "In reality, whether they ultimately lie, sit or squat depends on the wishes of the expectant mothers themselves, but also on the suggestions of the midwives, obstetricians and sometimes necessary medical measures," explains Prof. Dr. Brigitte Strizek, Director of the Clinic for Obstetrics and Prenatal Medicine at the UKB.

Focus on women's satisfaction

A team led by first and corresponding author Prof. Scholten, who carried out the study at the Institute for Medical Sociology, Health Services Research and Rehabilitation Research (IMVR) at the University of Cologne and the UKB, wanted to find out which birthing position women were most satisfied with afterwards. Almost 800 mothers were asked about their final birthing position and how satisfied they were with the birth overall using an anonymous questionnaire. All of the data analyzed here was from women who had given birth vaginally in a hospital without the use of a vacuum extraction or forceps, and who had given birth eight to twelve months previously at the time of the survey. In their study, the researchers also asked about the satisfaction of the mothers -- depending on whether the birth position was freely chosen or not. The reasons for not choosing a free position were also asked.

It was found that over three quarters of mothers gave birth to their child lying on their side or on their back. Of these women, up to 40 percent stated that they had not chosen the birth position voluntarily. "The most common reason given by respondents was instructions from medical staff," explains Prof. Scholten. The most common position assigned by obstetricians was the supine position. It was striking that women were more satisfied with their birth if they were allowed to choose the position voluntarily -- especially if they chose the supine position themselves. Women who were not free to choose their birthing position were particularly dissatisfied if the medical staff specified this and not the CTG to record the heart rate of the unborn child and labor activity or the epidural, the anesthetic to relieve pain, prevented the desired position.

Self-determination not always given in the delivery room

"The number of women who did not choose the birth position themselves is particularly striking, as is the associated lower level of satisfaction with the birth," summarizes co-author Prof. Strizek. However, the team cannot confirm whether an increased voluntary choice of birth position in the future would result in fewer women giving birth in the supine position. "In order to increase women's subjective satisfaction with their birth experience, they should be given the opportunity to adopt their preferred position," appeals lead author Prof. Scholten. "The first step is to increase the awareness of medical staff and empower women to understand and better communicate their preferences." Prof. Strizek adds: "If a certain position would be advantageous for the woman giving birth from a medical point of view, we as obstetric teams need to explain this better to the women so that they rarely have the feeling that they have not determined the birth position themselves."

Funding: The work was funded by the Federal Ministry of Education and Research (BMBF) and supported by the Techniker Krankenkasse and the AOK Rheinland/Hamburg for recruitment and administrative processing.
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Synthetic genes engineered to mimic how cells build tissues and structures | ScienceDaily
Researchers from the UCLA Samueli School of Engineering and theUniversity of Rome Tor Vergata in Italy have developed synthetic genes that function like the genes in living cells.


						
The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The approach is similar to building furniture with modular units, much like those found at IKEA. Using the same parts, one can build many different things and it's easy to take the set apart and reconstruct the parts for something else. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

The research study was recently published in Nature Communications and led by Elisa Franco, a professor of mechanical and aerospace engineering and bioengineering at UCLA Samueli. Daniela Sorrentino, a postdoctoral scholar in Franco's Dynamic Nucleic Acid Systems lab, is the study's first author.

"Our work suggests a way toward scaling up the complexity of biomolecular materials by taking advantage of the timing of molecular instructions for self-assembly, rather than by increasing the number of molecules carrying such instructions," Franco said. "This points to the exciting possibility of generating distinct materials that can spontaneously 'develop' from the same finite set of parts by simply rewiring the elements that control the temporal order of assembly."

Complex organisms develop from a single cell by sequential division and differentiation events. These processes involve numerous biomolecules coordinated by gene cascades that guide the timing and location of gene activation. When a molecular signal is received, it triggers a series of genes to assemble in a specific order, leading to a particular biological response. A well-known example in biology is the gene cascade that controls the formation of body segments in fruit flies. In this process, genes are perfectly timed to trigger the formation of specific body segments in the correct order.

"We had the idea of recreating in the lab similar gene cascades that, depending on the timing of gene activation, could induce the formation, or the disassembly, of synthetic materials," said co-author Franceso Ricci, a professor of chemical science at the University of Rome Tor Vergata.

In their study, the researchers used building blocks of DNA tiles formed by a few synthetic DNA strands. They then created a solution containing millions of these tiles, which interacted with one another to form micron-scale tubular structures. The structures only form in the presence of a specific RNA molecule that triggers the formation. A different RNA trigger molecule can also induce the disassembly of the same structures.




Then, they programmed different synthetic genes that produce the RNA triggers at specific times so that the formation and dissolution of the DNA structures can be timed with precision.

By connecting these genes together, they created a synthetic genetic cascade, similar to that of a fruit fly, which can control not only when a certain type of DNA structures forms or dissolves, but also its specific compositional properties at a given time.

"Our approach is not limited to DNA structures, it can be extended to other materials and systems that rely on the timing of biochemical signals," Sorrentino said. "By coordinating these signals, we can assign different functions to the same components, creating materials that spontaneously evolve from the same parts. This opens up exciting advances in synthetic biology and paves the way for new applications in medicine and biotechnology."

The research was supported by the U.S. Department of Energy's Office of Science, the U.S. National Science Foundation, the European Research Council, the Italian Association for Cancer Research, the Italian Ministry of University and Research and Italy's National Recovery and Resilience Plan -- which is financed through the European Union's stimulus package NextGenerationEU. Sorrentino holds a fellowship supported by Italian Association for Cancer Research.

Simona Ranallo, a researcher from the University of Rome Tor Vergata, is also an author on the study.
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Remote medical interpreting is a double-edged sword in healthcare communication, researchers find | ScienceDaily
Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study from the University of Surrey.


						
As the healthcare sector leaned heavily on technology during the COVID-19 pandemic, interpreters reported mixed experiences that raises serious questions about the effectiveness of remote communication platforms in critical medical settings.

The study, led by Surrey's Dr Wei Zhang alongside Dr Elena Davitti and Professor Sabine Braun, surveyed 47 professional interpreters with experience in remote interpreting across various healthcare contexts.

This research found that while remote interpreting technologies like telephone and video interpreting are widely adopted, they may affect the quality of communication between healthcare providers and patients. Many interpreters expressed concerns about the negative impacts these remote methods have on their performance and the overall patient experience and outcomes.

Key findings highlighted:
    	Video interpreting (VI) and telephone interpreting (TI) as remote medical interpreting (RMI) modalities have many shared challenges and limitations, e.g., lack of visual cues in TI and lower efficiency of such cues in VI, compared to in-person interpreting.
    	Interpreters rated both VI and TI as negatively impacting effective communication and human interaction, but VI was rated as being more effective than TI.
    	The COVD-19 pandemic has exacerbated existing challenges shared by TI and VI in both technical and interactional aspects.

The survey revealed that interpreters often faced technical challenges, including poor sound quality and lack of visual cues, as well as prevalent logistical challenges, such as lack of briefing and the constraints to nonverbal and emotional cues shared in both TI and VI, which all negatively impacted their ability to interpret effectively. Notably, interpreters described TI as especially challenging in complex medical situations involving multiple speakers and/or a high density of nonverbal or emotional communication, such as delivering bad news to patients.

Dr Wei Zhang, PhD in Translation Studies and lead author of the study at the University of Surrey, said:

"Our findings suggest that while remote interpreting offers accessibility, it may sometimes compromise the quality of communication.




"Interpreters frequently reported the limitations of remote interpreting on both video interpreting and telephone interpreting. Nonverbal and emotional communication were less effective. Interpreters may feel detached and frustrated when they need to cope with poor equipment, inappropriate spatial arrangements such as positioning in relation to camera and microphone, or poor remote work etiquette at their clients' ends. These can adversely affect interpreters' ability to facilitate effective and emotional-supportive communication in healthcare settings."

Participants for the study were recruited through professional interpreter associations, language service providers, and healthcare institutions. The survey consisted of five blocks of questions designed to assess interpreters' experiences, perceptions, and the technologies used in both telephone interpreting and video interpreting settings.

The research also found that the shift to remote interpreting during the pandemic resulted in a reliance on less suitable communication methods for certain medical contexts. For example, while interpreters felt comfortable using TI for straightforward interactions, they found VI to be more effective in longer and/or complex healthcare encounters. VI was perceived as an acceptable but not fully equivalent alternative to traditional face-to-face interpreting, particularly in settings where emotional or nonverbal communication is essential. This suggests that the choice of interpreting method should be carefully considered based on the nature of the medical interaction.

Sabine Braun, Professor of Translation Studies and co-author of the study at the University of Surrey, said:

"There is a critical need for healthcare institutions to recognise the potential pitfalls of relying solely on remote interpreting technologies. As healthcare continues to evolve in the digital age, understanding the limitations of these systems is crucial for fostering effective communication and ensuring patient safety."

Dr Elena Davitti, Associate Professor of Translation Studies, said:

"Healthcare communication is not just about language; it's about connection. As we embrace technology, we must prioritise the human elements of interpreting to ensure that all patients receive the care they deserve."

As interpreters navigate the challenges of technology, the findings serve as a critical reminder of the inherent value of human interaction in medical settings.
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High levels of omega-3, omega-6 may protect against cancer | ScienceDaily
In addition to lowering your cholesterol, keeping your brain healthy and improving mental health, new research from the University of Georgia suggests omega-3 and omega-6 fatty acids may help ward off a variety of cancers.


						
The study relied on data from more than 250,000 people and found that higher levels of omega-3 and omega-6 fatty acids were associated with a lower risk of developing cancer.

"Higher omega-3 and omega-6 levels were associated with lower rates of cancer," said Yuchen Zhang, lead author of the study and a doctoral student in UGA's College of Public Health. "These findings suggest that the average person should focus on getting more of these fatty acids in their diets."

Participants with higher levels of omega-3s had lower rates of colon, stomach and lung cancer, in addition to lower rates of other digestive tract cancers.

High omega-6 levels led to lower rates of 14 different cancers, including brain, malignant melanoma, bladder and more.

Healthy fats reduce risk of developing 19 types of cancer

The study relied on data from a United Kingdom-based study of over 250,000 people who were followed for more than a decade. Of those participants, almost 30,000 developed some form of cancer during the study period.




Some earlier research drew connections between levels of fatty acids and risk of developing cancer. However, no studies could conclusively determine whether omega-3 and omega-6 fatty acids reduced cancer rates or increased the likelihood of surviving a cancer diagnosis.

Importantly, the benefits of high levels of fatty acids were not dependent on other risk factors like BMI, alcohol use or physical activity.

Fish oil supplements come with a variety of health benefits

Known as "healthy fats," omega-3 and omega-6 fatty acids are essential for human health. They're present in fatty fish, nuts and even some plant oils such as canola oil.

But most Americans probably aren't eating enough of these foods to reach the recommended amounts.

That's why many individuals turn to fish oil supplements. They're one of the most popular dietary pills on the market and for good reason.




Previous studies suggest omega-3 supplements can reduce the risk of developing high cholesterol and lower the risk of heart disease.

Benefits of fish oil may not be one-size-fits-all

But the decision to take the popular fish oil pills isn't one-size-fits-all.

In the present study, for example, the researchers found that high omega-3 levels could be associated with a slightly higher risk of prostate cancer.

"For women, it's an easy decision: Eat more omega-3," said Kaixiong Ye, corresponding author of the study and an associate professor in UGA's Franklin College of Arts and Sciences.

The researchers also saw a stronger beneficial effect of omega-6 in younger participants, particularly women.

Published in the International Journal of Cancer, the study was co-authored by Yitang Sun, a doctoral graduate of UGA's genetics program, and Suhang Song and Ye Shen, of UGA's College of Public Health. Additional co-authors include Nikhil Khankari and Thomas Brenna.
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How the keto diet could one day treat autoimmune disorders | ScienceDaily
Scientists have long suspected the keto diet might be able to calm an overactive immune system and help some people with diseases like multiple sclerosis.


						
Now, they have reason to believe it could be true.

Scientists at UC San Francisco have discovered that the diet makes the gut and its microbes produce two factors that attenuated symptoms of MS in mice.

If the study translates to humans, it points toward a new way of treating MS and other autoimmune disorders with supplements.

The keto diet severely restricts carbohydrate-rich foods like bread, pasta, fruit and sugar, but allows unlimited fat consumption.

Without carbohydrates to use as fuel, the body breaks down fat instead, producing compounds called ketone bodies. Ketone bodies provide energy for cells to burn and can also change the immune system.

Working with a mouse model of MS, the researchers found that mice who produced more of a particular ketone body, called b-hydroxybutyrate (bHB), had less severe disease.




The additional bHB also prompted the gut bacterium Lactobacillus murinus to produce a metabolite called indole lactic acid (ILA). This blocked the activation of T helper 17 immune cells, which are involved in MS and other autoimmune disorders.

"What was really exciting was finding that we could protect these mice from inflammatory disease just by putting them on a diet that we supplemented with these compounds," said Peter Turnbaugh, PhD, of the Benioff Center for Microbiome Medicine.

Earlier, Turnbaugh had shown that when secreted by the gut, bHB counteracts immune activation. This prompted a postdoctoral scholar who was then working in his lab, Margaret Alexander, PhD, to see if the compound could ease the symptoms of MS in mice.

In the new study, which appears Nov. 4 in Cell Reports, the team looked at how the ketone body-rich diet affected mice that were unable to produce bHB in their intestines, and found that their inflammation was more severe.

But when the researchers supplemented their diets with bHB, the mice got better.

To find out how bHB affects the gut microbiome, the team isolated bacteria from the guts of three groups of mice that were fed either the keto diet, a high-fat diet, or the bHB supplemented high-fat diet.




Then, they screened the metabolic products of each group's distinct microbes in an immune assay and determined that the positive effects of the diet were coming from a member of the Lactobacillus genus: L. murinus.

Two other techniques, genome sequencing and mass spectrometry, confirmed that the L. murinus they found produced indole lactic acid, which is known to affect the immune system.

Finally, the researchers treated the MS mice with either ILA or L. murinus, and their symptoms improved.

Turnbaugh cautioned that the supplement approach still needs to be tested in people with autoimmune disorders.

"The big question now is how much of this will translate into actual patients," he said. "But I think these results provide hope for the development of a more tolerable alternative to helping those people than asking them stick to a challenging restrictive diet."

 Funding: This work was funded by the NIH (grants P30 DK063720, R01DK114034, R01HL122593, R01AR074500, R01AT011117, F32AI14745601, K99AI159227, R00AI159227-03, K08HL165106, K08AR073930, R01AG067333, R01DK091538, R01AG069781) and the Damon Runyon Cancer Research Foundation (DRR4216). Turnbaugh is a Chan Zuckerberg Biohub-San Francisco Investigator.
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The Salton Sea -- an area rich with lithium -- is a hot spot for child respiratory issues | ScienceDaily
Windblown dust from the shrinking Salton Sea harms the respiratory health of children living nearby, triggering asthma, coughing, wheezing and disrupted sleep, USC research shows.


						
The findings also indicate that children living closest to the sea, who are exposed to more dust in the air, may be the most affected.

The study, published in Environmental Research, found that 24% of children in the area have asthma -- which is far higher than the national rate of 8.4% for boys and 5.5% for girls. The abnormally high rate raises health experts' concerns about the children's health in this predominantly low-income community of color 150 miles southeast of Los Angeles.

Furthermore, experts say, the dust problem is likely to intensify in a hotter climate, with evaporation exposing more and more of the lake bed, or playa, leading to more dust events.

Ironically, successful water conservation efforts are compounding the problem. As state conservationists reduce the agricultural runoff that flows into the Salton Sea, the lake is slowly disappearing. A combination of development and lithium mining may promise more economic opportunities -- and an increase in truck traffic likely to kick up more dust and further aggravate respiratory health issues.

"These rural environmental justice communities are facing health consequences due to local dust events," said first author Jill Johnston, an associate professor of environmental health at USC. "The agricultural industry in Imperial Valley has used excessive amounts of water, but one of the impacts of water conservation is the shrinking of the sea."

The Salton Sea was created by accident in 1905 by a canal system breach. Until recently, the sea was sustained largely by irrigation runoff from adjacent farmland. Over the past two decades, however, the decreasing waterflow has exposed 16,000 new acres of playa -- and a lot of dust. Saline lake beds typically contain various harmful particulates -- sulfate, chloride, pesticides and toxic metals such as arsenic, lead and chromium.




To better understand the relationship between airborne dust and respiratory health, researchers recruited 722 school-age children from the predominantly Latino/Hispanic community between 2017 and 2019. Parents and guardians completed a 64-item survey about their child's health history of the previous 12 months, including episodes of asthma, a daily cough for three months in a row, congestion or excess phlegm for three months in a row.

Researchers then used data from a network of regulatory air monitors to estimate exposures to "dust events" in which hourly concentrations of dust exceeded 150 micrograms per cubic meter. The monitors measure levels of particulate matter in the air, including PM2.5 particles (typically from traffic and combustion) and the larger PM10 particles (typically dust and soil).

The researchers also calculated the distance from the child's home and the edge of the Salton Sea. Participants living within 7 miles of the sea were considered "close" for the analysis.

The research showed that dust events had a greater impact on wheezing and sleep disturbances among children living closest to the sea. In addition, each deviation increase from the average, annual fine PM2.5 measure resulted in a 3.4 and 3.1 percentage point increase in wheezing and bronchitis symptoms, respectively.

"The community has long suspected that air pollution near the sea may be impacting children's health," Johnston said, "but this is the first scientific study to suggest that children living close to the receding shoreline may experience more severe direct health impacts. Protecting public health should be integrated into the mitigation plans."

In addition to Johnston, other authors included Shohreh Farzan, Elizabeth Kamai, Dayane Duenas Barahona and Sandrah Eckel, all of USC; Christopher Zuidema and Edmund Seto of the University of Washington; and Luis Olmedo, Esther Bejarano and Christian Torres of Comite Civico del Valle, an Imperial Valley community-based organization.

This work was supported in part by R01ES029598 and 5P30ES007048-21S1 grants from the National Institute of Environmental Health Sciences.
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Increased rates of severe human infections caused by Streptococcus subspecies | ScienceDaily
A concerning increase in global rates of severe invasive infections becoming resistant to key antibiotics has a team of infectious disease researchers at the Houston Methodist Research Institute studying a recently emerged strain of bacteria called Streptococcus dysgalactiae subspecies equisimilis (SDSE). SDSE infects humans via the skin, throat, gastrointestinal tract and female genital tract to cause infections ranging in severity from strep throat (pharyngitis) to necrotizing fasciitis (flesh-eating disease).


						
Closely related to group A streptococcus (also commonly known as Streptococcus pyogenes), which has been very well studied, little is known about SDSE.

The findings of this study are described in a paper titled "Integrative genomic, virulence, and transcriptomic analysis of emergent Streptococcus dysgalactiae subspecies equisimilis (SDSE) emm type stG62647 isolates causing human infections," appearing Oct. 17 in the journal mBio, which is published by the American Society for Microbiology in association with the American Academy of Microbiology. James M. Musser, M.D., Ph.D., chair of the Department of Pathology and Genomic Medicine at Houston Methodist, is the corresponding author on the paper.

"Given its great emerging importance to human health, our limited understanding of SDSE molecular pathogenesis is remarkable," said Jesus M. Eraso, Ph.D., an assistant research professor of pathology & genomic medicine with Houston Methodist and lead author on the study.

To close this knowledge gap, the Houston Methodist team used a sophisticated integrative approach to study 120 human isolates of a particular SDSE subtype, called stG62647. They analyzed the subtype's genome, where the information of its DNA is stored, its transcriptome, which provides a snapshot of the complete gene expression profile at the time the SDSE cells were collected, and its virulence, which refers to the degree of damage it causes to its host. The stG62647 SDSE strains are important to study because they have been reported to cause unusually severe infections, and understanding the relationships and interplay between these three entities gave the researchers a richer understanding of how it causes disease.

The data from this integrative analysis provided much new data about this important emerging human bacterial pathogen and are useful in vaccine research. It also raised many new questions and generated new hypotheses to be studied in this ongoing line of investigation.

Musser and Eraso's collaborators on this study were Randall J. Olsen, S. Wesley Long and Ryan Gadd with the Center for Infectious Diseases in the Houston Methodist Research Institute, and Sarrah Boukthir, Ahmad Faili and Samer Kayal from Universite Rennes in France.

These studies were funded, in part, by the Fondren Foundation.
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Exposure to particular sources of air pollution is harmful to children's learning and memory | ScienceDaily
A new USC study involving 8,500 children from across the country reveals that a form of air pollution, largely the product of agricultural emissions, is linked to poor learning and memory performance in 9- and 10-year-olds.


						
The specific component of fine particle air pollution, or PM2.5, ammonium nitrate, is also implicated in Alzheimer's and dementia risk in adults, suggesting that PM2.5 may cause neurocognitive harm across the lifespan. Ammonium nitrate forms when ammonia gas and nitric acid, produced by agricultural activities and fossil fuel combustion, respectively, react in the atmosphere.

The findings appear in Environmental Health Perspectives.

"Our study highlights the need for more detailed research on particulate matter sources and chemical components," said senior author Megan Herting, an associate professor of population and public health sciences at the Keck School of Medicine of USC. "It suggests that understanding these nuances is crucial for informing air quality regulations and understanding long-term neurocognitive effects."

For the last several years, Herting has been working with data from the largest brain study across America, known as the Adolescent Brain Cognitive Development Study, or ABCD, to understand how PM2.5 may affect the brain.

PM2.5, a key indicator of air quality, is a mixture of dust, soot, organic compounds and metals that come in a range of particle sizes less than 2.5 micrometers in diameter. PM2.5 can travel deep into the lungs, where these particles can pass into the bloodstream, and bypass the blood-brain barrier, causing serious health problems.

Fossil fuel combustion is one of the largest sources of PM2.5, especially in urban areas, but sources like wildfires, agriculture, marine aerosols and chemical reactions are also important.




In 2020, Herting and her colleagues published a paper in which they looked at PM2.5 as a whole, and its potential impact on cognition in children, and did not find a relationship.

For this study, they used special statistical techniques to look at 15 chemical components in PM2.5 and their sources. That's when ammonium nitrate -- which is usually a result of agricultural and farming operations -- in the air appeared as a prime suspect.

"No matter how we examined it, on its own or with other pollutants, the most robust finding was that ammonium nitrate particles were linked to poorer learning and memory," Herting said. "That suggests that overall PM2.5 is one thing, but for cognition, it's a mixture effect of what you're exposed to."

For their next project, the researchers hope to look at how these mixtures and sources may map on to individual differences in brain phenotypes during child and adolescent development.

In addition to Herting, other study authors include Rima Habre, Kirthana Sukumaran, Katherine Bottenhorn, Jim Gauderman, Carlos Cardenas-Iniguez, Rob McConnell and Hedyeh Ahmadi, all of the Keck School of Medicine; Daniel A. Hackman of the USC Suzanne Dworak-Peck School of Social Work; Kiros Berhane of the Columbia University Mailman School of Public Health; Shermaine Abad of University of California, San Diego; and Joel Schwartz of the Harvard T.H. Chan School of Public Health.

The research was supported by grants from the National Institutes of Health [NIEHS R01ES032295, R01ES031074, P30ES007048] and the Environmental Protection Agency [RD 83587201, RD 83544101].
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        Scientists calculate predictions for meson measurements
        Calculations of charge distribution in mesons provide benchmark for experimental measurements and validate widely used 'factorization' method for imaging the building blocks of matter.

      

      
        New PFAS testing method created
        Researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.

      

      
        A smart 'insect screen' for sun protection and cool comfort
        A research team unveils a next-generation transparent cooling film using the principles of radiative cooling.

      

      
        Use of 'genetic scissors' carries risks
        The CRISPR tool is capable of repairing the genetic defect responsible for the immune disease chronic granulomatous disease. However, researchers have now shown that there is a risk of inadvertently introducing other defects.

      

      
        Interstellar methane as progenitor of amino acids?
        Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.

      

      
        Detecting evidence of lung cancer in exhaled breath
        Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. Researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer.

      

      
        Imaging nuclear shapes by smashing them to smithereens
        Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) to reveal subtle details about the shapes of atomic nuclei. The method is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.

      

      
        AI-driven mobile robots team up to tackle chemical synthesis
        Researchers have developed AI-driven mobile robots that can carry out chemical synthesis research with extraordinary efficiency. Researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

      

      
        New haptic patch transmits complexity of touch to the skin
        Thin, flexible device could help people with visual impairments 'feel' surroundings. Device comprises a hexagonal array of 19 actuators encapsulated in soft silicone. Device only uses energy when actuators change position, operating for longer periods of time on a single battery charge.

      

      
        Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage
        Researchers have developed a new method for disrupting the crystal structure of a semiconductor that requires as little as one billion times less power density. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

      

      
        Asteroid grains shed light on the outer solar system's origins
        Tiny grains from asteroid Ryugu are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago. The findings suggest the distal solar system harbored a weak magnetic field, which could have played a role in forming the giant planets and other objects.

      

      
        Mighty radio bursts linked to massive galaxies
        Researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low - mass ones.

      

      
        Despite its impressive output, generative AI doesn't have a coherent understanding of the world
        Large language models can achieve incredible performance on some tasks without having internalized a coherent model of the world or the rules that govern it, researchers find. This means these models are likely to fail unexpectedly if they are deployed in situations where the environment or task slightly changes.

      

      
        Bach, Mozart or jazz
        Physicists have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.

      

      
        AI-powered system detects toxic gases with speed and precision
        Researchers have developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide that poses severe respiratory health risks.

      

      
        Bio-based fibers could pose greater threat to the environment than conventional plastics
        New research has shown that bio-based fibers caused higher mortality, and reduced growth and reproductivity, among earthworms -- a species critical to the health of soils globally -- than conventional plastics. It has led scientists to suggest that materials being advocated as alternatives to plastic should be tested thoroughly before they are used extensively in a range of products.

      

      
        Explaining science through dance
        Explaining a theoretical science concept to high school students requires a new way of thinking altogether, which is precisely what researchers did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

      

      
        Towards a hydrogen-powered future: Highly sensitive hydrogen detection system
        Hydrogen, a promising fuel, has extensive applications in many sectors. However, its safe and widespread use necessitates reliable sensing methods. While tunable diode laser absorption spectroscopy (TDLAS) has proved to be an effective gas sensing method, detecting hydrogen using TDLAS is difficult due to its weak light absorption property in the infrared region. Addressing this issue, researchers developed an innovative calibration-free technique that significantly enhances the accuracy and dete...

      

      
        High-quality nanomechanical resonators with built-in piezoelectricity
        Researchers have developed a novel type of nanomechanical resonator that combines two important features: high mechanical quality and piezoelectricity. This development could open doors to new possibilities in quantum sensing technologies.

      

      
        Ensuring a bright future for diamond electronics and sensors
        To expand the potential use of diamond in semiconductor and quantum technologies, researchers are developing improved processes for growing the material at lower temperatures that won't damage the silicon in computer chips. These advances include insights into creating protective hydrogen layers on quantum diamonds without damaging crucial properties like nitrogen-vacancy centers.

      

      
        Advancing the science of superconductivity
        Materials called cubic rare earth hydrides could be superconductors in everyday conditions.

      

      
        Defibrillation devices can save lives using 1,000 times less electricity
        Researchers used an electrophysiological computer model of the heart's electrical circuits to examine the effect of the applied voltage field in multiple fibrillation-defibrillation scenarios. They discovered far less energy is needed than is currently used in state-of-the-art defibrillation techniques. The authors applied an adjoint optimization method and discovered adjusting the duration and the smooth variation in time of the voltage supplied by defibrillation devices is a more efficient mech...

      

      
        Two key genes identified linking rheumatoid arthritis and osteoporosis
        Researchers employed analysis tools and machine learning algorithms to identify two genes linked to rheumatoid arthritis and osteoporosis that could serve as diagnostic tools and potential targets for treatments. Drawing from a large database of genetic information, they gathered dozens of sequenced genomes from people with rheumatoid arthritis and osteoporosis to look for any similarities, using recently developed computational methods to narrow down their search. They identified genes ATXN2L an...

      

      
        Leveraging machine learning to find promising compositions for sodium-ion batteries
        Sodium-containing transition-metal layered oxides are promising electrode materials for sodium-ion batteries, a potential alternative to lithium-ion batteries. However, the vast number of possible elemental compositions for their electrodes makes identifying optimal compositions challenging. In a recent study, researchers leveraged extensive experimental data and machine learning to predict the optimal composition of sodium-ion batteries. Their approach could help reduce time and resources needed...

      

      
        Persistent problems with AI-assisted genomic studies
        Researchers are warning that artificial intelligence tools gaining popularity in the fields of genetics and medicine can lead to flawed conclusions about the connection between genes and physical characteristics, including risk factors for diseases like diabetes.

      

      
        AI for real-time, patient-focused insight
        BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study is described in the article as 'the first open-source and lightweight vision -- language foundation model, designed as a generalist capable of performing various biomedical tasks.'

      

      
        Satellite imagery may help protect coastal forests from climate change
        A new study details how climate change transforms coastal wetlands in North Carolina from forest to marshland or even open water, and how satellite imagery may help better direct conservation efforts to preserve those areas.

      

      
        The secrets of baseball's magic mud
        The unique properties of baseball's famed 'magic' mud, which MLB equipment managers applied to every ball in the World Series, have never been scientifically quantified -- until now. Researchers now reveal what makes the magic mud so special.

      

      
        Cobalt-copper tandem converts carbon dioxide to ethanol
        The continuing release of carbon dioxide into the atmosphere is a major driver of global warming and climate change with increased extreme weather events. Researchers have now presented a method for effectively converting carbon dioxide into ethanol, which is then available as a sustainable raw material for chemical applications.

      

      
        Nanoscale transistors could enable more efficient electronics
        Nanoscale 3D transistors made from ultrathin semiconductor materials can operate more efficiently than silicon-based devices, leveraging quantum mechanical properties to potentially enable ultra-low-power AI applications.

      

      
        Space: A new frontier for exploring stem cell therapy
        Stem cells grown in microgravity aboard the International Space Station (ISS) have unique qualities that could one day help accelerate new biotherapies and heal complex disease, researchers say. The research analysis finds microgravity can strengthen the regenerative potential of cells. Microgravity is weightlessness or near-zero gravity.

      

      
        Dance of electrons measured in the glow from exploding neutron-stars
        The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time.

      

      
        Synthetic genes engineered to mimic how cells build tissues and structures
        Researchers have developed synthetic genes that function like the genes in living cells. The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

      

      
        Remote medical interpreting is a double-edged sword in healthcare communication, researchers find
        Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study.

      

      
        BESSY II: New procedure for better thermoplastics
        Bio-based thermoplastics are produced from renewable organic materials and can be recycled after use. Their resilience can be improved by blending bio-based thermoplastics with other thermoplastics. However, the interface between the materials in these blends sometimes requires enhancement to achieve optimal properties. A team has now investigated at BESSY II how a new process enables thermoplastic blends with a high interfacial strength to be made from two base materials: Images taken at the new...

      

      
        Astronomers discover the fastest-feeding black hole in the early universe
        Astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.

      

      
        Research uses lasers to detect landmines, underground objects
        Enough landmines are buried underground worldwide to circle Earth twice at the equator, but the identification and removal of these explosives is costly and time-consuming. New research could help solve the problem.

      

      
        Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery
        Biomedical engineers have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.

      

      
        Revealing causal links in complex systems
        SURD, an algorithm, reveals causal links in complex systems. Applications may include forecasting climate to projecting population growth to designing efficient aircraft.

      

      
        Fueling greener aviation with hydrogen
        Despite ongoing efforts to curb CO2 emissions with electric and hybrid vehicles, other forms of transportation remain significant contributors of greenhouse gases. To address this issue, old technologies are being revamped to make them greener, such as the reintroduction of sailing vessels in shipping and new uses for hydrogen in aviation. Now, researchers have used computer modeling to study the feasibility and challenges of hydrogen-powered aviation.

      

      
        Improving energy production by boosting singlet fission process
        Singlet fission (SF) is an exciton amplification phenomenon in which two triplet excitons are generated from a singlet exciton produced by the absorption of a single photon in chromophores. A team of researchers has demonstrated that SF can be promoted by introducing chirality and controlling chromophore orientation and arrangement. Their innovative study is expected to promote diverse applications in energy science, quantum, and information materials science, photocatalysis, solar cells, and lif...

      

      
        Using mathematics to better understand cause and effect
        A new method for determining causality gives scientists a more holistic view of the causal role that contributing factors play within just about any system.

      

      
        NASA's Hubble, Webb probe surprisingly smooth disk around Vega
        Teams of astronomers used the combined power of NASA's Hubble and James Webb space telescopes to revisit the legendary Vega disk.

      

      
        Research shows therapeutic virtual yoga program can be effective for chronic low back pain
        Researchers found that a 12-week therapeutic virtual yoga program for chronic low back pain can be a feasible, safe and effective treatment option.

      

      
        Microplastics increasing in freshwater, directly related to plastic production
        Microplastics have been steadily increasing in freshwater environments for decades and are directly tied to rising global plastic production since the 1950s, according to a new study by an interdisciplinary team. The findings provide insight into how microplastics move and spread in freshwater environments, which could be important for creating long-term solutions to reduce pollution, the researchers said.

      

      
        Autistic traits shape how we explore
        People with stronger autistic trails showed distinct exploration patterns and higher levels of persistence in a computer game, ultimately resulting in better performance than people with lower scores of autistic traits, according to a new study.

      

      
        Violating Bredt's rule: Chemists just broke a 100-year-old rule and say it's time to rewrite the textbooks
        According to Bredt's rule, double bonds cannot exist at certain positions on organic molecules if the molecule's geometry deviates too far from what we learn in textbooks. This rule has constrained chemists for a century. Chemists have now shown how to make molecules that violate Bredt's rule, allowing chemists to find practical ways to make and use them in reactions.

      

      
        New methods for whale tracking and rendezvous using autonomous robots
        Today, a research team has proposed a new reinforcement learning framework with autonomous drones to find sperm whales and predict where they will surface.

      

      
        Immune system review provides insight into more effective biotechnology
        As critical responders, macrophages can perceive helpful biotechnology as threats. If not created with the right materials or mechanical forces, these devices can trigger an immune response that can cause inflammation, scar tissue or device failure.
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Scientists calculate predictions for meson measurements | ScienceDaily
Nuclear physics theorists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory have demonstrated that complex calculations run on supercomputers can accurately predict the distribution of electric charges in mesons, particles made of a quark and an antiquark. Scientists are keen to learn more about mesons -- and the whole class of particles made of quarks, collectively known as hadrons -- in high-energy experiments at the future Electron-Ion Collider (EIC), a particle collider being built at Brookhaven Lab. The predictions and measurements at the EIC will reveal how quarks and the gluons that hold them together in hadrons generate the mass and structure of nearly all visible matter.


						
"The fundamental science goal of the EIC is to understand how the properties of hadrons, including mesons and more familiar protons and neutrons, arise from the distributions of their constituent quarks and gluons," said Brookhaven Lab theorist Swagato Mukherjee, who led the research. The lightest meson, the pion, plays an essential role in the nuclear strong force, which binds protons and neutrons in atomic nuclei. By probing the mysteries of pions, protons, and other hadrons, the EIC will help scientists unravel how everything made of atoms sticks together the way it does.

The new predictions, just published in Physical Review Letters, match nicely with measurements from low-energy experiments at DOE's Thomas Jefferson National Accelerator Facility (Jefferson Lab), Brookhaven's partner in building the EIC, and extend into the high-energy regime planned for experiments at the new facility. These predictions are important because they will provide a basis for comparison when the EIC experiments begin in the early 2030s.

But the findings go further than establishing expectations for a single EIC measurement. As described in the paper, the scientists used their predictions -- together with additional independent supercomputer calculations -- to validate a widely used approach for deciphering particle properties. This approach, known as factorization, breaks complex physical processes into two components, or factors. Validation of factorization will enable many more EIC predictions and more confident interpretations of experimental results.

Peering into hadrons

To probe the inner makeup of hadrons, the EIC will collide high-energy electrons with either protons or atomic nuclei. Virtual photons, or particles of light, emitted from the electron help reveal the properties of the hadron -- sort of like a microscope for the building blocks of matter.

Collisions at the EIC will provide precise measurements of various physical scattering processes. To transform these precise measurements into high-resolution images of the building blocks of matter within hadrons, scientists rely on factorization. This theoretical approach breaks the experimental measurement -- for example, the distribution of electric charges in mesons -- into two components so scientists can use knowledge of two parts of the process to infer information about the third.




Think of a mathematical equation where X = Y x Z. The full value, X -- the experimental measurement -- can be made up of two factors, Y and Z. One factor, Y, describes how quarks and gluons are distributed inside the hadron. The other factor, Z, describes the interactions of those quarks and gluons with the high-energy virtual photon emitted by the colliding electron.

The quark/gluon distributions are very difficult to calculate because of the strong interactions between quarks and gluons inside a hadron. Those calculations contain billions of variables described by the theory of the strong interaction, known as quantum chromodynamics (QCD). Solving QCD equations typically requires simulating the interactions on an imaginary space-time lattice using powerful supercomputers.

The interactions of quarks and gluons with the virtual photon, on the other hand, are relatively weak. So, theorists can use "pen-on-paper" calculations to derive those values. They can then use these simple calculations combined with the experimental measurements (or predicted measurements) -- and the mathematical relationship between those factors -- to solve the equation and arrive at a view of the distribution of quarks and gluons inside hadrons.

"But does this actually work -- separating one phenomenon into these two factors?" asked Qi Shi, a visiting graduate student in Brookhaven Lab's Nuclear Theory Group. "We needed to prove that it does."

To do that, the scientists ran factorization in reverse. "We turned it around," Shi said.

Shi and Xiang Gao, a postdoctoral researcher in the group, used supercomputers and space-time lattice simulations to calculate the quark-antiquark distributions in the mesons (Y, in the equation above). Then they used the simpler "pen-on-paper" calculations of the quark/gluon interactions with photons (Z) and did the math to find the predicted value for the experimental measurement (X) -- the charge distribution inside mesons.




Finally, the scientists compared these new predictions with the ones they'd done using a separate supercomputer calculation -- the ones that matched the Jefferson Lab measurements at low energy. By comparing the two predictions -- one calculated using factorization and one computed independently using the lattice simulation approach -- they could test whether factorization is a valid way to solve such problems.

The reverse factorization calculations matched their supercomputer-calculated predictions perfectly.

"In this case, we can fully compute everything using the lattice," Shi said. "We chose this specific case because we can calculate both the left- and the right-hand sides of the equation using independent calculations to show that factorization works."

Now, scientists can use factorization to predict and analyze other EIC observables, even when one side cannot be calculated directly.

"This work shows that the factorization approach works," said Peter Petreczky, the group leader and a co-author of the paper. "Scientists can now make use of future EIC data and factorization to infer other more complex quark and gluon distributions in hadrons that cannot be calculated -- even using the most powerful computers and sophisticated techniques."

This research was supported by the DOE Office of Science (NP) and used awards of computer time at the Argonne Leadership Computing Facility, the Oak Ridge Leadership Computing Facility, and the National Energy Research Scientific Computing Center -- all DOE Office of Science user facilities at DOE's Argonne National Laboratory, DOE's Oak Ridge National Laboratory, and DOE's Lawrence Berkeley National Laboratory, respectively. Computations were also carried out in part on facilities of the US Lattice Quantum Chromodynamics (USQCD) Collaboration.
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New PFAS testing method created | ScienceDaily
University of Massachusetts Amherst researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.


						
PFAS, the so-called forever chemicals, have been recognized as a concerning pollutant.

These chemicals persist in the environment because they resist breaking down and pose significant health threats. Exposure to these chemicals is linked to various cancers (including kidney, testicular, breast, ovarian, prostate, thyroid and childhood leukemia), liver and heart damage, and developmental damage to infants and children.

Earlier this year, the Environmental Protection Agency (EPA) announced the first-ever national safety standard for PFAS in drinking water at 4 ppt. "PPT -- that means parts per trillion. That means in a trillion molecules in water, only 4 molecules are PFAS. And then we need to be able to detect even those few," explains Chang Liu, associate professor of biomedical engineering at UMass Amherst and corresponding author of the paper published in the journal Science Advances that describes their new method.

The gold standard for testing PFAS is currently liquid chromatography combined with mass spectrometry. However, this method requires million-dollar equipment and complicated extraction steps. And, it is not portable. "In addition, the stubborn persistence of PFAS residues can diminish the sensitivity of these instruments over time,"says Xiaojun Wei, first author of the paper and research assistant professor at UMass Amherst.

Their studydemonstrates that a small, inexpensive device is feasible for identifying various PFAS families and detecting PFAS at levels as low as 400 ppt. While this proof-of-concept stage invention does not reach the same level of sensitivity or the breadth of PFAS types that can be detected compared to mass spectrometry, the researchers see high potential for its impact.

"We're bringing the cost of the instrument from the scale of a million dollars to a few thousand," says Liu. "We need better technology for detecting PFAS -- more accessible, more affordable and easier to use. And more testing that's on site. That's the motivation."

The researchers also see an application to use this method as a first-screening tool to identify the water that poses the greatest risks to human health.

Their testing device works by adding a molecule called cyclodextrin to a small device that is typically used for sequencing DNA, called a nanopore. The "host-guest" interaction between cyclodextrin and PFAS has been well documented, but Liu explains that no one had ever combined it with a nanopore for detection. "Now we're using one of these molecules called HP-gamma-Cyclodextrin as an adapter in an alpha-Hemolysin nanopore," he says, effectively creating a PFAS detector.

Liu hopes that their research will help raise awareness to the hazards of PFAS and eventually lead to a commercialized portable PFAS detector for water monitoring in the field.
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A smart 'insect screen' for sun protection and cool comfort | ScienceDaily
A research team consisting of Professors Junsuk Rho from the Department of Mechanical Engineering, the Department of Chemical Engineering, and the Department of Electrical Engineering and PhD candidates Byoungsu Ko and Jaebum Noh from the Department of Mechanical Engineering at POSTECH collaborated with a research team led by Professor Heon Lee and PhD candidate Dongwoo Chae from the Department of Materials Science and Engineering at Korea University. Together, they developed a transparent radiative cooling film featuring a perforated structure resembling an insect screen, designed to regulate solar heat and lower interior temperatures. This breakthrough was recently published in Advanced Functional Materials, an international journal in materials science.


						
Typically, objects exposed to sunlight heat up, but there is a technique -- "radiative cooling" -- that allows them to release heat and cool down naturally without using any external power. Researchers have been exploring ways to integrate this cooling effect into transparent films such as glass. However, they have encountered challenges as these films often transmit solar heat, limiting their cooling effectiveness.

To address this challenge, a joint research team from POSTECH and Korea University engineered a film combining a perforated silver (Ag) substrate, a Bragg mirror, and a polydimethylsiloxane (PDMS) coating. This film achieves both transparency and radiative cooling performance.

The Bragg mirror, a multi-layer thin-film structure, is designed to reflect near-infrared light, which is responsible for much of the sun's heat. To maintain visibility, the team created a perforated design, akin to an insect screen, by puncturing micrometer-scale holes in the silver substrate to allow light to pass through. For effective emission of far-infrared radiation within the atmospheric window, they added a high-absorption, silicon-based PDMS coating.

Constructed with these three layers -- a perforated silver substrate, a Bragg mirror, and a PDMS coating -- the film effectively provides cooling while maintaining visibility. In testing, glass with this film stayed 22.1degC cooler than glass coated solely with PDMS.

Professor Junsuk Rho of POSTECH stated, "This technology is ready for mass production and has significant potential in architecture and environmental applications." He continued, "Most importantly, it efficiently dissipates heat and reduces energy consumption, positioning it as a key technology for a sustainable future."

The research was conducted with support from the POSCO Holdings N.EX.T IMPACT Metasurface-based Planar Optics Technology Lab and the Leading Research Lab of the Ministry of Science and ICT and the National Research Foundation of Korea.
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Use of 'genetic scissors' carries risks | ScienceDaily
The CRISPR molecular scissors have the potential to revolutionize the treatment of genetic diseases. This is because they can be used to correct specific defective sections of the genome. Unfortunately, however, there is a catch: under certain conditions, the repair can lead to new genetic defects -- as in the case of chronic granulomatous disease. This was reported by a team of basic researchers and physicians from the clinical research program ImmuGene at the University of Zurich (UZH).


						
Chronic granulomatous disease is a rare hereditary disease that affects about one in 120,000 people. The disease impairs the immune system, making patients susceptible to serious and even life-threatening infections. It is caused by the absence of two letters, called bases, in the DNA sequence of the NCF1 gene. This error results in the inability to produce an enzyme complex that plays an important role in the immune defense against bacteria and molds.

The CRISPR tool works...

The research team has now succeeded in using the CRISPR system to insert the missing letters in the right place. They performed the experiments in cell cultures of immune cells that had the same genetic defect as people with chronic granulomatous disease. "This is a promising result for the use of CRISPR technology to correct the mutation underlying this disease," says team leader Janine Reichenbach, professor of somatic gene therapy at the University Children's Hospital Zurich and the Institute for Regenerative Medicine at UZH.

... but unfortunately, it's not perfect

Interestingly however, some of the repaired cells now showed new defects. Entire sections of the chromosome where the repair had taken place were missing. The reason for this is the special genetic constellation of the NCF1 gene: it is present three times on the same chromosome, once as an active gene and twice in the form of pseudogenes. These have the same sequence as the defective NCF1 and are not normally used to form the enzyme complex.

CRISPR's molecular scissors cannot distinguish between the different versions of the gene and therefore occasionally cut the DNA strand at multiple locations on the chromosome -- at the active NCF1 gene as well as at the pseudogenes. When the sections are subsequently rejoined, entire gene segments may be misaligned or missing. The medical consequences are unpredictable and, in the worst case, contribute to the development of leukemia. "This calls for caution when using CRISPR technology in a clinical setting," says Reichenbach.

Safer method sought

To minimize the risk, the team tested a number of alternative approaches, including modified versions of CRISPR components. They also looked at using protective elements that reduce the likelihood of the genetic scissors cutting the chromosome at multiple sites simultaneously. Unfortunately, none of these measures were able to completely prevent the unwanted side effects.

"This study highlights both the promising and challenging aspects of CRISPR-based therapies," says co-author Martin Jinek, a professor at the UZH Department of Biochemistry. He says the study provides valuable insights for the development of gene-editing therapies for chronic granulomatous disease and other inherited disorders. "However, further technological advances are needed to make the method safer and more effective in the future."
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Interstellar methane as progenitor of amino acids? | ScienceDaily
Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team in the journal Angewandte Chemie. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.


						
With these research results, the team led by Weixin Huang at the University of Science and Technology of China (Hefei) has contributed to our fundamental understanding of the early development of molecules in the universe. "Gamma rays, high-energy photons commonly existing in cosmic rays and unstable isotope decay, provide external energy to drive chemical reactions of simple molecules in the icy mantles of interstellar dust and ice grains," states Huang. "This can result in more complex organic molecules, presumably starting from methane (CH4), which is widely present throughout the interstellar medium."

Although higher pressures and temperatures reign on Earth and on planets in the so-called habitable zone, most studies of cosmic processes are only simulated under vacuum and at extremely low temperatures. In contrast, the Chinese team studied the reactions of methane at room temperature in the gas and aqueous phases under irradiation with a cobalt-60 emitter.

The composition of the products varies depending on the starting materials. Pure methane reacts -- with very low yield -- to give ethane, propane and hydrogen. The addition of oxygen increases the conversion, resulting mainly in CO2 as well as CO, ethylene, and water. In the presence of water, aqueous methane reacts to give acetone and tertiary butyl alcohol; in the gas phase, it gives ethane and propane. When both water and oxygen are added, the reactions are strongly accelerated. In the aqueous phase, formaldehyde, acetic acid, and acetone are formed. If ammonia is also added, acetic acid forms glycine, an amino acid also found in space. "Under gamma radiation, glycine can be made from methane, oxygen, water, and ammonia, molecules that are found in large amounts in space," says Huang. The team developed a reaction scheme that explains the routes by which the individual products are formed. Oxygen ([?]O2[?]) and [?]OH radicals play an important role in this. The rates of these radical reaction mechanisms are not temperature-dependent and could thus also take place in space.

In addition, the team was able to demonstrate that various solid particles that are components of interstellar dust -- silicon dioxide, iron oxide, magnesium silicate, and graphene oxide -- change the product selectivity in different ways. The varied composition of interstellar dust may thus have contributed to the observed uneven distribution of molecules in space.

Silicon dioxide leads to a more selective conversion of methane to acetic acid. Says Huang, "because gamma radiation is an easily available, safe, and sustainable source of energy, this could be a new approach for using methane as a carbon source that can be efficiently converted into value-added products under mild conditions -- a long-standing challenge for industrial synthetic chemistry."
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Detecting evidence of lung cancer in exhaled breath | ScienceDaily
Exhaled breath contains chemical clues to what's going on inside the body, including diseases like lung cancer. And devising ways to sense these compounds could help doctors provide early diagnoses -- and improve patients' prospects. In a study in ACS Sensors, researchers report developing ultrasensitive, nanoscale sensors that in small-scale tests distinguished a key change in the chemistry of the breath of people with lung cancer. November is Lung Cancer Awareness Month.


						
People breathe out many gases, such as water vapor and carbon dioxide, as well as other airborne compounds. Researchers have determined that declines in one exhaled chemical -- isoprene -- can indicate the presence of lung cancer. However, to detect such small shifts, a sensor would need to be highly sensitive, capable of detecting isoprene levels in the parts-per-billion (ppb) range. It would also need to differentiate isoprene from other volatile chemicals and withstand breath's natural humidity. Previous attempts to engineer gas sensors with characteristics like these have focused on metal oxides, including one particularly promising compound made with indium oxide. A team led by Pingwei Liu and Qingyue Wangset out to refine indium oxide-based sensors to detect isoprene at the level at which it naturally occurs in breath.

The researchers developed a series of indium(III) oxide (In2O3)-based nanoflake sensors. In experiments, they found one type, which they called Pt@InNiOx for the platinum (Pt), indium (In) and nickel (Ni) it contains, performed best. These Pt@InNiOx sensors:
    	Detected isoprene levels as low as 2 ppb, a sensitivity that far surpassed earlier sensors.
    	Responded to isoprene more than other volatile compounds commonly found in breath.
    	Performed consistently during nine simulated uses.

More importantly, the authors' real-time analysis of the nanoflakes' structure and electrochemical properties revealed that Pt nanoclusters uniformly anchored on the nanoflakes catalyzed the activation of isoprene sensing, leading to the ultrasensitive performance.

Finally, to showcase the potential medical use of these sensors, the researchers incorporated the Pt@InNiOx nanoflakes into a portable sensing device. Into this device they introduced breath collected earlier from 13 people, five of whom had lung cancer. The device detected isoprene levels lower than 40 ppb in samples from participants with cancer and more than 60 ppb from cancer-free participants. This sensing technology could provide a breakthrough in non-invasive lung cancer screening and has the potential to improve outcomes and even save lives, the researchers say.
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Imaging nuclear shapes by smashing them to smithereens | ScienceDaily
Scientists have demonstrated a new way to use high-energy particle smashups at the Relativistic Heavy Ion Collider (RHIC) -- a U.S. Department of Energy (DOE) Office of Science user facility for nuclear physics research at DOE's Brookhaven National Laboratory -- to reveal subtle details about the shapes of atomic nuclei. The method, described in a paper just published in Nature, is complementary to lower energy techniques for determining nuclear structure. It will add depth to scientists' understanding of the nuclei that make up the bulk of visible matter.


						
"In this new measurement, we not only quantify the overall shape of the nucleus -- whether it's elongated like a football or squashed down like a tangerine -- but also the subtle triaxiality, the relative differences among its three principle axes that characterize a shape in between the 'football' and 'tangerine,'" said Jiangyong Jia, a professor at Stony Brook University (SBU) who has a joint appointment at Brookhaven Lab and is one of the principal authors on the STAR Collaboration publication.

Deciphering nuclear shapes has relevance to a wide range of physics questions, including which atoms are most likely to split in nuclear fission, how heavy atomic elements form in collisions of neutron stars, and which nuclei could point the way to exotic particle decay discoveries. Leveraging improved knowledge of nuclear shapes will also deepen scientists' understanding of the initial conditions of a particle soup that mimics the early universe, which is created in RHIC's energetic particle smashups. The method can be applied to analyzing additional data from RHIC as well as data collected from nuclear collisions at Europe's Large Hadron Collider (LHC). It will also have relevance to future explorations of nuclei at the Electron-Ion Collider, a nuclear physics facility in the design stage at Brookhaven Lab.

Ultimately, since 99.9% of the visible matter that people and all the stars and planets of the cosmos are made of resides in the nuclei at the center of atoms, understanding these nuclear building blocks is at the heart of understanding who we are.

"The best way to demonstrate the robustness of nuclear physics knowledge gained at RHIC is to show that we can apply the technology and physics insights to other fields," Jia said. "Now that we've demonstrated a robust way to image nuclear structure, there will be many applications."

From long exposure to freeze-frame snapshots

For decades, scientists used low-energy experiments to infer nuclear shapes -- for example, by exciting the nuclei and observing photons, or particles of light, emitted as the nuclei decay back to the ground state. This method probes the overall spatial arrangement of the protons inside the nucleus, but only at a relatively long time scale.




"In low-energy experiments, it's like taking a long-exposure picture," said Chun Shen, a theorist at Wayne State University whose calculations were used in the new analysis.

Because the exposure time is long, the low-energy methods do not capture all the subtle variations in the arrangement of protons that can occur inside a nucleus at very fast timescales. And because most of these methods use electromagnetic interactions, they can't directly "see" the uncharged neutrons in the nucleus.

"You only get an average of the whole system," said Dean Lee, a low-energy theorist at the Facility for Rare Isotope Beams, a DOE Office of Science user facility at Michigan State University. Though Lee and Shen are not co-authors on the study, they and other theorists have contributed to developing this new nuclear imaging method.

"The high-energy imaging method, which captures many freeze-frame snapshots that reveal information about both the protons and neutrons, is orders of magnitude faster," said Chunjian Zhang, a former SBU postdoctoral fellow, now a junior faculty member at Fudan University, who co-led the STAR analysis.

Importantly, the snapshots taken by RHIC's STAR detector all come from different collision events.

"You cannot image the same nuclei again and again because you destroy them in the collision," Jia noted. But by looking at the whole collection of images from many different collisions, scientists can reconstruct the subtle properties of the 3D structure of the smashed nuclei.




As Lee explained, "In each collision, you freeze time for a moment and look at where all the protons and neutrons are. And every time you do this, it's a different distribution due to the quantum nature of atomic nuclei. So, the high-energy method captures a ton of information, a ton of complexity that we do not probe in low-energy experiments."

Reconstructing shapes from debris

How exactly does STAR see that complexity if the nuclei get destroyed? By tracking how particles fly out -- and how fast -- from the most central, head-on nuclear smashups.

As the STAR scientists note in their Nature paper, "In an ironic twist, this effectively realizes [famous physicist] Richard Feynman's analogy of the seemingly impossible task of 'figuring out a pocket watch by smashing two together and observing the flying debris.'"

From years of experiments at RHIC, the scientists know that high energy nuclear collisions melt the protons and neutrons of the nuclei to set free their inner building blocks, quarks and gluons. The shape and expansion of each hot blob of this melted nuclear matter, known as a quark-gluon plasma (QGP), is determined by the shape of the colliding nuclei. The shape and size of each QGP blob directly affect pressure gradients generated in that blob of plasma, which in turn influence the collective flow and momentum of particles emitted as the QGP cools.

The STAR scientists reasoned they could "reverse engineer" this relationship to derive information about nuclear structure. They analyzed the flow and momentum of particles emerging from collisions and compared them with models of hydrodynamic expansion for different QGP shapes to arrive at the shapes of the originally colliding nuclei.

To show their method worked, they compared central collisions of gold nuclei -- which are believed, from low energy studies, to be close to spherical -- with central collisions of uranium nuclei, which have a pronounced elongated football-like shape. Because the gold nuclei are nearly spherical, there shouldn't be much variation from collision to collision in the flow patterns of emitted particles.

"Central collisions of gold nuclei produce a circular, fixed size QGP that expands evenly in all directions," said Shengli Huang, a SBU research scientist who co-led the STAR analysis. "The oblong uranium nuclei, on the other hand, can collide in a wide range of orientations, generating droplets of QGP with various shapes and sizes," he said. So, the scientists expected central collisions of uranium to exhibit much more variability in the flow patterns.

This is what they observed.

By comparing measurements between uranium-uranium and gold-gold collisions -- and fitting those results to hydrodynamic models that have successfully described other characteristics of the QGP -- the scientists were able to infer a quantitative description of the shape of the uranium nucleus. The results also include a first determination of the relative lengths of the three principal axes of the oblong uranium nucleus.

Computing tools

Obtaining precision predictions from various hydrodynamic models, including Shen's model, posed significant computational challenges. Accomplishing this task took over a year, with Zhang running calculations on the Open Science Grid. Zhang used more than 20 million central processing unit (CPU) hours to produce more than ten million collision events from hydrodynamic models, which were then fitted to the experimental data.

"Many features in the STAR data are indicative of the significant differences in the shape between the uranium and gold nuclei, but the computational data-model comparisons certainty helped us to more precisely quantify the nuclear shapes," Zhang said.

Though this study aimed to establish a new nuclear imaging method, the data did reveal some new information about uranium nuclei. Instead of observing distortion in just the one principal axis that leads to "prolate" elongation, the scientists found differences in all three axes, suggesting that uranium nuclei are more complex than previously thought.

Expanded impacts

As noted, the new method will improve physicists' understanding of the initial conditions in heavy ion collisions that generate QGP at both RHIC and the LHC. Nuclear structures derived from low-energy experiments were essential in analyses that linked those initial conditions with hydrodynamic flow patterns to establish that the QGP created in these collisions is a nearly perfect liquid. Scientists can now use the new method to check the consistency with low-energy approaches using nuclei like uranium where the structure is relatively well known. This will further reduce uncertainties about initial state conditions to improve the determination of QGP properties.

The method can also be used to determine shapes of other nuclei, especially those where the low-energy experiments yielded limited understanding. One example would be to apply the method to so-called isobar nuclei -- nuclei with the same total number of protons and neutrons (nucleons), but different proportions of each type. Such pairs are involved when two neutrons in a higher-neutron-number "parent" nucleus transform into protons via a nuclear weak decay process to create the lower-neutron-number "daughter" -- a process known as double beta decay. Knowing the shape differences between parent and daughter nuclei could help reduce model uncertainties in experiments searching for an unseen type of decay known as neutrinoless double beta decay.

"There are many interdisciplinary aspects of this research," Jia explained. "Nuclear physics has many subfields. Usually, each community uses its own tools -- theory and experiments. But because of these results, the low-energy nuclear structure and nuclear reaction communities around the world have taken notice. Several workshops, meetings, and conferences were organized to explore the connections between the high-energy and low-energy frontiers in nuclear physics, which allowed us to understand each other better," he said.

This work was supported by the DOE Office of Science, the U.S. National Science Foundation (NSF), and a range of international agencies and organizations listed in the scientific paper. In addition to using the Open Science Grid, supported directly by NSF, the researchers made use of computing resources in the Scientific Data and Computing Center at Brookhaven Lab and the National Energy Research Scientific Computing Center (NERSC), which is another DOE Office of Science user facility at DOE's Lawrence Berkeley National Laboratory.
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AI-driven mobile robots team up to tackle chemical synthesis | ScienceDaily
Researchers at the University of Liverpool have developed AI-driven mobile robots that can carry out chemical synthesis research with axtraordinairy efficiency.


						
In a study publishing in the journal Nature, researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

The 1.75-meter-tall mobile robots were designed by the Liverpool team to tackle three primary problems in exploratory chemistry: performing the reactions, analysing the products, and deciding what to do next based on the data.

The two robots performed these tasks in a cooperative manner as they addressed problems in three different areas of chemical synthesis -- structural diversification chemistry (relevant to drug discovery), supramolecular host-guest chemistry, and photochemical synthesis.

The results found that with the AI function the mobile robots made the same or similar decisions as a human researcher but these decisions were made on a far quicker timescale than a human, which could take hours.

Professor Andrew Cooper from the University of Liverpool's Department of Chemistry and Materials Innovation Factory, who led the project explained:

"Chemical synthesis research is time consuming and expensive, both in the physical experiments and the decisions about what experiments to do next so using intelligent robots provides a way to accelerate this process.




"When people think about robots and chemistry automation, they tend to think about mixing solutions, heating reactions, and so forth. That's part of it, but the decision making can be at least as time consuming. This is particularly true for exploratory chemistry, where you're not sure of the outcome. It involves subtle, contextual decisions about whether something is interesting or not, based on multiple datasets. It's a time-consuming task for research chemists but a tough problem for AI."

Decision-making is a key problem in exploratory chemistry. For example, a researcher might run several trial reactions and then decide to scale up only the ones that give good reaction yields, or interesting products. This is hard for AI to do as the question of whether something is 'interesting' and worth pursuing can have multiple contexts, such as novelty of the reaction product, or the cost and complexity of the synthetic route.

Dr Sriram Vijayakrishnan, a former University of Liverpool PhD student and the Postdoctoral Researcher with the Department of Chemistry who led the synthesis work, explained: "When I did my PhD, I did many of the chemical reactions by hand. Often, collecting and figuring out the analytical data took just as long as setting up the experiments. This data analysis problem becomes even more severe when you start to automate the chemistry. You can end up drowning in data."

"We tackled this here by building an AI logic for the robots. This processes analytical datasets to make an autonomous decision -- for example, whether to proceed to the next step in the reaction. This decision is basically instantaneous, so if the robot does the analysis at 3:00 am, then it will have decided by 3:01 am which reactions to progress. By contrast, it might take a chemist hours to go through the same datasets."

Professor Cooper added: "The robots have less contextual breadth than a trained researcher so in its current form, it won't have a "Eureka!" moment. But for the tasks that we gave it here, the AI logic made more or less the same decisions as a synthetic chemist across these three different chemistry problems, and it makes these decisions in the blink of an eye. There is also huge scope to expand the contextual understanding of the AI, for example by using large language models to link it directly to relevant scientific literature."

In the future, the Liverpool team wants to use this technology to discover chemical reactions that are relevant to pharmaceutical drug synthesis, as well as new materials for applications such as carbon dioxide capture.

Two mobile robots were used in this study, but there is no limit to the size of the robot teams that could be used. Hence, this approach could scale to the largest industrial laboratories.
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New haptic patch transmits complexity of touch to the skin | ScienceDaily
A Northwestern University-led team of engineers has developed a new type of wearable device that stimulates skin to deliver various complex sensations.


						
The thin, flexible device gently adheres to the skin, providing more realistic and immersive sensory experiences. Although the new device obviously lends itself to gaming and virtual reality (VR), the researchers also envision applications in healthcare. For example, the device could help people with visual impairments "feel" their surroundings or give feedback to people with prosthetic limbs.

The study will be published on Wednesday (Nov. 6) in the journal Nature.

The device is the latest advance in wearable technology from Northwestern bioelectronics pioneer John A. Rogers. The new study builds on work published in 2019 in Nature, in which his team introduced "epidermal VR," a skin-interfaced system that communicates touch through an array of miniature vibrating actuators across large areas of the skin, with fast wireless control.

"Our new miniaturized actuators for the skin are far more capable than the simple 'buzzers' that we used as demonstration vehicles in our original 2019 paper," Rogers said. "Specifically, these tiny devices can deliver controlled forces across a range of frequencies, providing constant force without continuous application of power. An additional version allows the same actuators to provide a gentle twisting motion at the surface of the skin to complement the ability to deliver vertical force, adding realism to the sensations."

Rogers is the Louis A. Simpson and Kimberly Querrey Professor of Materials Science and Engineering, Biomedical Engineering and Neurological Surgery, with appointments in Northwestern's McCormick School of Engineering and Northwestern University Feinberg School of Medicine. He also directs the Querrey Simpson Institute for Bioelectronics.

Rogers co-led the work with Northwestern's Yonggang Huang, the Jan and Marcia Achenbach Professorship in Mechanical Engineering at McCormick; Hanqing Jiang of Westlake University in China; and Zhaoqian Xie of Dalian University of Technology in China. Jiang's team built the small modifying structures needed to enable twisting motions.




Leveraging skin-stored energy

The new device comprises a hexagonal array of 19 small magnetic actuators encapsulated within a thin, flexible silicone-mesh material. Each actuator can deliver different sensations, including pressure, vibration and twisting. Using Bluetooth technology in a smartphone, the device receives data about a person's surroundings for translation into tactile feedback -- substituting one sensation (like vision) for another (touch).

Although the device is powered by a small battery, it saves energy using a clever "bistable" design. This means it can stay in two stable positions without needing constant energy input. When the actuators press down, it stores energy in the skin and in the device's internal structure. When the actuators push back up, the device uses the small amount of energy to release the stored energy. So, the device only uses energy when the actuators change position. With this energy-efficient design, the device can operate for longer periods of time on a single battery charge.

"Instead of fighting against the skin, the idea was ultimately to actually use the energy that's stored in skin mechanically as elastic energy and recover that during the operation of the device," said Matthew Flavin, the paper's first author. "Just like stretching a rubber band, compressing the elastic skin stores energy. We can then reapply that energy while we're delivering sensory feedback, and that was ultimately the basis for how we create the created this really energy-efficient system."

At the time of the research, Flavin was a postdoctoral researcher in Rogers' lab. Now, he is an assistant professor of electrical and computer engineering at the Georgia Institute of Technology.

Sensory substitution

To test the device, the researchers blindfolded healthy subjects to test their abilities to avoid objects in their path, change foot placement to avoid injury and alter their posture to improve balance.




One experiment involved a subject navigating a path through obstructing objects. As the subject approached an object, the device delivered feedback in the form of light intensity in its upper right corner. As the person moved nearer to the object, the feedback became more intense, moving closer to the center of the device.

With only a short period of training, subjects using the device were able to change behavior in real time. By substituting visual information with mechanical, the device "would operate very similarly to how a white cane would, but it's integrating more information than someone would be able to get with a more common aid," Flavin said.

"As one of several application examples, we show that this system can support a basic version of 'vision' in the form of haptic patterns delivered to the surface of the skin based on data collected using the 3D imaging function (LiDAR) available on smartphones," Rogers said. "This sort of 'sensory substitution' provides a primitive, but functionally meaningful, sense of one's surroundings without reliance on eyesight -- a capability useful for individuals with vision impairments."
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Breakthrough in energy-efficient avalanche-based amorphization could revolutionize data storage | ScienceDaily
The atoms of amorphous solids like glass have no ordered structure; they arrange themselves randomly, like scattered grains of sand on a beach. Normally, making materials amorphous -- a process known as amorphization -- requires considerable amounts of energy. The most common technique is the melt-quench process, which involves heating a material until it liquifies, then rapidly cooling it so the atoms don't have time to order themselves in a crystal lattice.


						
Now, researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering), the Indian Institute of Science (IISc) and the Massachusetts Institute of Technology (MIT) have developed a new method for amorphizing at least one material -- wires made of indium selenide, or In2Se3 -- that requires as little as one billion times less power density, a result described in a new paper in Nature. This advancement could unlock wider applications for phase-change memory (PCM) -- a promising memory technology that could transform data storage in devices from cell phones to computers.

In PCM, information is stored by switching the material between amorphous and crystalline states, functioning like an on/off switch. However, large-scale commercialization has been limited by the high power needed to create these transformations. "One of the reasons why phase-change memory devices haven't reached widespread use is due to the energy required," says Ritesh Agarwal, Srinivasa Ramanujan Distinguished Scholar and Professor in Materials Science and Engineering (MSE) at Penn Engineering and one of the paper's senior authors.

For more than a decade, Agarwal's group has studied alternatives to the melt-quench process, following their 2012 discovery that electrical pulses can amorphize alloys of germanium, antimony and tellurium without needing to melt the material.

Several years ago, as part of those efforts, one of the new paper's first authors, Gaurav Modi, then a doctoral student in MSE at Penn Engineering, began experimenting with indium selenide, a semiconductor with several unusual properties: it is ferroelectric, meaning it can spontaneously polarize, and piezoelectric, meaning that mechanical stress causes it to generate an electric charge and, conversely, that an electric charge deforms the material.

Modi discovered the new method essentially by accident. He was running a current through In2Se3 wires when they suddenly stopped conducting electricity. Upon closer examination, long stretches of the wires had amorphized. "This was extremely unusual," says Modi. "I actually thought I might have damaged the wires. Normally, you would need electrical pulses to induce any kind of amorphization, and here a continuous current had disrupted the crystalline structure, which shouldn't have happened."

Untangling that mystery took the better part of three years. Agarwal shipped samples of the wires to one of his former graduate students, Pavan Nukala, now an Assistant Professor at IISc and member of the school's Centre for Nano Science and Engineering (CeNSE) and one of the paper's other senior authors. "Over the past few years we have developed a suite of in situ microscopy tools here at IISc. It was time to put them to test -- we had to look very, very carefully to understand this process," says Nukala. "We learned that multiple properties of In2Se3  -- the 2D aspect, the ferroelectricity and the piezoelectricity -- all come together to design this ultralow energy pathway for amorphization through shocks."

Ultimately, the researchers found that the process resembles both an avalanche and an earthquake. At first, tiny sections -- measured in billionths of a meter -- within the In2Se3 wires begin to amorphize as electric current deforms them. Due to the wires' piezoelectric properties and layered structure, the current nudges portions of these layers into unstable positions, like the subtle shifting of snow at the top of a mountain.




When a critical point is reached, this movement triggers a rapid spread of deformation throughout the wire. The distorted regions collide, producing a sound wave that moves through the material, similar to how seismic waves travel through the earth's crust during an earthquake.

This sound wave, technically known as an "acoustic jerk," drives additional deformation, linking numerous small amorphous areas into a single one measured in micrometers -- thousands of times larger than the original areas -- just like an avalanche gathering momentum down a mountainside. "It's just goosebump stuff to see all these phenomena interacting across different length scales at once," says Shubham Parate, an IISc doctoral student and co-first author of the paper.

The collaborative effort to understand the process has created fertile ground for future discoveries. "This opens up a new field on the structural transformations that can happen in a material when all these properties come together. The potential of these findings for designing low-power memory devices are tremendous," says Agarwal.

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science, the Indian Institute of Science and the Massachusetts Institute of Technology and supported by the U.S. Office of Naval Research Multidisciplinary University Research Initiatives Program (N00014-17-1-2661), the U.S. National Science Foundation (NSF) Future of Semiconductors competition (#2328743), the U.S. Air Force Office of Scientific Research (FA9550-23-1-0189), the NSF Materials Research Science and Engineering Centers Division of Materials Research (MRSEC/DMR-2309043), and the Anusandhan National Research Foundation Science and Engineering Research Board (CRG/2022/003506) from the Government of India, as well as the facilities at CeNSE and the Advanced Facility for Microscopy and Microanalysis (AFMM), IISc, and the democratized system of usage.
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Asteroid grains shed light on the outer solar system's origins | ScienceDaily
Tiny grains from a distant asteroid are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago.


						
Scientists at MIT and elsewhere have analyzed particles of the asteroid Ryugu, which were collected by the Japanese Aerospace Exploration Agency's (JAXA) Hayabusa2 mission and brought back to Earth in 2020. Scientists believe Ryugu formed on the outskirts of the early solar system before migrating in toward the asteroid belt, eventually settling into an orbit between Earth and Mars.

The team analyzed Ryugu's particles for signs of any ancient magnetic field that might have been present when the asteroid first took shape. Their results suggest that if there was a magnetic field, it would have been very weak. At most, such a field would have been about 15 microtesla. (The Earth's own magnetic field today is around 50 microtesla.)

Even so, the scientists estimate that such a low-grade field intensity would have been enough to pull together primordial gas and dust to form the outer solar system's asteroids and potentially play a role in giant planet formation, from Jupiter to Neptune.

The team's results, which are published today in the journal AGU Advances, show for the first time that the distal solar system likely harbored a weak magnetic field. Scientists have known that a magnetic field shaped the inner solar system, where Earth and the terrestrial planets were formed. But it was unclear whether such a magnetic influence extended into more remote regions, until now.

"We're showing that, everywhere we look now, there was some sort of magnetic field that was responsible for bringing mass to where the sun and planets were forming," says study author Benjamin Weiss, the Robert R. Shrock Professor of Earth and Planetary Sciences at MIT. "That now applies to the outer solar system planets."

The study's lead author is Elias Mansbach PhD '24, who is now a postdoc at Cambridge University. MIT co-authors include Eduardo Lima, Saverio Cambioni, and Jodie Ream, along with Michael Sowell and Joseph Kirschvink of Caltech, Roger Fu of Harvard University, Xue-Ning Bai of Tsinghua University, Chisato Anai and Atsuko Kobayashi of the Kochi Advanced Marine Core Research Institute, and Hironori Hidaka of Tokyo Institute of Technology.




A far-off field

Around 4.6 billion years ago, the solar system formed from a dense cloud of interstellar gas and dust, which collapsed into a swirling disk of matter. Most of this material gravitated toward the center of the disk to form the sun. The remaining bits formed a solar nebula of swirling, ionized gas. Scientists suspect that interactions between the newly formed sun and the ionized disk generated a magnetic field that threaded through the nebula, helping to drive accretion and pull matter inward to form the planets, asteroids, and moons.

"This nebular field disappeared around 3 to 4 million years after the solar system's formation, and we are fascinated with how it played a role in early planetary formation," Mansbach says.

Scientists previously determined that a magnetic field was present throughout the inner solar system -- a region that spanned from the sun to about 7 astronomical units (AU), out to where Jupiter is today. (One AU is the distance between the sun and the Earth.) The intensity of this inner nebular field was somewhere between 50 to 200 microtesla, and it likely influenced the formation of the inner terrestrial planets. Such estimates of the early magnetic field are based on meteorites that landed on Earth and are thought to have originated in the inner nebula.

"But how far this magnetic field extended, and what role it played in more distal regions, is still uncertain because there haven't been many samples that could tell us about the outer solar system," Mansbach says.

Rewinding the tape

The team got an opportunity to analyze samples from the outer solar system with Ryugu, an asteroid that is thought to have formed in the early outer solar system, beyond 7 AU, and was eventually brought into orbit near the Earth. In December 2020, JAXA's Hayabusa 2 mission returned samples of the asteroid to Earth, giving scientists a first look at a potential relic of the early distal solar system.




The researchers acquired several grains of the returned samples, each about a millimeter in size. They placed the particles in a magnetometer -- an instrument in Weiss' lab that measures the strength and direction of a sample's magnetization. They then applied an alternating magnetic field to progressively demagnetize each sample.

"Like a tape recorder, we are slowly rewinding the sample's magnetic record," Mansbach explains. "We then look for consistent trends that tell us if it formed in a magnetic field."

They determined that the samples held no clear sign of a preserved magnetic field. This suggests that either there was no nebular field present in the outer solar system where the asteroid first formed, or the field was so weak that it was not recorded in the asteroid's grains. If the latter is the case, the team estimates such a weak field would have been no more than 15 microtesla in intensity.

The researchers also reexamined data from previously studied meteorites. They specifically looked at "ungrouped carbonaceous chondrites" -- meteorites that have properties that are characteristic of having formed in the distal solar system. Scientists had estimated the samples were not old enough to have formed before the solar nebula disappeared. Any magnetic field record the samples contain, then, would not reflect the nebular field. But Mansbach and his colleagues decided to take a closer look.

"We reanalyzed the ages of these samples and found they are closer to the start of the solar system than previously thought," Mansbach says. "We think these samples formed in this distal, outer region. And one of these samples does actually have a positive field detection of about 5 microtesla, which is consistent with an upper limit of 15 microtesla."

This updated sample, combined with the new Ryugu particles, suggest that the outer solar system, beyond 7 AU, hosted a very weak magnetic field, that was nevertheless strong enough to pull matter in from the outskirts to eventually form the outer planetary bodies, from Jupiter to Neptune.

"When you're further from the sun, a weak magnetic field goes a long way," Weiss notes. "It was predicted that it doesn't need to be that strong out there, and that's what we're seeing."

The team plans to look for more evidence of distal nebular fields with samples from another far-off asteroid, Bennu, which were delivered to Earth in September 2023 by NASA's OSIRIS-REx spacecraft.

"Bennu looks a lot like Ryugu, and we're eagerly awaiting first results from those samples," Mansbach says.

This research was supported, in part, by NASA.
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Mighty radio bursts linked to massive galaxies | ScienceDaily
Since their discovery in 2007, fast radio bursts -- extremely energetic pulses of radio-frequency light -- have lit up the sky repeatedly, leading astronomers on a chase to uncover their origins. Currently, confirmed fast radio bursts, or FRBs, number in the hundreds, and scientists have assembled mounting evidence for what triggers them: highly magnetized neutron stars known as magnetars (neutron stars are a type of dead star). One key piece of evidence came when a magnetar erupted in our own galaxy and several observatories, including Caltech's STARE2 (Survey for Transient Astronomical Radio Emission 2) project, caught the actionin real time.


						
Now, reporting in the journal Nature, Caltech-led researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low-mass ones. This finding has, in turn, led to new ideas about how magnetars themselves form. Specifically, the work suggests that these exotic dead stars, whose magnetic fields are 100 trillion times stronger than Earth's, often form when two stars merge and later blow up in a supernova. Previously, it was unclear whether magnetars form in this way, from the explosion of two merged stars, or whether they might form when a single star explodes.

"The immense power output of magnetars makes them some of the most fascinating and extreme objects in the universe," says Kritti Sharma, lead author of the new study and a graduate student working with Vikram Ravi, an assistant professor of astronomy at Caltech. "Very little is known about what causes the formation of magnetars upon the death of massive stars. Our work helps to answer this question."

The project began with a search for FRBs using the Deep Synoptic Array-110 (DSA-110), a Caltech project funded by the National Science Foundation and based at the Owens Valley Radio Observatory near Bishop, California. To date, the sprawling radio array has detected and localized 70 FRBs to their specific galaxy of origin (only 23 other FRBs have been localized by other telescopes). In the current study, the researchers analyzed 30 of these localized FRBs.

"DSA-110 has more than doubled the number of FRBs with known host galaxies," says Ravi. "This is what we built the array to do."

Although FRBs are known to occur in galaxies that are actively forming stars, the team, to its surprise, found that the FRBs tend to occur more often in massive star-forming galaxies than low-mass star-forming galaxies. This alone was interesting because the astronomers had previously thought that FRBs were going off in all types of active galaxies.

With this new information, the team started to ponder what the results revealed about FRBs. Massive galaxies tend to be metal-rich because the metals in our universe -- elements that are manufactured by stars -- take time to build up over the course of cosmic history. The fact that FRBs are more common in these metal-rich galaxies implies that the source of FRBs, magnetars, are also more common to these types of galaxies.




Stars that are rich in metals -- which in astronomical terms means elements heavier than hydrogen and helium -- tend to grow larger than other stars. "Over time, as galaxies grow, successive generations of stars enrich galaxies with metals as they evolve and die," Ravi says.

What is more, massive stars that explode in supernovae and can become magnetars are more commonly found in pairs. In fact, 84 percent of massive stars are binaries. So, when one massive star in a binary is puffed up due to extra metal content, its excess material gets yanked over to its partner star, which facilitates the ultimate merger of the two stars. These merged stars would have a greater combined magnetic field than that of a single star.

"A star with more metal content puffs up, drives mass transfer, culminating in a merger, thus forming an even more massive star with a total magnetic field greater than what the individual star would have had," Sharma explains.

In summary, since FRBs are preferentially observed in massive and metal-rich star-forming galaxies, then magnetars (which are thought to trigger FRBs) are probably also forming in metal-rich environments conducive to the merging of two stars. The results therefore hint that magnetars across the universe originate from the remnants of stellar mergers.

In the future, the team hopes to hunt down more FRBs and their places of origin using DSA-110, and eventually the DSA-2000, an even bigger radio array planned to be built in the Nevada desert and completed in 2028.

"This result is a milestone for the whole DSA team. A lot of the authors on this paper helped build the DSA-110," Ravi says. "And the fact that the DSA-110 is so good at localizing FRBs bodes well for the success of DSA-2000."
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Despite its impressive output, generative AI doesn't have a coherent understanding of the world | ScienceDaily
Large language models can do impressive things, like write poetry or generate viable computer programs, even though these models are trained to predict words that come next in a piece of text.


						
Such surprising capabilities can make it seem like the models are implicitly learning some general truths about the world.

But that isn't necessarily the case, according to a new study. The researchers found that a popular type of generative AI model can provide turn-by-turn driving directions in New York City with near-perfect accuracy -- without having formed an accurate internal map of the city.

Despite the model's uncanny ability to navigate effectively, when the researchers closed some streets and added detours, its performance plummeted.

When they dug deeper, the researchers found that the New York maps the model implicitly generated had many nonexistent streets curving between the grid and connecting far away intersections.

This could have serious implications for generative AI models deployed in the real world, since a model that seems to be performing well in one context might break down if the task or environment slightly changes.

"One hope is that, because LLMs can accomplish all these amazing things in language, maybe we could use these same tools in other parts of science, as well. But the question of whether LLMs are learning coherent world models is very important if we want to use these techniques to make new discoveries," says senior author Ashesh Rambachan, assistant professor of economics and a principal investigator in the MIT Laboratory for Information and Decision Systems (LIDS).




Rambachan is joined on a paper about the work by lead author Keyon Vafa, a postdoc at Harvard University; Justin Y. Chen, an electrical engineering and computer science (EECS) graduate student at MIT; Jon Kleinberg, Tisch University Professor of Computer Science and Information Science at Cornell University; and Sendhil Mullainathan, an MIT professor in the departments of EECS and of Economics, and a member of LIDS. The research will be presented at the Conference on Neural Information Processing Systems.

New metrics

The researchers focused on a type of generative AI model known as a transformer, which forms the backbone of LLMs like GPT-4. Transformers are trained on a massive amount of language-based data to predict the next token in a sequence, such as the next word in a sentence.

But if scientists want to determine whether an LLM has formed an accurate model of the world, measuring the accuracy of its predictions doesn't go far enough, the researchers say.

For example, they found that a transformer can predict valid moves in a game of Connect 4 nearly every time without understanding any of the rules.

So, the team developed two new metrics that can test a transformer's world model. The researchers focused their evaluations on a class of problems called deterministic finite automations, or DFAs.




A DFA is a problem with a sequence of states, like intersections one must traverse to reach a destination, and a concrete way of describing the rules one must follow along the way.

They chose two problems to formulate as DFAs: navigating on streets in New York City and playing the board game Othello.

"We needed test beds where we know what the world model is. Now, we can rigorously think about what it means to recover that world model," Vafa explains.

The first metric they developed, called sequence distinction, says a model has formed a coherent world model it if sees two different states, like two different Othello boards, and recognizes how they are different. Sequences, that is, ordered lists of data points, are what transformers use to generate outputs.

The second metric, called sequence compression, says a transformer with a coherent world model should know that two identical states, like two identical Othello boards, have the same sequence of possible next steps.

They used these metrics to test two common classes of transformers, one which is trained on data generated from randomly produced sequences and the other on data generated by following strategies.

Incoherent world models

Surprisingly, the researchers found that transformers which made choices randomly formed more accurate world models, perhaps because they saw a wider variety of potential next steps during training.

"In Othello, if you see two random computers playing rather than championship players, in theory you'd see the full set of possible moves, even the bad moves championship players wouldn't make," Vafa explains.

Even though the transformers generated accurate directions and valid Othello moves in nearly every instance, the two metrics revealed that only one generated a coherent world model for Othello moves, and none performed well at forming coherent world models in the wayfinding example.

The researchers demonstrated the implications of this by adding detours to the map of New York City, which caused all the navigation models to fail.

"I was surprised by how quickly the performance deteriorated as soon as we added a detour. If we close just 1 percent of the possible streets, accuracy immediately plummets from nearly 100 percent to just 67 percent," Vafa says.

When they recovered the city maps the models generated, they looked like an imagined New York City with hundreds of streets crisscrossing overlaid on top of the grid. The maps often contained random flyovers above other streets or multiple streets with impossible orientations.

These results show that transformers can perform surprisingly well at certain tasks without understanding the rules. If scientists want to build LLMs that can capture accurate world models, they need to take a different approach, the researchers say.

"Often, we see these models do impressive things and think they must have understood something about the world. I hope we can convince people that this is a question to think very carefully about, and we don't have to rely on our own intuitions to answer it," says Rambachan.

In the future, the researchers want to tackle a more diverse set of problems, such as those where some rules are only partially known. They also want to apply their evaluation metrics to real-world, scientific problems.

This work is funded, in part, by the Harvard Data Science Initiative, a National Science Foundation Graduate Research Fellowship, a Vannevar Bush Faculty Fellowship, a Simons Collaboration grant, and a grant from the MacArthur Foundation.
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Bach, Mozart or jazz | ScienceDaily
Physicists at the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.


						
It is common knowledge that music can evoke emotions. But how do these emotions arise and how does meaning emerge in music? Almost 70 years ago, music philosopher Leonard Meyer suggested that both are due to an interplay between expectation and surprise. In the course of evolution, it was crucial for humans to be able to make new predictions based on past experiences. This is how we can also form expectations and predictions about the progression of music based on what we have heard. According to Meyer, emotions and meaning in music arise from the interplay of expectations and their fulfillment or (temporary) non-fulfillment.

A team of scientists led by Theo Geisel at the MPI-DS and the University of Gottingen have asked themselves whether these philosophical concepts can be quantified empirically using modern methods of data science. In a paper published recently in Nature Communications, they used time series analysis to infer the autocorrelation function of musical pitch sequences; it measures how similar a tone sequence is to previous sequences. This results in a kind of "memory" of the piece of music. If this memory decreases only slowly with time difference, the time series is easier to anticipate; if it vanishes rapidly, the time series offers more variation and surprises.

In total, the researchers Theo Geisel and Corentin Nelias analyzed more than 450 jazz improvisations and 99 classical compositions in this way, including multi-movement symphonies and sonatas. They found that the autocorrelation function of pitches initially decreases very slowly with the time difference. This expresses a high similarity and possibility to anticipate musical sequences. However, they found that there is a time limit, after which this similarity and predictability ends relatively abruptly. For larger time differences, the autocorrelation function and memory are both negligible.

Of particular interest here are the values of the transition times of the pieces where the more predictable behavior changes into a completely unpredictable and uncorrelated behavior. Depending on the composition or improvisation, the scientists found transition times ranging from a few quarter notes to about 100 quarter notes. Jazz improvisations typically had shorter transition times than many classical compositions, and therefore were usually less predictable. Differences could also be observed between different composers. For example, the researchers found transition times between five and twelve quarter notes in various compositions by Johann Sebastian Bach, while the transition times in various compositions by Mozart ranged from eight to 22 quarter notes. This implies that the anticipation and expectation of the musical progression tends to last longer in Mozart's compositions than in Bach's compositions, which offer more variability and surprises.

For Theo Geisel, the initiator and head of this research project, this also explains a very personal observation from his high school days: "In my youth, I shocked my music teacher and conductor of our school orchestra by saying that I often couldn't show much enthusiasm for Mozart's compositions," he says. "With the transition times between highly correlated and uncorrelated behavior, we have now found a quantitative measure for the variability of music pieces, which helps me to understand why I liked Bach more than Mozart."
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AI-powered system detects toxic gases with speed and precision | ScienceDaily
Researchers at the University of Virginia School of Engineering and Applied Science developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide (NO?) that poses severe respiratory health risks.


						
According to the World Health Organization, outdoor air pollution, including NO2, contributes to approximately 4.2 million premature deaths globally each year, primarily due to respiratory conditions like asthma and chronic obstructive pulmonary disease (COPD).

Their work was recently published in Science Advances.

Graphene-Based Sensors Mimic Human Smell

The innovative system relies on nano-islands of metal catalysts embedded on graphene surfaces. This device functions like an artificial nose, reacting with targeted toxic gas molecules. As nitrogen dioxide molecules bind to the graphene, the conductivity of the sensor changes, allowing the system to detect gas leaks with extreme sensitivity.

"Nano-islands of metal catalysts are tiny clusters of metal particles deposited on a surface, such as graphene, that enhance chemical reactions by increasing the surface area for gas molecules to interact, enabling precise detection of toxic gases," said Yongmin Baek, a research scientist in the Department of Electrical and Computer Engineering who is leading the R&D for the sensors.

Kyusang Lee, associate professor of electrical and computer engineering and materials science engineering, and one of the lead researchers on the project, explains, "By integrating AI with state-of-the-art gas sensors, we're able to pinpoint gas leaks with unprecedented accuracy, even in large or complex environments. The artificial olfactory receptors are able to detect tiny changes in gas concentrations and communicate that data to a near-sensor computing system, which uses machine learning algorithms to predict the source of the leak."

Neural Net Optimizes Sensor Placement




The system's artificial neural network analyzes data from the sensors in real-time, based on the optimized sensor placement to ensure coverage and efficiency of system. This optimization is enabled by a "trust-region Bayesian optimization algorithm," a machine learning technique that breaks down complex problems into smaller regions to find the most efficient sensor positions. This ensures fewer resources are used while providing faster and more accurate gas leak detection.

Electrical and computer engineering Ph.D. student Byungjoon Bae adds, "Our AI-powered system has the potential to make industrial settings, urban areas and even residential buildings safer by constantly monitoring air quality. It's a major step forward in preventing long-term health risks and protecting the environment."

The article, titled "Network of Artificial Olfactory Receptors for Spatiotemporal Monitoring of Toxic Gas," was published in Science Advances. The research team includes Yongmin Baek, Byungjoon Bae, Jeongyong Yang, Wonjun Cho, Inbo Sim, Geonwook Yoo, Seokhyun Chung, Junseok Heo, and Kyusang Lee, who collaborated across institutions such as the University of Virginia and Ajou University.

This research was supported by the Industrial Strategic Technology Development Program (20014247 and 20026440) funded by the Ministry of Trade, Industry, and Energy (MOTIE, Korea), the National Research Foundation of Korea (NRF), and the US Air Force Office of Scientific Research Young Investigator Program (FA9550-23-1-0159), along with support from the National Science Foundation (NSF ECCS-1942868 and NSF ECCS-2332060).
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Bio-based fibers could pose greater threat to the environment than conventional plastics | ScienceDaily
Bio-based materials may pose a greater health risk to some of the planet's most important species than the conventional plastics they are designed to replace, a new study has shown.


						
Such materials are increasingly being advocated as environmentally friendly alternatives to plastics, and used in textiles and products including clothing, wet wipes and period products.

However, microfibres of the materials are emitted into the environment through the laundry cycle, the application of sewage sludge as fertilisers, or the simple wear and tear of textile products.

Despite increasing quantities of bio-based products being produced and sold all over the world, there has been little research to assess their potential impact on species and ecosystems.

To address that, a new study in the journal Environmental Science and Technology tested the effects of conventional polyester fibres and two bio-based fibres -viscose and lyocell -- on earthworms, a species critical to the health of soils globally.

The study found that in high concentrations of fibres, 30% of earthworms died after 72 hours when exposed to polyester, while those exposed to the bio-based fibres experienced much higher mortality of up to 60% in the case of lyocell and 80% for viscose.

A second experiment, using environmentally relevant concentrations of the fibres, indicated that earthworms housed in soils containing viscose fibres exhibited reduced reproduction compared to those exposed to polyester fibres. Earthworms in the soils containing lyocell fibres showed reduced growth and also higher rates of burrowing within the soil compared to exposure to the other types of fibre.




The researchers say the study highlights the complex nature of global efforts to reduce the threat of microplastic pollution, and the importance of testing new materials being advocated as alternatives to plastics before they are released on the open market.

The study was carried out as part of the BIO-PLASTIC-RISK project, led by researchers at the University of Plymouth and the University of Bath, and supported with PS2.6million funding by the Natural Environmental Research Council.

Dr Winnie Courtene-Jones, lead author on the new study and now a Lecturer in Marine Pollution at Bangor University, said: "Over 320,000 tonnes of bio-based and biodegradable fibres were produced globally in 2022 and research shows that substantial quantities of that will end up in the environment. However, evidence of their ecological impacts has been lacking. Our study has shown that bio-based fibres have a range of adverse effects on earthworms -- animals which are critical to the functioning of the environment. It highlights the importance of gathering further evidence before alternatives to conventional plastics are made available even more widely."

The new study follows research published earlier in 2024 which highlighted that being exposed to the materials used in biodegradable teabags can result in earthworm populations experiencing up to 15% greater mortality, and have a detrimental effect on earthworm reproduction.

It has been published just a few weeks before the United Nations gathers world leaders meet in Busan, South Korea, for the final round of negotiations regarding a possible Global Plastics Treaty.

Professor Richard Thompson OBE FRS, senior author on the new study and Head of the University of Plymouth's International Marine Litter Research Unit, will be at those discussions along with policy makers, scientists and other delegates from across the world.

He added: "It is clear that along with recycling and re-use, tackling plastic pollution will require a reduction in the quantities of plastics used and produced. There is increasing interest in alternative materials that could be used as substitutes for plastic, but this publication further emphasises the importance of testing new innovations in relevant environmental settings prior to widescale adoption. I firmly believe it is possible to tackle the plastic pollution crisis, but independent scientific evidence will be critical in helping us avoid unintended consequences as we look for solutions."
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Explaining science through dance | ScienceDaily
Science can be difficult to explain to the public. In fact, any subfield of science can be difficult to explain to another scientist who studies in a different area. Explaining a theoretical science concept to high school students requires a new way of thinking altogether.


						
This is precisely what researchers at the University of California San Diego did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

The experiment, led by former graduate student Matthew Du and UC San Diego Associate Professor of Chemistry and Biochemistry Joel Yuen-Zhou, was published in Science Advances.

"I think the concept is simple," stated Yuen-Zhou. "But the math is much harder. We wanted to show that these complex ideas in theoretical and experimental physics and chemistry are actually not as impossible to understand as you might initially think."

Topological insulators are a relatively new type of quantum material that has insulating properties on the inside, but have conductive properties on the outside. To use a Southern California staple, if a topological insulator was a burrito, the filling would be insulating and the tortilla would be conducting.

Since topological insulators are able to withstand some disorder and deformation, they can be synthesized and used under conditions where imperfections can arise. For this reason, they hold promise in the areas of quantum computing and lasers, and in creating more efficient electronics.

To bring these quantum materials to life, the researchers made a dancefloor (topological insulator) by creating a grid with pieces of blue and red tape. Then to choreograph the dance, Du created a series of rules that governed how individual dancers moved.




These rules are based on what is known as a Hamiltonian in quantum mechanics. Electrons obey rules given by a Hamiltonian, which represents the total energy of a quantum system, including kinetic and potential energy. The Hamiltonian encodes the interactions of the electron in the potential energy of the material.

Each dancer (electron) had a pair of flags and was given a number that corresponded to a movement:
    	1 = wave flags with arms pointing up
    	0 = stand still
    	-1 = wave flags with arms pointing down

Subsequent moves were based on what a neighboring dancer did and the color of the tape on the floor. A dancer would mimic a neighbor with blue tape, but do the opposite of a neighbor with red tape. Individual mistakes or dancers leaving the floor didn't disrupt the overall dance, exhibiting the robustness of topological insulators.

In addition to topology, Yuen-Zhou's lab also studies chemical processes and photonics, and it was in thinking of light waves that they realized the movement of a group of people also resembled a wave. This gave Yuen-Zhou the idea of using dance to explain a complex topic like topological insulators. Implementing this idea seemed like a fun challenge to Du, who is currently a postdoctoral scholar at the University of Chicago and takes salsa lessons in his free time.

Du, who comes from a family of educators and is committed to scientific outreach, says the project gave him an appreciation for being able to distill science into its simplest elements.

"We wanted to demystify these concepts in a way that was unconventional and fun," he stated. "Hopefully, the students were able to see that science can be made understandable and enjoyable by relating it to everyday life."

Full list of authors: Matthew Du, Juan B. Perez-Sanchez, Jorge A. Campos-Gonzalez-Angulo, Arghadip Koner, Federico Mellini, Sindhana Pannir-Sivajothi, Yong Rui Poh, Kai Schwennicke, Kunyang Sun, Stephan van den Wildenberg, Alec Barron and Joel Yuen-Zhou (all UC San Diego); and Dylan Karzen (Orange Glen High School).

This research was supported by an National Science Foundation CAREER grant (CHE 1654732).
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Towards a hydrogen-powered future: Highly sensitive hydrogen detection system | ScienceDaily
Hydrogen gas is a promising energy source with several advantages -- it is lightweight, storable, energy-dense, and environmentally friendly compared to fossil fuels, producing no pollutants or greenhouse gas emissions. As such, it has extensive applications across different fields, including transportation, architecture, power generation, and industries. However, hydrogen is highly flammable, and therefore its safe and widespread use requires reliable methods for detecting leaks and ensuring its purity. The need for reliable detection methods has necessitated the development of trace-gas sensing techniques. While several methods have been developed for hydrogen sensing, none offer optimal performance.


						
One promising method is tunable diode laser absorption spectroscopy (TDLAS) technology, which has gained significant attention for detecting various gases. TDLAS offers several key advantages, including non-contact measurement, in situ detection, high selectivity, rapid response, low cost, and multi-component, multi-parameter measurement capabilities. It works on the principle that gases absorb light at a specific wavelength, resulting in a dark line in the absorption spectrum, known as the absorption line. By measuring the amount of laser light that has been absorbed at this wavelength, the concentration of the gas can be determined. However, detecting low concentrations of hydrogen with TDLAS is difficult because hydrogen has weaker absorption in the infrared region compared to other gases.

To address this issue, a research team from Japan led by Associate Professor Tatsuo Shiina from the Graduate School of Engineering, Chiba University, developed an innovative method for precise hydrogen gas measurement using TDLAS. The team comprised Alifu Xiafukaiti and Nofel Lagrosas from the Graduate School of Engineering, Chiba University, Ippei Asahi from the Shikoku Research Institute Inc., and Shigeru Yamaguchi from the School of Science, Tokai University. Their study was made available online on August 13, 2024, and published in Volume 180 of the journal Optics and Laser Technology on January 01, 2025.

"In this study, we achieved highly sensitive detection of hydrogen gas through meticulous control of pressure and modulation parameters in the TDLAS setup. Additionally, we introduced a calibration-free technique that ensures the adaptability to a wide range of concentrations," explains Prof. Shiina.

In TDLAS, laser light is passed through a pressurized gas cell called a Herriott multipass cell (HMPC) containing the target gas. The laser's wavelength is modulated or oscillated around the target absorption line of the gas at a specific frequency to remove any environmental noise. The pressure in HMPC can significantly influence the absorption line width and consequently the modulation parameters under TDLAS.

The researchers carefully analyzed the width of hydrogen's strongest absorption line at different pressures. Through simulations, the researchers identified the optimal pressure for a broader absorption line width and the most effective modulation parameters within this line width. Their calibration-free technique involved using the first harmonic of the modulated absorption signal to normalize the second harmonic through their ratio, instead of just relying on the second harmonic signal as in conventional TDLAS systems. Additionally, they employed a high-pressure gas cell containing pure hydrogen as a reference to fine-tune the modulating parameters of the laser signal.

Through this innovative approach, the researchers achieved accurate measurements of hydrogen concentrations in a wide detection range from 0.01% to 100%, where 0.01% equals a concentration of just 100 parts per million (ppm). Moreover, the results improved with longer integration times (the time period during which light is allowed to be absorbed). At 0.1 second integration time, the minimum detection limit was 0.3% or 30,000 ppm, which improved to 0.0055% or 55 ppm at 30 seconds integration time. However, beyond 30 seconds the minimum detection limit increased.

"Our system can significantly improve hydrogen detection systems for safety and quality control, facilitating wider adoption of hydrogen fuel. For example, this system can be reliably used for the detection of leakages in hydrogen fuel cell cars," remarks Prof. Shiina about the potential applications of the study.

To summarize, this pioneering technique could help pave the way for a sustainable future and boost the implementation of hydrogen as an eco-friendly fuel.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241105114155.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



High-quality nanomechanical resonators with built-in piezoelectricity | ScienceDaily
Researchers at Chalmers University of Technology in Sweden and at the University of Magdeburg in Germany have developed a novel type of nanomechanical resonator that combines two important features: high mechanical quality and piezoelectricity. This development could open doors to new possibilities in quantum sensing technologies.


						
Mechanical resonators have been used for centuries for a multitude of applications. A key aspect of these devices is their ability to vibrate at specific frequencies. A well-known example is the tuning fork. When struck, the tuning fork oscillates at its resonance frequency, producing a sound wave within our hearing range. With advancements in microfabrication techniques, researchers have been able to shrink mechanical resonators down to the micro- and nanometer scale. At these tiny sizes, resonators oscillate at much higher frequencies and exhibit a greater sensitivity compared to their macroscopic counterparts.

"These properties make them useful in precision experiments, for example for sensing minuscule forces or mass changes. Recently, nanomechanical resonators have raised significant interest among quantum physicists due to their potential use in quantum technologies. For example, the use of quantum states of motion would improve the sensitivity of nanomechanical resonators even further," says Witlef Wieczorek, Professor of Physics at Chalmers University of Technology and project leader of the study.

A common requirement for these applications is that nanomechanical resonators need to sustain their oscillation for long times without losing their energy. This ability is quantified by the mechanical quality factor. A large mechanical quality factor also implies that the resonator exhibits enhanced sensitivity and that quantum states of motion live longer. These properties are highly sought after in sensing and quantum technology applications.

In the quest for a material with a high-quality factor and built-in piezoelectricity 

Most of the best-performing nanomechanical resonators are made from tensile-strained silicon nitride, a material known for its outstanding mechanical quality. However, silicon nitride is quite "boring" in other aspects: it doesn't conduct electricity, nor is it magnetic or piezoelectric. This limitation has been a hurdle in applications that require in-situ control or interfacing of nanomechanical resonators to other systems. To address these needs, it is then required to add a functional material on top of silicon nitride. However, this addition tends to reduce the mechanical quality factor, which limits the resonator's performance.

Now, researchers at Chalmers University of Technology and at the University of Magdeburg, Germany, made a big leap as they demonstrated a nanomechanical resonator made of tensile-strained aluminum nitride, a piezoelectric material that maintains a high mechanical quality factor.




"Piezoelectric materials convert mechanical motion into electrical signals and vice versa. This can be used for direct readout and control of the nanomechanical resonator in sensing applications. It can also be utilized for interfacing mechanical and electric degrees of freedom, which is relevant in the transduction of information, even down to the quantum regime," says Anastasiia Ciers, research specialist in quantum technology at Chalmers and lead author of the study published in Advanced Materials.

The aluminum nitride resonator achieved a quality factor of more than 10 million.

"This suggests that tensile-strained aluminum nitride could be a powerful new material platform for quantum sensors or quantum transducers," says Witlef Wieczorek.

The researchers now have two major aims: to improve the quality factor of the devices even further, and to work on realistic nanomechanical resonator designs that enable them to make use of the piezoelectricity for quantum sensing applications.

About the aluminum nitride-based nanomechanical resonators 

The researchers used a highly stressed 295 nanometer-thin film of aluminum nitride for fabricating their nanomechanical resonators. The stress was about 1GPa, the equivalent of balancing two elephants on a fingernail. The researchers used this high stress in a technique called dissipation dilution, which boosts the mechanical quality factor. The aluminum nitride film was epitaxially grown on a silicon substrate, which ensures a high crystalline quality of the film to preserve the piezoelectricity of aluminum nitride. They created a novel resonator design, called triangline, that looks like a fractal-like structure with a central triangular-shaped pad. This triangline resonator can maintain a single quantum coherent oscillation at room temperature, which is an important benchmark for its application in quantum technology.
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Ensuring a bright future for diamond electronics and sensors | ScienceDaily
Researchers are developing new ideas about the best ways to make lab-grown diamonds while minimizing other forms of carbon, such as soot. These diamonds aren't destined for rings and necklaces, though. These are the kinds that are needed for the computers, optics and sensors of the future.


						
One new study, conducted by researchers at the U.S. Department of Energy's (DOE) Princeton Plasma Physics Laboratory (PPPL) and Princeton University, investigated ways to reliably grow diamond at lower temperatures than those currently used. Diamond has properties that make it attractive to the semiconductor industry. With its particular crystal lattice structure, diamond can withstand high electrical voltages. It's also very good at dissipating heat.

"This work is part of PPPL's broader efforts to advance microelectronics by providing critical research into the materials and processes that could prove essential to ensuring a continued competitive advantage for the United States in this high-tech field," said PPPL Principal Research Physicist Igor Kaganovich, a co-author on the paper.

Growing diamond in a laboratory typically involves high heat beyond what computer chips can handle; therefore, scientists have long been searching for ways to reduce the heat without sacrificing diamond quality.

"If we want to implement diamond into silicon-based manufacturing, then we need to find a method of lower-temperature diamond growth," said Yuri Barsukov, a computational research associate at PPPL who was the lead author of the study. "This could open a door for the silicon microelectronics industry."

A close-up of one of the quantum diamond reactors at PPPL's Quantum Diamond Lab. The glow inside the device comes from the plasma used to make quantum diamond using a process known as chemical vapor deposition. (Photo credit: Michael Livingston / PPPL Communications Department)

Finding the critical temperature

Past experiments into a process for making diamond, known as plasma-enhanced chemical vapor deposition, showed that acetylene can contribute to diamond growth. However, acetylene was also known to contribute to the growth of soot, which can grow on top of diamond and inhibits performance for optics, sensors and chips. The factors that determined whether the acetylene became diamond or soot were unclear.




"Now we have an answer," Barsukov said. "Like water to ice, there is a critical temperature for the transition of one phase to another. Above this critical temperature, acetylene contributes mostly to diamond growth. Below this critical temperature, it contributes mostly to soot growth."

According to the study, which was published in the journal Diamond & Related Materials, the critical temperature depends on several factors, including the concentration of acetylene and atomic hydrogen near the surface of the diamond.

"Hydrogen atoms don't fuel diamond growth directly, but hydrogen dissociation, or breakdown, is crucial for transforming methane into acetylene and transporting atomic hydrogen to the diamond growth surface. These are both important for diamond growth," said Princeton University Research Scholar Alexander Khrabry, an author of the paper. With more hydrogen near the surface, more diamond can form, even at lower temperatures.

Protecting quantum diamond

Perfecting the process for growing quality diamond at lower temperatures is just one piece of the puzzle to reliably making diamond for electronics. Some applications require a more complicated form of diamond in which some carbon atoms are removed, and a neighboring atom is replaced with nitrogen. This creates what scientists call nitrogen-vacancy centers or NV centers.

A separate study related to NV centers was published in the journal Advanced Materials Interfaces by researchers from PPPL, Princeton University and the Royal Melbourne Institute of Technology. This study looked at ways to protect the surface of this special material, which is known as quantum diamond, while keeping the NV centers intact.




This model of quantum diamond shows the carbon atoms in black. The purple ball represents the nitrogen, while the blue ball represents an empty spot in the lattice. Together, the nitrogen and empty space create the nitrogen-vacancy (NV) center used in quantum applications. (Image credit: Michael Livingston / PPPL Communications Department)

"The electrons in this material don't behave according to the laws of classical physics as heavier particles do. Instead, like all electrons, they behave according to the laws of quantum physics," said Alastair Stacey, a managing principal research physicist and head of quantum materials and devices at PPPL who was a co-author on the study. One way researchers hope to harness these quantum behaviors is by making special bits called qubits. "The advantage of qubits is that they can hold much more information than regular bits can," said Stacey. "This means that they can also give us much more information about their environment, making them extremely valuable as sensors, for example."

Adding an even layer of hydrogen atoms

Attaching hydrogen to the diamond surface has implications both for microelectronics and quantum sensors. Hydrogen atoms can interact with diamond surfaces and lead them to conduct electricity, and, at the same time, they are needed as a starting point before attaching other, more complex molecules. The challenge is creating a single layer of hydrogen atoms evenly distributed on the surface of the quantum diamond without changing what lies beneath.

"People have been trying to control diamond surfaces for a very long time," said Nathalie de Leon, an associate professor of electrical and computer engineering at Princeton University, associated faculty at PPPL and a co-author on the paper. "It's an interesting fundamental science question because diamond is sort of a weird solid. You have a material that is exactly the same everywhere, and then at the very surface, it has to somehow bond to something else. But diamond is very inert, meaning it doesn't want to react with things. It's a very tight lattice, so it's hard to get things in there. It's also the hardest material in the world, so it's very hard to polish and prepare in various ways."

The study explores more reliable and less damaging techniques for adding that single layer of hydrogen atoms to the surface of the diamond so that it is ideal for certain quantum applications. It's part of a broader area of research at the Lab on preparing diamond surfaces for quantum computing and sensing. PPPL opened its Quantum Diamond Laboratory in March 2024, making the Lab an ideal partner for such research.

The way atoms bond in diamond makes the material well suited for quantum applications, including quantum computing, secure communications, and highly accurate measurements of temperature and magnetic fields.

"We need to precisely control the chemistry on the surface of the diamond using plasma, but plasma-surface interactions are not very well understood," said Barsukov, who was also part of the second study. "People usually use a method of trial and error. So, we're trying to shed light on some of the processes on the surface, just to make the picture a little bit clearer."

Typically, this hydrogen layer is added by exposing the diamond to a hydrogen plasma under high heat. But, much like silicon in standard computer chips, the NV centers can't handle this environment.

Creating a recipe book for quantum diamond

The research team sought to find better methods for making hydrogenated quantum diamond with the NV centers intact. "We're writing a recipe book and characterizing different ways of properly hydrogenating diamond surfaces so that we understand how to do this better for a number of applications," said Daniel McCloskey, the first author of the paper and a researcher at the School of Physics at the University of Melbourne.

The international research team investigated the traditional approach as well as the following two alternative hydrogenation methods:
    	Forming gas annealing, which uses a mixture of hydrogen molecules and nitrogen gas (rather than a plasma made only of hydrogen).
    	Cold plasma termination, which uses a hydrogen plasma but avoids direct heating of the diamond with the plasma.

Both alternative techniques produced hydrogenated diamond that could conduct electricity, but there are key differences and trade-offs. Specifically, the team found that the quality of the hydrogen layer made with forming gas annealing was highly dependent on the temperature used and the purity of the gas mixture. While no oxygen should be present during the experiment, some can leak in, and even that relatively small amount made a big difference.

"You have to get that oxygen off the diamond," explained McCloskey, and that required temperatures upward of 900degC. McCloskey said developing ways to reduce and eliminate oxygen entering the reaction chamber is another important area of research that needs to be explored, adding that they had to go above and beyond the standard protocols to make it work.

The cold plasma termination method also created a hydrogen layer on the quantum diamond without damaging the NV centers. However, the trade-off is that the hydrogen layer made with cold plasma termination was of lower quality than the traditional heated approach.

Assessing the damage to NV centers

To investigate the impact of the hydrogenation methods on NV centers, the team used a technique called photoluminescence spectroscopy. "This is a way to peek in at a diamond sample that is full of NV centers by exciting them with green light and making them fluoresce," Stacey explained. Neither of the two new hydrogenation methods affected fluorescence, even when the processes were repeated. However, the traditional heated plasma treatment resulted in an irreversible loss of nearly half of the NV center fluorescence.

"This highlights the trade-off between surface quality and NV properties that will have to be balanced in future applications. For instance, in biomolecular sensing projects, it is absolutely crucial that NVs be preserved close to surfaces," said McCloskey.

Further research is required to perfect the new methods for reliably producing high-quality hydrogenated diamond surfaces with ideal NV centers. There are also many other avenues for PPPL and its collaborators to explore. While an even coating of hydrogen atoms might be the end goal for some applications, for others, it may just be the first step of many to create a custom surface involving other elements.

The first study, "Quantum Chemistry Model of Surface Reactions and Kinetic Model of Diamond Growth: Effects of CH3 Radicals and C2H2 Molecules at Low-temperatures CVD" was supported by the DOE under the "microelectronics co-design" research DOE national laboratory program and used computing resources on the Princeton University Adroit cluster and Stellar cluster. For the second study, "Methods for Color Center Preserving Hydrogen-Termination of Diamond," the authors acknowledge support from the Australian Research Council (ARC) through grants DP200103712, CE170100012 and FL130100119. Support was also provided by the University of Melbourne proof-of-concept grant and the ARC Centre of Excellence in Quantum Biotechnology through project number CE230100021. The U.S. National Defense Science and Engineering Graduate Fellowship also provided additional support. In situ annealing and spectroscopy studies at Princeton were primarily supported by the DOE's Office of Science and Office of Basic Energy Sciences under award number DESC0018978, and the instrumentation development was supported by the National Science Foundation's CAREER program grant number DMR1752047. This material is based upon work supported by the DOE's Office of Science, Office of Fusion Energy Sciences and Office of Basic Energy Sciences under award number LAB 21-2491.
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Advancing the science of superconductivity | ScienceDaily
New materials designed by a University of Illinois Chicago graduate student may help scientists meet one of today's biggest challenges: building superconductors that operate at normal temperatures and pressures.


						
Superconductors are used widely in everyday applications from MRI machines to power transmission. But to work, they must be cooled to extremely low temperatures, which limits their potential. Scientists worldwide are pursuing materials that could show superconductivity at "very high" temperatures -- in this context, closer to room temperature -- without requiring super-cooling.

In a paper for the Proceedings of the National Academy of Sciences, Adam Denchfield and a team of UIC scientists proposed three promising new designs for superconducting materials. In computer simulations, the designs demonstrate some of the properties needed for very high-temperature superconductivity.

Hyowon Park, associate professor of physics, and Russell Hemley, professor of physics and chemistry, co-authored the paper with Denchfield, a PhD candidate in physics at UIC.

For decades, scientists have looked for materials that could make superconductivity -- the lossless transmission of electricity -- possible at higher temperatures, such as room temperature. That would allow the use of superconductors for advanced power grids, more efficient electric motors and more advanced magnetically levitated trains.

In 2023, a group of scientists published a controversial paper on a superconducting material containing a rare earth element called lutetium that works at close to ambient temperature and air pressure. The controversy inspired Denchfield to explore past literature on the type of material they described, called rare earth trihydrides.

"I looked at the results, and I was just as skeptical as many others in the field," Denchfield said. "So I set out to look into the literature to seek alternate explanations and found studies from the late 1960s studying rare earth trihydrides."

These older studies showed very strange changes in the electrical conductivity of the materials when cooled that are still not fully understood. Denchfield found that special arrangements of the lutetium atoms in combination with hydrogen and nitrogen can cause the material to exhibit intriguing properties including high-temperature superconductivity.




His research eventually led to a paper on a promising lutetium-hydrogen-nitrogen compound and experimental results that were consistent with superconductivity. The work by Hemley's group was covered in the New York Times.

But Denchfield didn't stop there. He started to explore whether other rare earth hydride combinations and structures, such as replacing lutetium with its periodic-table cousins yttrium and scandium, could work even better. With the goal of increasing the superconducting temperature as much as possible, he landed on three types of cubic structures that could produce the desired properties in simulations.

"We basically put forward three template structures of increasing complexity that we want other people to be able to take and mess with, plug and play different elements," Denchfield said. "I would describe this as an exploratory paper, a motivational and inspirational work that should inspire the search for a whole new class of structures that could be very high-temperature superconductors."

Material designs described in the paper achieve critical temperature -- the point where superconductive properties appear -- above 200 degrees Kelvin, roughly equivalent to -100 degrees Fahrenheit. Denchfield said some designs could achieve the "holy grail" of superconductivity at ambient pressure and room temperatures. To verify the predictions, materials with the new designs will have to be synthesized in the laboratory and tested.

"The new study led by Adam builds on the previous milestones of our group: the discovery of the first near-room-temperature superconductor in another rare earth hydride under pressure, then the tantalizing evidence for similar high-temperature superconductivity in the lutetium-based material," Hemley said. "The prospects for new classes of related materials with different compositions is the latest chapter in our exciting efforts to discover and create new materials that could one day revolutionize energy technologies."
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Defibrillation devices can save lives using 1,000 times less electricity | ScienceDaily

"The results were not at all what we expected. We learned the mechanism for ultra-low-energy defibrillation is not related to synchronization of the excitation waves like we thought, but is instead related to whether the waves manage to propagate across regions of the tissue which have not had the time to fully recover from a previous excitation," author Roman Grigoriev said. "Our focus was on finding the optimal variation in time of the applied electric field over an extended time interval. Since the length of the time interval is not known a priori, it was incremented until a defibrillating protocol was found."

The authors applied an adjoint optimization method, which aims to achieve a desired result, defibrillation in this case, by solving the electrophysiologic model for a given voltage input and looping backward through time to determine the correction to the voltage profile that will successfully defibrillate irregular heart activity while reducing the energy the most.

Energy reduction in defibrillation devices is an active area of research. While defibrillators are often successful at ending dangerous arrhythmias in patients, they are painful and cause damage to the cardiac tissue.

"Existing low-energy defibrillation protocols yield only a moderate reduction in tissue damage and pain," Grigoriev said. "Our study shows these can be completely eliminated. Conventional protocols require substantial power for implantable defibrillators-cardioverters (ICDs), and replacement surgeries carry substantial health risks."

In a normal rhythm, electrochemical waves triggered by pacemaker cells at the top of the atria propagate through the heart, causing synchronized contractions. During arrhythmias, such as fibrillation, the excitation waves start to quickly rotate instead of propagating through and leaving the tissue, as in normal rhythm.

"Under some conditions, an excitation wave may or may not be able to propagate through the tissue. This is called the 'vulnerable window,'" Grigoriev said. "The outcome depends on very small changes in the timing of the excitation wave or very small external perturbations.

"The mechanism of ultra-low-energy defibrillation we uncovered exploits this sensitivity. Varying the electrical field profile over a relatively long time interval allows blocking the propagation of the rotating excitation waves through the 'sensitive' regions of tissue, successfully terminating the irregular electric activity in the heart."
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Two key genes identified linking rheumatoid arthritis and osteoporosis | ScienceDaily
Rheumatoid arthritis is a common disease affecting an estimated 17 million people worldwide. The disease is caused by immune cells attacking the joints and can result in pain, swelling, and damage to the cartilage and bone. People with rheumatoid arthritis often develop osteoporosis, a more serious condition, as a result of the bone damage caused by immune cells and as a side effect of certain medications.


						
In APL Bioengineering, from AIP Publishing, researchers from Da-Chien General Hospital, China Medical University, and Chang Gung University employed analysis tools and machine learning algorithms to identify two genes linked to rheumatoid arthritis and osteoporosis that could serve as diagnostic tools and potential targets for treatments.

Both diseases center on one of the key mechanisms used to keep the rest of the body in check. Apoptosis, or programmed cell death, is a crucial tool immune cells use to remove malfunctioning or unneeded cells. However, malfunctions can lead to immune cells mistakenly targeting cells at random, with often disastrous results.

"In rheumatoid arthritis, excessive apoptosis of bone-forming cells contributes to joint destruction and inflammation," said author Hao-Ju Lo. "This same process also leads to weakened bones in osteoporosis, emphasizing the need to manage both conditions simultaneously."

Because of its central role, the researchers set out to find genes involved with apoptosis that were closely linked to both diseases. Drawing from a large database of genetic information, they gathered dozens of sequenced genomes from people with rheumatoid arthritis and osteoporosis to look for any similarities. Combing through this mountain of genetic data was no easy task, so they turned to recently developed computational methods to narrow down their search.

"We used bioinformatics tools to analyze large gene datasets, focusing on genes active in rheumatoid arthritis and osteoporosis," said Lo. "We applied machine learning techniques, such as Lasso and Random Forest, to refine our search, identifying two key genes -- ATXN2L and MMP14 -- that play significant roles in both diseases."

According to their analysis, these two genes are significantly associated with the progression of both rheumatoid arthritis and osteoporosis. ATXN2L has a role in regulating processes like apoptosis, so malfunctions in this gene are likely to trigger both rheumatoid arthritis and osteoporosis. MMP14 contributes to building extracellular tissue like cartilage and could be responsible for the breakdown of joint tissue that leads to rheumatoid arthritis.

"Our analysis revealed that these genes are involved in immune regulation and bone metabolism, suggesting they could be useful markers for diagnosing or treating both rheumatoid arthritis and osteoporosis," said Lo.

With two potential targets identified, the authors plan to use these results as a starting point to develop new treatment options for patients suffering from these two linked diseases.

"We plan to validate these findings with experimental studies and explore how targeting these genes could improve treatment outcomes," said Lo. "Our future research may also involve developing personalized therapies, leveraging AI and machine learning to predict which patients are most at risk for osteoporosis."
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Leveraging machine learning to find promising compositions for sodium-ion batteries | ScienceDaily
Energy storage is an essential part of many rapidly growing sustainable technologies, including electric cars and renewable energy generation. Although lithium-ion batteries (LIBs) dominate the current market, lithium is a relatively scarce and expensive element, creating both economic and supply stability challenges. Accordingly, researchers all over the world are experimenting with new types of batteries made from more abundant materials.


						
Sodium-ion (Na-ion) batteries which use sodium ions as energy carriers present a promising alternative to LIBs owing to the abundance of sodium, their higher safety, and potentially lower cost. In particular, sodium-containing transition-metal layered oxides (NaMeO2) are powerful materials for the positive electrode of Na-ion batteries, offering exceptional energy density and capacity. However, for multi-element layered oxides composed of several transition metals, the sheer number of possible combinations makes finding the optimal composition both complex and time-consuming. Even minor changes in the selection and proportion of transition metals can bring about marked changes in crystal morphology and affect battery performance.

Now, in a recent study, a research team led by Professor Shinichi Komaba, along with Ms. Saaya Sekine and Dr. Tomooki Hosaka from Tokyo University of Science (TUS), Japan, and from Chalmers University of Technology, and Professor Masanobu Nakayama from Nagoya Institute of Technology, leveraged machine learning to streamline the search for promising compositions. The findings of their study were received on September 05, 2024, with uncorrected proofs and published online in the Journal of Materials Chemistry A on November 06, 2024, after proofreading. This research study is supported by funding agencies JST-CREST, DX-GEM, and JST-GteX.

The team sought to automate the screening of elemental compositions in various NaMeO2 O3-type materials. To this end, they first assembled a database of 100 samples from O3-type sodium half-cells with 68 different compositions, gathered over the course of 11 years by Komaba's group. "The database included the composition of NaMeO2 samples, with Me being a transition metal like Mn, Ti, Zn, Ni, Zn, Fe, and Sn, among others, as well as the upper and lower voltage limits of charge-discharge tests, initial discharge capacity, average discharge voltage, and capacity retention after 20 cycles," explains Komaba.

The researchers then used this database to train a model incorporating several machine learning algorithms, as well as Bayesian optimization, to perform an efficient search. The goal of this model was to learn how properties like operating voltage, capacity retention (lifetime), and energy density are related to the composition of NaMeO2 layered oxides, and to predict the optimal ratio of elements needed to achieve a desired balance between these properties.

After analyzing the results, the team found that the model predicted Na[Mn0.36Ni0.44Ti0.15Fe0.05]O2 to be the optimal composition to achieve the highest energy density, which is one of the most important characteristics in electrode materials. To verify the accuracy of the model's prediction, they synthesized samples with this composition and assembled standard coin cells to run charge-discharge tests.

The measured values were, for the most part, consistent with the predicted ones, highlighting the accuracy of the model and its potential for exploring new battery materials. "The approach established inour study offers an efficient method to identify promising compositions from a wide range of potential candidates," remarks Komaba, "Moreover, this methodology is extendable to more complex material systems, such as quinary transition metal oxides."

Using machine learning to identify promising research avenues is a growing trend in materials science, as it can help scientists greatly reduce the number of experiments and time required for screening new materials. The strategy presented in this study could accelerate the development of next-generation batteries, which have the potential to revolutionize energy storage technologies across the board. This includes not only renewable energy generation and electric or hybrid vehicles but also consumer electronics such as laptops and smartphones. Moreover, successful applications of machine learning in battery research can serve as a template for material development in other fields, potentially accelerating innovation across the broader materials science landscape.

"The number of experiments can be reduced by using machine learning, which brings us one step closer to speeding up and lowering the cost of materials development. Furthermore, as the performance of electrode materials for Na-ion batteries continues to improve, it is expected that high-capacity and long-life batteries will become available at lower cost in the future," concludes Komaba.
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Persistent problems with AI-assisted genomic studies | ScienceDaily
University of Wisconsin-Madison researchers are warning that artificial intelligence tools gaining popularity in the fields of genetics and medicine can lead to flawed conclusions about the connection between genes and physical characteristics, including risk factors for diseases like diabetes.


						
The faulty predictions are linked to researchers' use of AI to assist genome-wide association studies. Such studies scan through hundreds of thousands of genetic variations across many people to hunt for links between genes and physical traits. Of particular interest are possible connections between genetic variations and certain diseases.

Genetics' link to disease not always straightforward

Genetics play a role in the development of many health conditions. While changes in some individual genes are directly connected to an increased risk for diseases like cystic fibrosis, the relationship between genetics and physical traits is often more complicated.

Genome-wide association studies have helped to untangle some of these complexities, often using large databases of individuals' genetic profiles and health characteristics, such as the National Institutes of Health's All of Us project and the UK Biobank. However, these databases are often missing data about health conditions that researchers are trying to study.

"Some characteristics are either very expensive or labor-intensive to measure, so you simply don't have enough samples to make meaningful statistical conclusions about their association with genetics," says Qiongshi Lu, an associate professor in the UW-Madison Department of Biostatistics and Medical Informatics and an expert on genome-wide association studies.

The risks of bridging data gaps with AI

Researchers are increasingly attempting to work around this problem by bridging data gaps with ever more sophisticated AI tools.




"It has become very popular in recent years to leverage advances in machine learning, so we now have these advanced machine-learning AI models that researchers use to predict complex traits and disease risks with even limited data," Lu says.

Now, Lu and his colleagues have demonstrated the peril of relying on these models without also guarding against biases they may introduce. The team describe the problem in a paper recently published in the journal Nature Genetics. In it, Lu and his colleagues show that a common type of machine learning algorithm employed in genome-wide association studies can mistakenly link several genetic variations with an individual's risk for developing Type 2 diabetes.

"The problem is if you trust the machine learning-predicted diabetes risk as the actual risk, you would think all those genetic variations are correlated with actual diabetes even though they aren't," says Lu.

These "false positives" are not limited to these specific variations and diabetes risk, Lu adds, but are a pervasive bias in AI-assisted studies.

New statistical method can reduce false positives

In addition to identifying the problem with overreliance on AI tools, Lu and his colleagues propose a statistical method that researchers can use to guarantee the reliability of their AI-assisted genome-wide association studies. The method helps removing bias that machine learning algorithms can introduce when they're making inferences based on incomplete information.




"This new strategy is statistically optimal," Lu says, noting that the team used it to better pinpoint genetic associations with individuals' bone mineral density.

AI not the only problem with some genome-wide association studies

While the group's proposed statistical method could help improve the accuracy of AI-assisted studies, Lu and his colleagues also recently identified problems with similar studies that fill data gaps with proxy information rather than algorithms.

In another recently published paper appearing in Nature Genetics, the researchers ring the alarm about studies that over-rely on proxy information in an attempt to establish connections between genetics and certain diseases.

For instance, large health databases like the UK Biobank have a ton of genetic information about large populations, but they don't have very much data regarding the incidence of diseases that tend to crop up later in life, like most neurodegenerative diseases.

For Alzheimer's disease specifically, some researchers have attempted to bridge that gap with proxy data gathered through family health history surveys, where individuals can report a parent's Alzheimer's diagnosis.

The UW-Madison team found that such proxy-information studies can produce "highly misleading genetic correlation" between Alzheimer's risk and higher cognitive abilities.

"These days, genomic scientists routinely work with biobank datasets that have hundreds of thousands of individuals, however, as statistical power goes up, biases and the probability of errors are also amplified in these massive datasets," says Lu. "Our group's recent studies provide humbling examples and highlight the importance of statistical rigor in biobank-scale research studies."
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AI for real-time, patient-focused insight | ScienceDaily
A picture may be worth a thousand words, but still...they both have a lot of work to do to catch up to BiomedGPT.


						
Covered recently in the journal Nature Medicine, BiomedGPT is a new a new type of artificial intelligence (AI) designed to support a wide range of medical and scientific tasks. This new study, conducted in collaboration with multiple institutions, is described in the article as "the first open-source and lightweight vision-language foundation model, designed as a generalist capable of performing various biomedical tasks."

"This work combines two types of AI into a decision support tool for medical providers," explains Lichao Sun, an assistant professor of computer science and engineering at Lehigh University and a lead author of the study. "One side of the system is trained to understand biomedical images, and one is trained to understand and assess biomedical text. The combination of these allows the model to tackle a wide range of biomedical challenges, using insight gleaned from databases of biomedical imagery and from the analysis and synthesis of scientific and medical research reports."

'16 state-of-the-art results' for medical practitioners and patients 

The key innovation described in the August 7 Nature Medicine article, "A generalist vision-language foundation model for diverse biomedical tasks," is that this AI model doesn't need to be specialized for each task. Typically, AI systems are trained for specific jobs, like recognizing tumors in X-rays or summarizing medical papers. However, this new model can handle many different tasks using the same underlying technology. This versatility makes it a "generalist" model?and a powerful new tool in the hands of medical providers.

"BiomedGPT is based on foundation models, a recent development in AI," says Sun. "Foundation models are large, pre-trained AI systems that can be adapted to various tasks with minimal additional training. The generalist model described in the article has been trained on vast amounts of biomedical data, including images and text, enabling it to perform well across different applications."

"By evaluating 25 datasets across 9 biomedical tasks and different modalities," says Kai Zhang, a Lehigh PhD student advised by Sun who serves as first author of the Nature article, "BiomedGPT achieved 16 state-of-the-art results. A human evaluation of BiomedGPT on three radiology tasks showcased the model's robust predictive abilities."

Zhang says that he is proud that the open-source codebase is available for other researchers to use as a springboard to drive further development and adoption.




The team reports that the technology behind BiomedGPT may one day help doctors by interpreting complex medical images, assist researchers by analyzing scientific literature, or even aid in drug discovery by predicting how molecules behave.

"The potential impact of such technology is significant," Zhang says, "as it could streamline many aspects of healthcare and research, making them faster and more accurate. Our method demonstrates that effective training with diverse data can lead to more practical biomedical AI for improving diagnosis and workflow efficiency."

A team effort for clinical validation, and more

A crucial step in the process was validation of the model's effectiveness and applicability in real-world healthcare settings.

"Clinical testing involves applying the AI model to real patient data to assess its accuracy, reliability, and safety," Sun says. "This testing ensures that the model performs well across different scenarios. The outcomes of these tests helped refine the model, demonstrating its potential to improve clinical decision-making and patient care."

Massachusetts General Hospital (MGH), a founding member of the Mass General Brigham healthcare system and teaching affiliate of Harvard Medical School, played a crucial role in the development and validation of the BiomedGPT model. The institution's involvement primarily focused on providing clinical expertise and facilitating the evaluation of the model's effectiveness in real-world healthcare settings. For instance, the model was tested with radiologists at MGH, where it demonstrated superior performance in tasks like visual question answering and radiology report generation. This collaboration helped ensure that the model was both accurate and practical for clinical use.




Other contributors to BiomedGPT include researchers from University of Georgia, Samsung Research America, University of Pennsylvania, Stanford University, University of Central Florida, UC-Santa Cruz, University of Texas-Health, Children's Hospital of Philadelphia, and the Mayo Clinic.

"This research is highly interdisciplinary and collaborative," says Sun. "The research involves expertise from multiple fields, including computer science, medicine, radiology, and biomedical engineering. Each author contributes specialized knowledge necessary to develop, test, and validate the model across various biomedical tasks. Large-scale projects like this often require access to diverse datasets and computational resources, along with access to skills in algorithm development, model training, evaluation, and application to real-world scenarios, as well as clinical testing and validation.

"This was a true team effort," he says. "Creating something that can truly help the medical community improve patient outcomes across a wide range of issues is a very complex challenge. With such complexity, collaboration is key to creating impact through the application of science and engineering."
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Satellite imagery may help protect coastal forests from climate change | ScienceDaily
Sea-level rise caused by climate change poses a serious and often unpredictable threat to coastal forests, and new tools are needed to help mitigate damage and allocate conservation resources.


						
A new study from North Carolina State University and the United States Geological Survey (USGS) details how satellite imagery may help identify forested areas that are being transformed into marshes and open water by sea-level rise, a process known as regime change. Marcelo Ardon, associate professor at NC State and co-author of a paper on the study, said that by predicting how an area is changing, this new modeling tool may help conservationists apply their limited funding in areas where it will be the most effective.

"We know that these coastal ecosystems are changing, and it's hard to predict where and when the change is going to happen. What we found is that through remote sensing, you can get a trajectory of where an area is going," Ardon said. "That way you can identify which areas might be better to put funding into; if an area might not need help, or if it is just too far into the regime change to pull it back. That in turn can help allocate those limited conservation dollars where they will make the most difference."

Initially, researchers set out to determine if satellite imagery could be used to detect regime change in coastal wetlands ahead of time by identifying the kinds of early-warning signals that have been found in other ecosystems. These results proved inconsistent, Ardon said. While the data could sometimes detect those signals, it also returned false positives and negatives.

Instead, researchers were able use the same satellite data tool -- a metric called the Normalized Difference Vegetation Index -- to identify how vegetation health was changing. The NDVI works by using multiple wavelengths from satellite sensors that scan the earth at different times, collecting data on how much red light plants absorb and how much near-infrared light they reflect. Using these values researchers can estimate the NDVI, which effectively measures the greenness and health of plants in the area. The NDVI of a forest is higher than that of a marsh or open water, so it can be used to detect the changes of these systems.

Lead author Melinda Martinez, research ecologist with the USGS, first worked on the study as a Ph.D. student at NC State. She said that the study uncovered stark differences in regime changes between areas that were close together.

"In some areas where regime change was happening quickly, the transitions from forest to marsh or even open water happened within the span of five to six years," Martinez said. "But then in other areas, sometimes places within the same site, it would happen over much longer periods of time. We knew there would be variation, but we didn't expect that level of difference between areas in such proximity."
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The secrets of baseball's magic mud | ScienceDaily
The unique properties of baseball's famed "magic" mud have never been scientifically quantified -- until now.


						
In a new paper in Proceedings of the National Academy of Sciences (PNAS), researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) and School of Arts & Sciences (SAS) reveal what makes the magic mud so special.

"It spreads like a skin cream and grips like sandpaper," says Shravan Pradeep, the paper's first author and a postdoctoral researcher in the labs of Douglas J. Jerolmack, Edmund J. and Louise W. Kahn Endowed Term Professor in Earth and Environmental Science (EES) within SAS and in Mechanical Engineering and Applied Mechanics (MEAM) within Penn Engineering, and Paulo Arratia, Eduardo D. Glandt Distinguished Scholar and Professor in MEAM and in Chemical and Biomolecular Engineering (CBE).

In 2019, at the behest of sportswriter Matthew Gutierrez, the group analyzed the composition and flow behavior of the mud, which has been harvested for generations by the Bintliff family at a secret location in South Jersey and is applied by each team's equipment manager to every game ball in Major League Baseball (MLB), including in this year's playoffs. "We provided a quick analysis," says Jerolmack, "but not anything that rose to the level of scientific proof."

Despite numerous articles and TV segments describing the mud that cite everyone from MLB players to the Bintliffs about the mud's effects, the researchers could not find any scientific evidence that the mud actually makes balls perform better, as players claim. "I was very interested in whether the use of this mud was based in superstition," says Jerolmack.

Two years later, when Pradeep joined the labs, he took the lead in devising three sets of experiments to determine if the mud actually works: one to measure its spreadability, one to measure its stickiness and one to measure its effect on baseballs' friction against the fingertips.

The first two qualities could be measured using existing equipment -- a rheometer and atomic force microscopy, respectively -- but to measure the mud's frictional effects, the researchers had to build a new experimental setup, one that mimicked the properties of human fingers. "The question is, how do you quantify the friction between the ball, your finger and the little oils between those two?" says Arratia.




To solve the problem, the researchers created a rubber-like material with the same elasticity as human skin, and covered it with oil similar to that secreted by human skin, then carefully and systematically rubbed the oiled material against strips of baseballs that had been mudded in the manner specified by MLB.

Xiangyu Chen, a MEAM senior and coauthor of the paper, played a key role in devising the artificial finger apparatus. "We needed to have a consistent finger-like material," says Chen. "If we just held our fingers to it, it wouldn't produce very consistent results."

The researchers say their work confirms what MLB players have long professed: that the magic mud works, and is not simply a superstition like playoff beards and rally caps. "It has the right mixture to make those three things happen," says Jerolmack. "Spreading, gripping and stickiness."

MLB has explored replacing the magic mud with synthetic lubricants, but so far failed to replicate the mud's properties. The researchers suggest sticking with the original. "This family is doing something that is green and sustainable, and actually is producing an effect that is hard to replicate," says Jerolmack.

Beyond baseball, the researchers hope their work -- and the mud's star status -- will spark more interest in the use of natural materials as lubricants. "This is just a venue for us to show how geomaterials are already being used in a sustainable way," says Arratia, "and how they can give us some exquisite properties that might be hard to produce from the ground up."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and School of Arts & Sciences and supported in part by the National Science Foundation (NSF) Major Research Instrumentation Award (NSF-MRI-1920156), NSF Penn MRSEC (NSF-DMR-1720530), NSF Engineering Research Center for the Internet of Things for Precision Agriculture (NSF-EEC-1941529), NASA Planetary Science and Technology Through Analog Research Program (PSTAR Grant 80NSSC22K1313), Army Research Office (ARO Grant W911NF2010113), Penn Center for Soft and Living Matter Postdoctoral Fellowship, and the University of Pennsylvania's Singh Center for Nanotechnology, a National Nanotechnology Coordinated Infrastructure (NNCI) member supported by NSF Grant ECCS-1542153. 

Additional co-authors include Ali Seiphoori of the University of Pennsylvania and the Norwegian Geotechnical Institute, and David Vann of the University of Pennsylvania.
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Cobalt-copper tandem converts carbon dioxide to ethanol | ScienceDaily
The continuing release of carbon dioxide into the atmosphere is a major driver of global warming and climate change with increased extreme weather events. Researchers at Johannes Gutenberg University Mainz (JGU) have now presented a method for effectively converting carbon dioxide into ethanol, which is then available as a sustainable raw material for chemical applications. "We can remove the greenhouse gas CO2 from the environment and reintroduce it into a sustainable carbon cycle," explained Professor Carsten Streb from the JGU Department of Chemistry. His research group has shown how carbon dioxide can be converted to ethanol by means of electrocatalysis. Assuming green electricity is used for this process, it would also be sustainable -and food crops currently used to produce ethanol for fuels would be available for food again. According to Carsten Streb, the conversion technique, which has so far been carried out on a laboratory scale, could also be realized on a larger scale. The research results have been published in ACS Catalysis.


						
Efficient tandem system achieves selective electrocatalytic conversion

The electrochemical conversion of CO2 to multicarbon products, such as ethanol, would be an ideal way to obtain high energy density fuels and valuable chemical raw materials, while at the same time using CO2 as a precursor and thus removing it from the atmosphere to a certain extent. "To achieve this, we require suitable catalysts capable of this conversion with high selectivity so that we obtain a high yield of the desired product, which - in our case - is ethanol," said Streb.

To this end, his research team has designed a special electrode where the chemical reactions take place. It is coated with a black powder containing cobalt and copper in precisely dosed quantities. The two metals also have to sit in very specific positions on the electrode. "The initial challenge is to get carbon dioxide to react," said Streb. "The bonds between the atoms of the molecule are very strong, but cobalt can break them." This initially produces carbon monoxide, which is not an ideal feedstock for the chemical industry. Therefore, in a second step, copper is used to carry out the reaction to ethanol. "However, this only works if cobalt and copper are close to each other on the electrode," said Streb, outlining the trick that led to success.

Level of selectivity to be improved in future

Currently, the selectivity of the process is equivalent to 80 percent, i.e., 80 percent of the starting material is converted to ethanol - the best result achieved in research to date. Dr. Soressa Abera Chala played a key role in optimizing the results. He is lead author of the paper and came as a postdoc with a Humboldt Research Fellowship to Mainz from Ethiopia. Two of the co-authors, Dr. Rongji Liu and Dr. Ekemena Oseghe, are also working in Streb's group as fellows of the Alexander von Humboldt Foundation. The team is currently working on improving the yield of the process to 90 to 95 percent. A catalyst that achieves 100 percent selectivity would be desirable so that no other substances, apart from ethanol alone, would remain on completion of the process.

Cooperation within the Collaborative Research Center / Transregio "CataLight"

Success depends on process control and particularly on the loading of the electrode with cobalt and copper. "We need to see the individual atoms, which is possible using a special kind of electron microscope," said Streb. To achieve this, the Mainz-based chemists have joined forces with colleagues at Ulm University as part of the Collaborative Research Center / Transregio "CataLight" (CRC/TRR 234). Their goal is to develop a catalyst which is not only efficient, but functions well for as long as possible. The system itself is perfectly stable without any loss of performance even after several months.




Finally, the sheer abundance of cobalt and copper present on earth is a key factor in the choice of these two metals. The entire process could also be set up with precious metals like platinum or palladium, but at high costs without commercial prospects.

Sustainable production of ethanol conserves food resources and provides a new source of energy

"By using globally available raw materials as catalysts, we are following an approach in current research to increasingly focus on non-precious metals," emphasized Professor Carsten Streb. In future, this process could be used to produce ethanol sustainably from green electricity and carbon dioxide coming from power plants, for instance. Large quantities of ethanol are at present produced from sugar cane and maize in Brazil, meaning that these food crops are not available as sources of nutrition for the local population. The process presented here would open up an innovative and sustainable method of producing ethanol that could be stored and used for decentralized power generation as required.
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Nanoscale transistors could enable more efficient electronics | ScienceDaily
Silicon transistors, which are used to amplify and switch signals, are a critical component in most electronic devices, from smartphones to automobiles. But silicon semiconductor technology is held back by a fundamental physical limit that prevents transistors from operating below a certain voltage.


						
This limit, known as "Boltzmann tyranny," hinders the energy efficiency of computers and other electronics, especially with the rapid development of artificial intelligence technologies that demand faster computation.

In an effort to overcome this fundamental limit of silicon, MIT researchers fabricated a different type of three-dimensional transistor using a unique set of ultrathin semiconductor materials.

Their devices, featuring vertical nanowires only a few nanometers wide, can deliver performance comparable to state-of-the-art silicon transistors while operating efficiently at much lower voltages than conventional devices.

"This is a technology with the potential to replace silicon, so you could use it with all the functions that silicon currently has, but with much better energy efficiency," says Yanjie Shao, an MIT postdoc and lead author of a paper on the new transistors.

The transistors leverage quantum mechanical properties to simultaneously achieve low-voltage operation and high performance within an area of just a few square nanometers. Their extremely small size would enable more of these 3D transistors to be packed onto a computer chip, resulting in fast, powerful electronics that are also more energy-efficient.

"With conventional physics, there is only so far you can go. The work of Yanjie shows that we can do better than that, but we have to use different physics. There are many challenges yet to be overcome for this approach to be commercial in the future, but conceptually, it really is a breakthrough," says senior author Jesus del Alamo, the Donner Professor of Engineering in the MIT Department of Electrical Engineering and Computer Science (EECS).




They are joined on the paper by Ju Li, the Tokyo Electric Power Company Professor in Nuclear Engineering and professor of materials science and engineering at MIT; EECS graduate student Hao Tang; MIT postdoc Baoming Wang; and professors Marco Pala and David Esseni of the University of Udine in Italy. The research appears in Nature Electronics.

Surpassing silicon

In electronic devices, silicon transistors often operate as switches. Applying a voltage to the transistor causes electrons to move over an energy barrier from one side to the other, switching the transistor from "off" to "on." By switching, transistors represent binary digits to perform computation.

A transistor's switching slope reflects the sharpness of the "off" to "on" transition. The steeper the slope, the less voltage is needed to turn on the transistor and the greater its energy efficiency.

But because of how electrons move across an energy barrier, Boltzmann tyranny requires a certain minimum voltage to switch the transistor at room temperature.

To overcome the physical limit of silicon, the MIT researchers used a different set of semiconductor materials -- gallium antimonide and indium arsenide -- and designed their devices to leverage a unique phenomenon in quantum mechanics called quantum tunneling.




Quantum tunneling is the ability of electrons to penetrate barriers. The researchers fabricated tunneling transistors, which leverage this property to encourage electrons to push through the energy barrier rather than going over it.

"Now, you can turn the device on and off very easily," Shao says.

But while tunneling transistors can enable sharp switching slopes, they typically operate with low current, which hampers the performance of an electronic device. Higher current is necessary to create powerful transistor switches for demanding applications.

Fine-grained fabrication

Using tools at MIT.nano, MIT's state-of-the-art facility for nanoscale research, the engineers were able to carefully control the 3D geometry of their transistors, creating vertical nanowire heterostructures with a diameter of only 6 nanometers. They believe these are the smallest 3D transistors reported to date.

Such precise engineering enabled them to achieve a sharp switching slope and high current simultaneously. This is possible because of a phenomenon called quantum confinement.

Quantum confinement occurs when an electron is confined to a space that is so small that it can't move around. When this happens, the effective mass of the electron and the properties of the material change, enabling stronger tunneling of the electron through a barrier.

Because the transistors are so small, the researchers can engineer a very strong quantum confinement effect while also fabricating an extremely thin barrier.

"We have a lot of flexibility to design these material heterostructures so we can achieve a very thin tunneling barrier, which enables us to get very high current," Shao says.

Precisely fabricating devices that were small enough to accomplish this was a major challenge.

"We are really into single-nanometer dimensions with this work. Very few groups in the world can make good transistors in that range. Yanjie is extraordinarily capable to craft such well-functioning transistors that are so extremely small," says del Alamo.

When the researchers tested their devices, the sharpness of the switching slope was below the fundamental limit that can be achieved with conventional silicon transistors. Their devices also performed about 20 times better than similar tunneling transistors.

"This is the first time we have been able to achieve such sharp switching steepness with this design," Shao adds.

The researchers are now striving to enhance their fabrication methods to make transistors more uniform across an entire chip. With such small devices, even a 1-nanometer variance can change the behavior of the electrons and affect device operation. They are also exploring vertical fin-shaped structures, in addition to vertical nanowire transistors, which could potentially improve the uniformity of devices on a chip.

This research is funded, in part, by Intel Corporation.
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Space: A new frontier for exploring stem cell therapy | ScienceDaily
Stem cells grown in microgravity aboard the International Space Station (ISS) have unique qualities that could one day help accelerate new biotherapies and heal complex disease, two Mayo Clinic researchers say. The research analysis by Fay Abdul Ghani and Abba Zubair, M.D., Ph.D., published in NPJ Microgravity, finds microgravity can strengthen the regenerative potential of cells. Dr. Zubair is a laboratory medicine expert and medical director for the Center for Regenerative Biotherapeutics at Mayo Clinic in Florida. Abdul Ghani is a Mayo Clinic research technologist. Microgravity is weightlessness or near-zero gravity.


						
"Studying stem cells in space has uncovered cell mechanisms that would otherwise be undetected or unknown within the presence of normal gravity," says Dr. Zubair. "That discovery indicates a broader scientific value to this research, including potential clinical applications."

Dr. Zubair has launched stem cell experiments from his lab on three different missions to the ISS. His review paper provides data on the scientific question, "Is space the ideal environment for growing large numbers of stem cells?" Another key concern is whether cells grown in space could maintain their strength and function after splashdown on Earth.

"The goal of almost all space flight in which stem cells are studied is to enhance growth of large amounts of safe and high-quality clinical-grade stem cells with minimal cell differentiation," says Dr. Zubair. "Our hope is to study these space-grown cells to improve treatment for age-related conditions such as stroke, dementia, neurodegenerative diseases and cancer."

The challenges of growing stem cells on Earth

Adult stem cells found in bone marrow and adipose (fat) tissue do not divide and differentiate into specialized cells. As a result, the number of adult stem cells in any one patient is limited. To obtain enough stem cells for clinical research or patient use, cells must be multiplied and expanded. It's an expensive, time-consuming process with inconsistent results.

Through research on the International Space Station, scientists gained new understanding of how cells multiply, function and morph into specialized cells. Importantly, they've also discovered microgravity fosters better cell growth and function compared to those cultured in an Earth lab setting.




"The space environment offers an advantage to the growth of stem cells by providing a more natural three-dimensional state for their expansion, which closely resembles growth of cells in the human body. That's in comparison to the two-dimensional culture environment available on Earth that is less likely to imitate human tissue," says Dr. Zubair.

Discoveries from stem cells grown in space

The immediate value of the interstellar stem cell research may be in growing tissue for disease modeling. Space-cultured stem cells could be used to recreate lifelike models of cancer and other diseases in a petri dish. Researchers can then use these models to track disease progression and test new therapies to stop it.

A comprehensive review of papers from the Mayo Clinic and other academic health centers shows space research has applications well beyond the lab. Several stem cell lines grown in weightlessness have shown clinical potential:
    	Mesenchymal stem cells are adult stem cells that secrete growth factors with potential for healing. Dr. Zubair's team has documented that mesenchymal stem cells expanded in microgravity have greater immunosuppressant capabilities than those grown on Earth.
    	Hematopoietic stem cells have blood regenerative abilities to fight infection, stop bleeding and carry oxygen. Hematopoietic stem cells grown aboard the ISS have shown ability to expand and differentiate into red or white blood cells that could one day be used to manage patients with blood cancers.
    	Cardiovascular progenitor cells provide the building blocks for blood vessels and heart muscle. They play a crucial role in repairing muscle. Growing cardiovascular progenitor cells in space could someday provide new options for repairing tissue damaged by heart attack.
    	Neural stem cells are found in the central nervous system and play a key role in brain development, maintenance and repair. Neural cells expanded in a gravity-free environment and maintained their regenerative capabilities on Earth. Researchers are studying whether neural cells grown in space could offer replacement therapy for diseases of the central nervous system.

Hurdles to healing

Despite the promise of extraterrestrial stem cell research, researchers are faced with many challenges. Cells could lose their strength and ability to function after long-term exposure to microgravity. Over time, space radiation could damage DNA and affect the growth of cells. Another concern is whether cells grown in microgravity could turn cancerous. Dr. Zubair's team, however, found no evidence of chromosomal damage that could trigger cancer in mesenchymal stem cells cultured in space.

Stem cell research in the cosmos is in its early stages, and the full effects of multiplying cells in weightlessness are not fully understood. More scientific data, research and funding are needed to help researchers fully comprehend the clinical potential of space-expanded cells.

"The space research conducted so far is just a starting point. A broader perspective about stem cell applications is possible as research continues to explore the use of space to advance regenerative medicine," writes Dr. Zubair.

The National Aeronautics and Space Administration and Mayo Clinic's Center for Regenerative Biotherapeutics provided funding for this research. 
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Dance of electrons measured in the glow from exploding neutron-stars | ScienceDaily
The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time. The discovery was made by astrophysicists from the Niels Bohr Institute, University of Copenhagen and is published in the international scientific journal Astronomy & Astrophysics.


						
New method of observation shows the creation of heavy elements

The collision of two neutron stars has created the smallest black hole yet observed. The dramatic, cosmic collision resulted in, apart from the birth of a black hole, a ball of fire, expanding with nearly the speed of light. In the following days it shone with a luminosity comparable to hundreds of millions of Suns.

This luminous object, aka a kilonova, shines this bright because of the emission of large amounts of radiation from the decay of the heavy, radioactive elements created in the explosion.

By combining the measurements of the kilonova light, made with telescopes across the Globe, an international team of researchers, led by The Cosmic DAWN Center at the Niels Bohr Institute, have closed in on the enigmatic nature of the explosion and come closer to the answer of an old, astrophysical question: Where do the elements, heavier than iron, come from?

Observatories all over the Globe took part in the observations

"This astrophysical explosion develops dramatically hour by hour, so no single telescope can follow its entire story. The viewing angle of the individual telescopes to the event are blocked by the rotation of the Earth.




But by combining the existing measurements from Australia, South Africa and The Hubble Space Telescope we can follow its development in great detail.

We show that the whole shows more than the sum of the individual sets of data" says Albert Sneppen, PhD student at the Niels Bohr Institute and leader of the new study.

The explosion resembles The Universe shortly after the Big Bang

Just after the collision the fragmented star-matter has a temperature of many billion degrees. A thousand times hotter than even the center of the Sun and comparable to the temperature of the Universe just one second after the Big Bang.

Temperatures this extreme results in electrons not being attached to atomic nuclei, but instead floating around in a so-called ionized plasma.

The electrons "dance" around. But in the ensuing moments, minutes, hours and days, the star-matter cools, just like the entire Universe after the Big Bang.




The fingerprint of Strontium is evidence of the creation of heavy elements

370,000 years after the Big Bang the Universe had cooled sufficiently for the electrons to attach to atomic nuclei and make the first atoms. Light could now travel freely in the Universe because it was no longer blocked by the free electrons.

This means that the earliest light we can see in the history of the Universe is this so-called "cosmic background radiation" -- a patchwork of light, constituting the remote background of the night sky. A similar process of the unification of electrons with atomic nuclei can now be observed in the star-matter of the explosion.

One of the concrete results is the observation of heavy elements like Strontium and Yttrium. They are easy to detect, but it is likely that many other heavy elements which we were unsure of the origin of, were also created in the explosion.

"We can now see the moment where atomic nuclei and electrons are uniting in the afterglow. For the first time we see the creation of atoms, we can measure the temperature of the matter and see the micro physics in this remote explosion. It is like admiring three cosmic background radiation surrounding us from all sides, but here, we get to see everything from the outside. We see before, during and after the moment of birth of the atoms," says Rasmus Damgaard, PhD student at Cosmic DAWN Center and co-author of the study.

Kasper Heintz, co-author and assistant professor at the Niels Bohr Institute continues: "The matter expands so fast and gains in size so rapidly, to the extent where it takes hours for the light to travel across the explosion. This is why, just by observing the remote end of the fire ball, we can see further back in the history of the explosion.

Closer to us the electrons have hooked on to atomic nuclei, but on the other side, on the far side of the newborn black hole, the "present" is still just future.
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Synthetic genes engineered to mimic how cells build tissues and structures | ScienceDaily
Researchers from the UCLA Samueli School of Engineering and theUniversity of Rome Tor Vergata in Italy have developed synthetic genes that function like the genes in living cells.


						
The artificial genes can build intracellular structures through a cascading sequence that builds self-assembling structures piece by piece. The approach is similar to building furniture with modular units, much like those found at IKEA. Using the same parts, one can build many different things and it's easy to take the set apart and reconstruct the parts for something else. The discovery offers a path toward using a suite of simple building blocks that can be programmed to make complex biomolecular materials, such as nanoscale tubes from DNA tiles. The same components can also be programmed to break up the design for different materials.

The research study was recently published in Nature Communications and led by Elisa Franco, a professor of mechanical and aerospace engineering and bioengineering at UCLA Samueli. Daniela Sorrentino, a postdoctoral scholar in Franco's Dynamic Nucleic Acid Systems lab, is the study's first author.

"Our work suggests a way toward scaling up the complexity of biomolecular materials by taking advantage of the timing of molecular instructions for self-assembly, rather than by increasing the number of molecules carrying such instructions," Franco said. "This points to the exciting possibility of generating distinct materials that can spontaneously 'develop' from the same finite set of parts by simply rewiring the elements that control the temporal order of assembly."

Complex organisms develop from a single cell by sequential division and differentiation events. These processes involve numerous biomolecules coordinated by gene cascades that guide the timing and location of gene activation. When a molecular signal is received, it triggers a series of genes to assemble in a specific order, leading to a particular biological response. A well-known example in biology is the gene cascade that controls the formation of body segments in fruit flies. In this process, genes are perfectly timed to trigger the formation of specific body segments in the correct order.

"We had the idea of recreating in the lab similar gene cascades that, depending on the timing of gene activation, could induce the formation, or the disassembly, of synthetic materials," said co-author Franceso Ricci, a professor of chemical science at the University of Rome Tor Vergata.

In their study, the researchers used building blocks of DNA tiles formed by a few synthetic DNA strands. They then created a solution containing millions of these tiles, which interacted with one another to form micron-scale tubular structures. The structures only form in the presence of a specific RNA molecule that triggers the formation. A different RNA trigger molecule can also induce the disassembly of the same structures.




Then, they programmed different synthetic genes that produce the RNA triggers at specific times so that the formation and dissolution of the DNA structures can be timed with precision.

By connecting these genes together, they created a synthetic genetic cascade, similar to that of a fruit fly, which can control not only when a certain type of DNA structures forms or dissolves, but also its specific compositional properties at a given time.

"Our approach is not limited to DNA structures, it can be extended to other materials and systems that rely on the timing of biochemical signals," Sorrentino said. "By coordinating these signals, we can assign different functions to the same components, creating materials that spontaneously evolve from the same parts. This opens up exciting advances in synthetic biology and paves the way for new applications in medicine and biotechnology."

The research was supported by the U.S. Department of Energy's Office of Science, the U.S. National Science Foundation, the European Research Council, the Italian Association for Cancer Research, the Italian Ministry of University and Research and Italy's National Recovery and Resilience Plan -- which is financed through the European Union's stimulus package NextGenerationEU. Sorrentino holds a fellowship supported by Italian Association for Cancer Research.

Simona Ranallo, a researcher from the University of Rome Tor Vergata, is also an author on the study.
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Remote medical interpreting is a double-edged sword in healthcare communication, researchers find | ScienceDaily
Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study from the University of Surrey.


						
As the healthcare sector leaned heavily on technology during the COVID-19 pandemic, interpreters reported mixed experiences that raises serious questions about the effectiveness of remote communication platforms in critical medical settings.

The study, led by Surrey's Dr Wei Zhang alongside Dr Elena Davitti and Professor Sabine Braun, surveyed 47 professional interpreters with experience in remote interpreting across various healthcare contexts.

This research found that while remote interpreting technologies like telephone and video interpreting are widely adopted, they may affect the quality of communication between healthcare providers and patients. Many interpreters expressed concerns about the negative impacts these remote methods have on their performance and the overall patient experience and outcomes.

Key findings highlighted:
    	Video interpreting (VI) and telephone interpreting (TI) as remote medical interpreting (RMI) modalities have many shared challenges and limitations, e.g., lack of visual cues in TI and lower efficiency of such cues in VI, compared to in-person interpreting.
    	Interpreters rated both VI and TI as negatively impacting effective communication and human interaction, but VI was rated as being more effective than TI.
    	The COVD-19 pandemic has exacerbated existing challenges shared by TI and VI in both technical and interactional aspects.

The survey revealed that interpreters often faced technical challenges, including poor sound quality and lack of visual cues, as well as prevalent logistical challenges, such as lack of briefing and the constraints to nonverbal and emotional cues shared in both TI and VI, which all negatively impacted their ability to interpret effectively. Notably, interpreters described TI as especially challenging in complex medical situations involving multiple speakers and/or a high density of nonverbal or emotional communication, such as delivering bad news to patients.

Dr Wei Zhang, PhD in Translation Studies and lead author of the study at the University of Surrey, said:

"Our findings suggest that while remote interpreting offers accessibility, it may sometimes compromise the quality of communication.




"Interpreters frequently reported the limitations of remote interpreting on both video interpreting and telephone interpreting. Nonverbal and emotional communication were less effective. Interpreters may feel detached and frustrated when they need to cope with poor equipment, inappropriate spatial arrangements such as positioning in relation to camera and microphone, or poor remote work etiquette at their clients' ends. These can adversely affect interpreters' ability to facilitate effective and emotional-supportive communication in healthcare settings."

Participants for the study were recruited through professional interpreter associations, language service providers, and healthcare institutions. The survey consisted of five blocks of questions designed to assess interpreters' experiences, perceptions, and the technologies used in both telephone interpreting and video interpreting settings.

The research also found that the shift to remote interpreting during the pandemic resulted in a reliance on less suitable communication methods for certain medical contexts. For example, while interpreters felt comfortable using TI for straightforward interactions, they found VI to be more effective in longer and/or complex healthcare encounters. VI was perceived as an acceptable but not fully equivalent alternative to traditional face-to-face interpreting, particularly in settings where emotional or nonverbal communication is essential. This suggests that the choice of interpreting method should be carefully considered based on the nature of the medical interaction.

Sabine Braun, Professor of Translation Studies and co-author of the study at the University of Surrey, said:

"There is a critical need for healthcare institutions to recognise the potential pitfalls of relying solely on remote interpreting technologies. As healthcare continues to evolve in the digital age, understanding the limitations of these systems is crucial for fostering effective communication and ensuring patient safety."

Dr Elena Davitti, Associate Professor of Translation Studies, said:

"Healthcare communication is not just about language; it's about connection. As we embrace technology, we must prioritise the human elements of interpreting to ensure that all patients receive the care they deserve."

As interpreters navigate the challenges of technology, the findings serve as a critical reminder of the inherent value of human interaction in medical settings.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241104112237.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



BESSY II: New procedure for better thermoplastics | ScienceDaily
Bio-based thermoplastics are produced from renewable organic materials and can be recycled after use. Their resilience can be improved by blending bio-based thermoplastics with other thermoplastics. However, the interface between the materials in these blends sometimes requires enhancement to achieve optimal properties. A team from the Eindhoven University of Technology in the Netherlands has now investigated at BESSY II how a new process enables thermoplastic blends with a high interfacial strength to be made from two base materials: Images taken at the new nano station of the IRIS beamline showed that nanocrystalline layers form during the process, which increase material performance.


						
Bio-based thermoplastics are considered environmentally friendly, as they are sourced from non-petroleum-based raw materials and can be recycled just like standard thermoplastics. A thermoplastic base material is Polylactic acid (PLA), which can be produced from sugar cane or corn. Researchers around the world are working to optimise the properties of PLA-based plastics, for example by mixing them with other thermoplastic base materials. However, this is a real challenge.

A new process for better blends

Now, a team from the TU Eindhoven led by Prof. Ruth Cardinaels is showing how PLA can be successfully mixed with another thermoplastic. They developed a process in which certain PLA-based copolymers (e.g. SAD) are formed during production, which facilitate the mixing of the two raw materials by forming particularly stable (stereo)-crystalline layers at the interfaces between the different polymer phases (ICIC strategy).

Insights at the IRIS-Beamline

At BESSY II, they have now discovered which processes ensure that the mechanical properties of the mixed thermoplastic are significantly better. To do so, they examined pure 50% blends of the thermoplastics PLA and polyvinylidene fluoride (PVDF) as well as samples with the PLA-based copolymers at the IRIS beamline of BESSY II.

Stereocomplex crystals at the interfaces

Using infrared spectroscopy on the IRIS beamline, PhD student Hamid Ahmadi was able to demonstrate the formation of the PLA-based copolymer SAD. Further X-ray measurements showed how the formation of SAD affects the crystallisation behaviour. The new nano imaging and spectroscopy capabilities at the IRIS beamline allow for advanced chemical visualization and identification from sample areas as small as 30 nm. This precision was crucial in determining that the stereocomplex crystals are exclusively located at the interface. Infrared nanoscopy images showed a 200-300 nm thick layer of stereocomplex crystals at the interfaces.




Reason for more stability

The formation of stereocomplex crystals at the interfaces increases the stability and crystallisation temperature. Nucleation at the interface accelerates the overall crystallisation process within the PLLA/PVDF blend. In addition, the interfacial crystalline layer improves the transfer of mechanical stresses between the phases and thus the tensile properties; the elongation at break even increases by up to 250 %.

"By elucidating the location and distribution of the crystalline layer in our samples, we could understand the procedure of mixing much better," Hamid Ahmadi says. "By developing a new strategy we have cleared a path for the development of high-performance polymer blends," Ruth Cardinaels adds.
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Astronomers discover the fastest-feeding black hole in the early universe | ScienceDaily
Using data from NASA's JWST and Chandra X-ray Observatory, a team of U.S. National Science Foundation NOIRLab astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.


						
Supermassive black holes exist at the center of most galaxies, and modern telescopes continue to observe them at surprisingly early times in the Universe's evolution. It's difficult to understand how these black holes were able to grow so big so rapidly. But with the discovery of a low-mass supermassive black hole feasting on material at an extreme rate, seen just 1.5 billion years after the Big Bang, astronomers now have valuable new insights into the mechanisms of rapidly growing black holes in the early Universe.

LID-568 was discovered by a cross-institutional team of astronomers led by International Gemini Observatory/NSF NOIRLab astronomer Hyewon Suh. They used the James Webb Space Telescope (JWST) to observe a sample of galaxies from the Chandra X-ray Observatory's COSMOS legacy survey. This population of galaxies is very bright in the X-ray part of the spectrum, but are invisible in the optical and near-infrared. JWST's unique infrared sensitivity allows it to detect these faint counterpart emissions.

LID-568 stood out within the sample for its intense X-ray emission, but its exact position could not be determined from the X-ray observations alone, raising concerns about properly centering the target in JWST's field of view. So, rather than using traditional slit spectroscopy, JWST's instrumentation support scientists suggested that Suh's team use the integral field spectrograph on JWST's NIRSpec. This instrument can get a spectrum for each pixel in the instrument's field of view rather than being limited to a narrow slice.

"Owing to its faint nature, the detection of LID-568 would be impossible without JWST. Using the integral field spectrograph was innovative and necessary for getting our observation," says Emanuele Farina, International Gemini Observatory/NSF NOIRLab astronomer and co-author of the paper appearing in Nature Astronomy.

JWST's NIRSpec allowed the team to get a full view of their target and its surrounding region, leading to the unexpected discovery of powerful outflows of gas around the central black hole. The speed and size of these outflows led the team to infer that a substantial fraction of the mass growth of LID-568 may have occurred in a single episode of rapid accretion. "This serendipitous result added a new dimension to our understanding of the system and opened up exciting avenues for investigation," says Suh.

In a stunning discovery, Suh and her team found that LID-568 appears to be feeding on matter at a rate 40 times its Eddington limit. This limit relates to the maximum luminosity that a black hole can achieve, as well as how fast it can absorb matter, such that its inward gravitational force and outward pressure generated from the heat of the compressed, infalling matter remain in balance. When LID-568's luminosity was calculated to be so much higher than theoretically possible, the team knew they had something remarkable in their data.

"This black hole is having a feast," says International Gemini Observatory/NSF NOIRLab astronomer and co-author Julia Scharwachter. "This extreme case shows that a fast-feeding mechanism above the Eddington limit is one of the possible explanations for why we see these very heavy black holes so early in the Universe."

These results provide new insights into the formation of supermassive black holes from smaller black hole 'seeds', which current theories suggest arise either from the death of the Universe's first stars (light seeds) or the direct collapse of gas clouds (heavy seeds). Until now, these theories lacked observational confirmation. "The discovery of a super-Eddington accreting black hole suggests that a significant portion of mass growth can occur during a single episode of rapid feeding, regardless of whether the black hole originated from a light or heavy seed," says Suh.

The discovery of LID-568 also shows that it's possible for a black hole to exceed its Eddington limit, and provides the first opportunity for astronomers to study how this happens. It's possible that the powerful outflows observed in LID-568 may be acting as a release valve for the excess energy generated by the extreme accretion, preventing the system from becoming too unstable. To further investigate the mechanisms at play, the team is planning follow-up observations with JWST.
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Research uses lasers to detect landmines, underground objects | ScienceDaily
Enough landmines are buried underground worldwide to circle Earth twice at the equator, but the identification and removal of these explosives is costly and time-consuming.


						
New University of Mississippi research could help solve the problem.

Vyacheslav Aranchuk, principal scientist in the National Center for Physical Acoustics, presented his research on laser multibeam vibration sensor technology at the Optica Laser Congress and Exhibition, held last week in Osaka, Japan. Aranchuk's laser vibration sensing technology can detect landmines in the ground much faster than previous techniques.

"There are tens of millions of landmines buried around the world, and more every day as conflicts continue," Aranchuk said. "There are military applications for this technology in ongoing conflicts and humanitarian applications after the conflicts are over."

There are more than 110 million active landmines worldwide and landmines or other s left behind from previous wars injured or killed 4,710 people in 2022. More than 85% of landmine casualties were civilians, and half of the civilian casualties were children. Seventy countries worldwide still live with the risk of active landmines each day, including current and former war zones.

Landmines are easy to make and can cost as little as $3 apiece, but identification and disposal can cost up to $1,000 per mine to remove.

Current landmine detection mostly relies on handheld metal detectors, a technique that is dangerous and time-consuming, Aranchuk said. Metal detectors and ground-penetrating radar are not effective in finding plastic landmines.




Aranchuk's research team developed a laser vibration sensor in 2019 that could find buried objects at a safe distance from a moving vehicle with 30 laser beams formed in a line.

The researchers' latest technology can form a vibration map of the ground in less than a second. It uses a 34 x 23 matrix array of beams -- which roughly forms the shape of a rectangle.

"Most of the modern mines are made of plastic, so they are harder targets for traditional methods of detection that look for metal," he said. "That's why the NCPA developed this method of detection."

Like the 2019 technology, Aranchuk's laser multi-beam differential interferometric sensor, or LAMBDIS, can be used from a moving vehicle, further increasing the speed at which buried landmines can be detected.

Boyang Zhang, a former postdoctoral researcher at the NCPA from Nantong, China, co-authored the report.

"Metal detectors often generate false positives by detecting any metallic object, and (ground-penetrating radar) can be hindered by certain soil conditions or materials," Zhang said. "In contrast, laser-acoustic detection uses a combination of laser and acoustic sensing, which allows it to detect landmines from a distance with greater accuracy.




"It reduces false positives and enhances safety by keeping operators farther from the detection zone."

To find buried objects -- explosive or otherwise -- the researchers create ground vibration and then cast a two-dimensional array of laser beams at the ground. Ground vibration induces small variations to the frequency of reflected laser light which are used to create a vibration image of the area. A buried landmine vibrates differently than the surrounding soil and appears as a red blob in the vibration image.

"The working principle is based on inference of light," Aranchuk said. "We send beams to the ground and the interference of light scattered back from different points on the ground produces signals which processing reveals vibration magnitude at each point of the ground surface."

While the technology is intended to detect landmines, its applications could be numerous, the researchers said.

"Beyond landmine detection, LAMBDIS technology can be adapted for other purposes, such as assessment of bridges and other engineering structures, vibration testing and non-destructive inspection of materials in automotive and aerospace industry, and in biomedical applications," he said.

The next phase of Aranchuk's research aims to investigate LAMBDIS's performance for different buried objects and in different soil conditions.

This material is based on work supported by the U.S. Department of the Navy's Office of Naval Research under award No. N00014-18-2489.
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Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery | ScienceDaily
Biomedical engineers from the University of Melbourne have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.


						
This cutting-edge technology offers cancer researchers an advanced tool for replicating specific organs and tissues, significantly improving the potential to predict and develop new pharmaceutical therapies. This would pave the way for more advanced and ethical drug discovery by reducing the need for animal testing.

Head of the Collins BioMicrosystems Laboratory at the University of Melbourne, Associate Professor David Collins said: "In addition to drastically improving print speed, our approach enables a degree of cell positioning within printed tissues. Incorrect cell positioning is a big reason most 3D bioprinters fail to produce structures that accurately represent human tissue.

"Just as a car requires its mechanical components to be arranged precisely for proper function, so too must the cells in our tissues be organised correctly. Current 3D bioprinters depend on cells aligning naturally without guidance, which presents significant limitations.

"Our system, on the other hand, uses acoustic waves generated by a vibrating bubble to position cells within 3D printed structures. This method provides the necessary head start for cells to develop into the complex tissues found in the human body."

Most commercially available 3D bioprinters rely on a slow, layer-by-layer fabrication approach, which presents several challenges. This method can take hours to finish, jeopardising the viability of living cells during the printing process. Additionally, once printed, the cell structures must be carefully transferred into standard laboratory plates for analysis and imaging -- a delicate step that risks compromising the integrity of these fragile structures.

The University of Melbourne research team has flipped the current process on its head by developing a sophisticated optical-based system, replacing the need for a layer-by-layer approach.




The innovative technique uses vibrating bubbles to 3D print cellular structures in just a matter of seconds, which is around 350 times faster than traditional methods and enables researchers to accurately replicate human tissues with cellular resolution.

By dramatically reducing the 3D printing time and printing directly into standard lab plates, the team has been able to significantly increase the cell survival rate, whilst eliminating the need for physical handling. Ensuring the printed structures remain intact and sterile throughout the process.

PhD student Callum Vidler, the lead author on this work, said the groundbreaking technology was already generating excitement in the medical research sector.

"Biologists recognise the immense potential of bioprinting, but until now, it has been limited to applications with a very low output," he said. "We've developed our technology to address this gap, offering significant advancements in speed, precision, and consistency. This creates a crucial bridge between lab research and clinical applications.

"So far, we've engaged with around 60 researchers from institutions including the Peter MacCallum Cancer Centre, Harvard Medical School, and the Sloan Kettering Cancer Centre, and the feedback has been overwhelmingly positive."
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Revealing causal links in complex systems | ScienceDaily
Getting to the heart of causality is central to understanding the world around us. What causes one variable -- be it a biological species, a voting region, a company stock, or a local climate -- to shift from one state to another can inform how we might shape that variable in the future.


						
But tracing an effect to its root cause can quickly become intractable in real-world systems, where many variables can converge, confound, and cloud over any causal links.

Now, a team of MIT engineers hopes to provide some clarity in the pursuit of causality. They developed a method that can be applied to a wide range of situations to identify those variables that likely influence other variables in a complex system.

The method, in the form of an algorithm, takes in data that have been collected over time, such as the changing populations of different species in a marine environment. From those data, the method measures the interactions between every variable in a system and estimates the degree to which a change in one variable (say, the number of sardines in a region over time) can predict the state of another (such as the population of anchovy in the same region).

The engineers then generate a "causality map" that links variables that likely have some sort of cause-and-effect relationship. The algorithm determines the specific nature of that relationship, such as whether two variables are synergistic -- meaning one variable only influences another if it is paired with a second variable -- or redundant, such that a change in one variable can have exactly the same, and therefore redundant, effect as another variable.

The new algorithm can also make an estimate of "causal leakage," or the degree to which a system's behavior cannot be explained through the variables that are available; some unknown influence must be at play, and therefore, more variables must be considered.

"The significance of our method lies in its versatility across disciplines," says Alvaro Martinez-Sanchez, a graduate student in MIT's Department of Aeronautics and Astronautics (AeroAstro). "It can be applied to better understand the evolution of species in an ecosystem, the communication of neurons in the brain, and the interplay of climatological variables between regions, to name a few examples."

For their part, the engineers plan to use the algorithm to help solve problems in aerospace, such as identifying features in aircraft design that can reduce a plane's fuel consumption.




"We hope by embedding causality into models, it will help us better understand the relationship between design variables of an aircraft and how it relates to efficiency," says Adrian Lozano-Duran, an associate professor in AeroAstro.

The engineers, along with MIT postdoc Gonzalo Arranz, have published their results in a study appearing in Nature Communications.

Seeing connections

In recent years, a number of computational methods have been developed to take in data about complex systems and identify causal links between variables in the system, based on certain mathematical descriptions that should represent causality.

"Different methods use different mathematical definitions to determine causality," Lozano-Duran notes. "There are many possible definitions that all sound ok, but they may fail under some conditions."

In particular, he says that existing methods are not designed to tell the difference between certain types of causality. Namely, they don't distinguish between a "unique" causality, in which one variable has a unique effect on another, apart from every other variable, from a "synergistic" or a "redundant" link. An example of a synergistic causality would be if one variable (say, the action of drug A) had no effect on another variable (a person's blood pressure), unless the first variable was paired with a second (drug B).




An example of redundant causality would be if one variable (a student's work habits) affect another variable (their chance of getting good grades), but that effect has the same impact as another variable (the amount of sleep the student gets).

"Other methods rely on the intensity of the variables to measure causality," adds Arranz. "Therefore, they may miss links between variables whose intensity is not strong yet they are important."

Messaging rates

In their new approach, the engineers took a page from information theory -- the science of how messages are communicated through a network, based on a theory formulated by the late MIT professor emeritus Claude Shannon. The team developed an algorithm to evaluate any complex system of variables as a messaging network.

"We treat the system as a network, and variables transfer information to each other in a way that can be measured," Lozano-Duran explains. "If one variable is sending messages to another, that implies it must have some influence. That's the idea of using information propagation to measure causality."

The new algorithm evaluates multiple variables simultaneously, rather than taking on one pair of variables at a time, as other methods do. The algorithm defines information as the likelihood that a change in one variable will also see a change in another. This likelihood -- and therefore, the information that is exchanged between variables -- can get stronger or weaker as the algorithm evaluates more data of the system over time.

In the end, the method generates a map of causality that shows which variables in the network are strongly linked. From the rate and pattern of these links, the researchers can then distinguish which variables have a unique, synergistic, or redundant relationship. By this same approach, the algorithm can also estimate the amount of "causality leak" in the system, meaning the degree to which a system's behavior cannot be predicted based on the information available.

"Part of our method detects if there's something missing," Lozano-Duran says. "We don't know what is missing, but we know we need to include more variables to explain what is happening."

The team applied the algorithm to a number of benchmark cases that are typically used to test causal inference. These cases range from observations of predator-prey interactions over time, to measurements of air temperature and pressure in different geographic regions, and the co-evolution of multiple species in a marine environment. The algorithm successfully identified causal links in every case, compared with most methods that can only handle some cases.

The method, which the team coined SURD, for Synergistic-Unique-Redundant Decomposition of causality, is available online for others to test on their own systems.

"SURD has the potential to drive progress across multiple scientific and engineering fields, such as climate research, neuroscience, economics, epidemiology, social sciences, and fluid dynamics, among others areas," Martinez-Sanchezsays.

This research was supported, in part, by the National Science Foundation.
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Fueling greener aviation with hydrogen | ScienceDaily

"While there is a long way to go for hydrogen aviation to be realized at scale, we hope that our analysis of both onboard system design and enabling infrastructure will be used to prioritize development efforts," says Dharik Mallapragada, one of the study's coauthors.

The aviation industry's energy-related CO2 emissions have grown faster than those of rail, road and shipping in recent decades, according to the International Energy Agency. To reduce the potential climate impacts of this growth, scientists are improving aircraft design and operation, and developing low-emission fuels such as hydrogen, which is used for direct combustion or to power electric fuel cells. Hydrogen's appeal as a fuel source is that its use produces no CO2 and provides more energy per pound than jet fuel. To understand the potential impact of switching from traditional jet fuel to hydrogen fuel in aviation, Anna Cybulsky, Mallapragada and colleagues modeled its use in the electrification of regional and short-range turboprop aircraft.

The researchers calculated that the extra bulk of a hydrogen fuel tank and fuel cells retrofitted to an existing plane would need to be offset by weight reductions elsewhere, such as reducing the aircraft's payload (cargo or passengers). This could mean that more flights would be needed to deliver the same payload. The team's model suggested, however, that improvements in fuel cell power and the fuel system's gravimetric index (the weight of the fuel in relation to the weight of the full fuel tank) could eliminate the need to reduce payload, thus eliminating the environmental impact of additional flights. At the same time, they noted that shifting to hydrogen-powered flight may reduce the aviation industry's CO2 emissions by up to 90%.

A bigger challenge than switching aviation fuel types may be providing the infrastructure needed to generate and distribute hydrogen in a low-carbon and cost-effective manner. One low-carbon production method uses natural gas reforming (extracting hydrogen from methane gas) coupled with carbon capture, but it requires access to CO2 infrastructure and sequestration sites. Another green option is electrolysis, which splits water into hydrogen and oxygen, and could be done by using electricity from a nuclear plant or renewable resources. But this would add substantial demand to electrical grids. Cybulsky and colleagues noted that because grid electricity prices can be highly variable across a region, it may be more cost-effective to transport hydrogen from a low-cost production facility to end-users.

For these reasons, the researchers suggest that the rollout of hydrogen-based aviation might start at locations that have favorable conditions for hydrogen production, such as Hamburg, Germany, or Barcelona, Spain. The infrastructure required to support hydrogen use in aviation would also benefit decarbonization efforts in other industries, including road transportation and shipping, by making hydrogen fuel more available.

The authors acknowledge funding from the Massachusetts Institute of Technology Energy Initiative Low-Carbon Energy Centers for Energy Storage and Future Energy Systems Center. 
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Improving energy production by boosting singlet fission process | ScienceDaily
In organic molecules an exciton is a particle bound pair of an electron (negative charge) and its hole (positive charge). They are held together by Coulombic attraction and can move within molecular assemblies. Singlet fission (SF) is a process where an exciton is amplified, and two triplet excitons are generated from a singlet exciton. This is caused by the absorption of a single particle of light, or photon, in molecules called chromophores (molecules that absorb specific wavelengths of light). Controlling the molecular orientation and arrangement of chromophores is crucial for achieving high SF efficiency in materials with strong potential for optical device applications.


						
So far, studies on SF have been conducted in solid samples, but there is yet to be comprehensive design guidelines for the molecular organization required for efficient SF.

Professor Nobuo Kimizuka and his colleagues from Kyushu University have now successfully demonstrated that SF can be promoted by introducing chirality (molecules that cannot be superimposed on their mirror images) into chromophores and achieving chiral molecular orientation in self-assembled molecular structures. Publishing in Advanced Science, the team showedSF-based triplet excitons in self-assembled aqueous nanoparticles containing chiral p-electron chromophores, a phenomenon not observed in similar racemic nanoparticles (a mixture of equal amounts of molecules that are mirror images of each other).

Kimizuka says, "We have discovered a novel method to enhance SF by achieving chiral molecular orientation of chromophores in self-assembled structures."

The researchers investigated the SF characteristics of aqueous nanoparticles, which self-assembled from ion pairs of tetracene dicarboxylic acid and various chiral or non-chiral amines. They identified the critical role of the counterion (an ion with a charge opposite to that of another ion in the solution), specifically the ammonium molecule. The counterion influenced the molecular orientation of the ion pairs, the structural regularity, the spectroscopic properties, and the strength of the intermolecular coupling between tetracene chromophores. Thus, the counterion played a key role in controlling the alignment of the chromophores and the associated SF process.

Through extensive experimentation with chiral amines, the team achieved a triplet quantum yield of 133% and a rate constant of 6.99 x 109 s[?]1. In contrast, they observed that nanoparticles with achiral counterions did not exhibit SF.

The racemic ion pair also produced an intermediate correlated triplet pair state by SF. However, triplet-triplet annihilation was dominant in the triplet pairs; therefore, no dissociation into free triplets was observed.

"Our research offers a novel framework for molecular design in SF research and will pave the way for applications in energy science, quantum materials, photocatalysis, and life science involving electron spins. Furthermore, it inspires us to continue exploring SF in chiral molecular assemblies in organic media and thin film systems, which are critical for applications in solar cells and photocatalysts," concludes a hopeful Kimizuka.
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Using mathematics to better understand cause and effect | ScienceDaily
Cause and effect. We understand this concept from an early age. Tug on a pull toy's string, and the toy follows. Naturally, things get much more complicated as a system grows, as the number of variables increases, and as noise enters the picture. Eventually, it can become almost impossible to tell whether a variable is causing an effect or is simply correlated or associated with it.


						
Consider an example from climate science. Experts studying large atmospheric circulation patterns and their impacts on global weather would like to know how these systems might change with warming climates. Here, many variables come into play: ocean and air temperatures and pressures, ocean currents and depths, and even details of the earth's rotation over time. But which variables cause which measured effects?

That is where information theory comes in as the framework to formulate causality. Adrian Lozano-Duran, an associate professor of aerospace at Caltech, and members of his group both at Caltech and MIT have developed a method that can be used to determine causality even in such complex systems.

The new mathematical tool can tease out the contributions that each variable in a system makes to a measured effect -- both separately and, more importantly, in combination. The team describes its new method, called synergistic-unique-redundant decomposition of causality (SURD), in a paper published today, November 1, in the journal Nature Communications.

The new model can be used in any situation in which scientists are trying to determine the true cause or causes of a measured effect. That could be anything from what triggered the downturn of the stock market in 2008, to the contribution of various risk factors in heart failure, to which oceanic variables affect the population of certain fish species, to what mechanical properties are responsible for the failure of a material.

"Causal inference is very multidisciplinary and has the potential to drive progress across many fields," says Alvaro Martinez-Sanchez, a graduate student at MIT in Lozano-Duran's group, who is lead author of the new paper.

For Lozano-Duran's group, SURD will be most useful in designing aerospace systems. For instance, by identifying which variable is increasing an aircraft's drag, the method could help engineers optimize the vehicle's design.




"Previous methods will only tell you how much causality comes from one variable or another," explains Lozano-Duran. "What is unique about our method is its ability to capture the full picture of everything that is causing an effect."

The new method also avoids the incorrect identification of causalities. This is largely because it goes beyond merely quantifying the effect produced by each variable independently. In addition to what the authors refer to as "unique causality," the method incorporates two new categories of causality, namely redundant and synergistic causality.

Redundant causality occurs when more than one variable produces a measured effect, but not all the variables are needed to arrive at the same outcome. For example, a student can get a good grade in class because she is very smart or because she is a hard worker. Both could result in the good grade, but only one is necessary. The two variables are redundant.

Synergistic causality, on the other hand, involves multiple variables that must work together to produce an effect. Each variable on its own will not yield the same outcome. For instance, a patient takes medication A, but he does not recuperate from his illness. Similarly, when he takes medication B, he sees no improvement. But when he takes both medications, he fully recovers. Medications A and B are synergistic.

SURD mathematically breaks down the contributions of each variable in a system to its unique, redundant, and synergistic components of causality. The sum of all these contributions must satisfy a conservation-of-information equation that can then be used to figure out the existence of hidden causality, i.e., variables that could not be measured or that were thought not to be important. (If the hidden causality turns out to be too large, the researchers know they need to reconsider the variables they included in their analysis.)

To test the new method, Lozano-Duran's team used SURD to analyze 16 validation cases -- scenarios with known solutions that would normally pose significant challenges for researchers trying to determine causality.

"Our method will consistently give you a meaningful answer across all these cases," says Gonzalo Arranz, a postdoctoral researcher in the Graduate Aerospace Laboratories at Caltech, who is also an author of the paper. "Other methods mix causalities that should not be mixed, and sometimes they get confused. They get a false positive identifying a causality that doesn't exist, for example."

In the paper, the team used SURD to study the creation of turbulence as air flows around a wall. In this case, air flows more slowly at lower altitudes, close to the wall, and more quickly at higher altitudes. Previously, some theories of what is happening in this scenario have suggested that the higher-altitude flow influences what is happening close to the wall and not the other way around. Other theories have suggested just the opposite -- that the air flow near the wall affects what is happening at higher altitudes.

"We analyzed the two signals with SURD to understand in which way the interactions were happening," says Lozano-Duran. "As it turns out, causality comes from the velocity that is far away. In addition, there is some synergy where the signals interact to create another type of causality. This decomposition, or breaking into pieces of causality, is what is unique for our method."
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NASA's Hubble, Webb probe surprisingly smooth disk around Vega | ScienceDaily
In the 1997 movie "Contact," adapted from Carl Sagan's 1985 novel, the lead character scientist Ellie Arroway (played by actor Jodi Foster) takes a space-alien-built wormhole ride to the star Vega. She emerges inside a snowstorm of debris encircling the star -- but no obvious planets are visible.


						
It looks like the filmmakers got it right.

A team of astronomers at the University of Arizona, Tucson used NASA's Hubble and James Webb space telescopes for an unprecedented in-depth look at the nearly 100-billion-mile-diameter debris disk encircling Vega. "Between the Hubble and Webb telescopes, you get this very clear view of Vega. It's a mysterious system because it's unlike other circumstellar disks we've looked at," said Andras Gaspar of the University of Arizona, a member of the research team. "The Vega disk is smooth, ridiculously smooth."

The big surprise to the research team is that there is no obvious evidence for one or more large planets plowing through the face-on disk like snow tractors. "It's making us rethink the range and variety among exoplanet systems," said Kate Su of the University of Arizona, lead author of the paper presenting the Webb findings.

Webb sees the infrared glow from a disk of particles the size of sand swirling around the sizzling blue-white star that is 40 times brighter than our Sun. Hubble captures an outer halo of this disk, with particles no bigger than the consistency of smoke that are reflecting starlight.

The distribution of dust in the Vega debris disk is layered because the pressure of starlight pushes out the smaller grains faster than larger grains. "Different types of physics will locate different-sized particles at different locations," said Schuyler Wolff of the University of Arizona team, lead author of the paper presenting the Hubble findings. "The fact that we're seeing dust particle sizes sorted out can help us understand the underlying dynamics in circumstellar disks."

The Vega disk does have a subtle gap, around 60 AU (astronomical units) from the star (twice the distance of Neptune from the Sun), but otherwise is very smooth all the way in until it is lost in the glare of the star. This shows that there are no planets down at least to Neptune-mass circulating in large orbits, as in our solar system, say the researchers.




"We're seeing in detail how much variety there is among circumstellar disks, and how that variety is tied into the underlying planetary systems. We're finding a lot out about the planetary systems -- even when we can't see what might be hidden planets," added Su. "There's still a lot of unknowns in the planet-formation process, and I think these new observations of Vega are going to help constrain models of planet formation."

Disk Diversity

Newly forming stars accrete material from a disk of dust and gas that is the flattened remnant of the cloud from which they are forming. In the mid-1990s Hubble found disks around many newly forming stars. The disks are likely sites of planet formation, migration, and sometimes destruction. Fully matured stars like Vega have dusty disks enriched by ongoing "bumper car" collisions among orbiting asteroids and debris from evaporating comets. These are primordial bodies that can survive up to the present 450-million-year age of Vega (our Sun is approximately ten times older than Vega). Dust within our solar system (seen as the Zodiacal light) is also replenished by minor bodies ejecting dust at a rate of about 10 tons per second. This dust is shoved around by planets. This provides a strategy for detecting planets around other stars without seeing them directly -- just by witnessing the effects they have on the dust.

"Vega continues to be unusual," said Wolff. "The architecture of the Vega system is markedly different from our own solar system where giant planets like Jupiter and Saturn are keeping the dust from spreading the way it does with Vega."

For comparison, there is a nearby star, Fomalhaut, which is about the same distance, age and temperature as Vega. But Fomalhaut's circumstellar architecture is greatly different from Vega's. Fomalhaut has three nested debris belts.

Planets are suggested as shepherding bodies around Fomalhaut that gravitationally constrict the dust into rings, though no planets have been positively identified yet. "Given the physical similarity between the stars of Vega and Fomalhaut, why does Fomalhaut seem to have been able to form planets and Vega didn't?" said team member George Rieke of the University of Arizona, a member of the research team. "What's the difference? Did the circumstellar environment, or the star itself, create that difference? What's puzzling is that the same physics is at work in both," added Wolff.




First Clue to Possible Planetary Construction Yards

Located in the summer constellation Lyra, Vega is one of the brightest stars in the northern sky. Vega is legendary because it offered the first evidence for material orbiting a star -- presumably the stuff for making planets -- as potential abodes of life. This was first hypothesized by Immanuel Kant in 1775. But it took over 200 years before the first observational evidence was collected in 1984. A puzzling excess of infrared light from warm dust was detected by NASA's IRAS (Infrared Astronomy Satellite). It was interpreted as a shell or disk of dust extending twice the orbital radius of Pluto from the star.

In 2005, NASA's infrared Spitzer Space Telescope mapped out a ring of dust around Vega. This was further confirmed by observations using submillimeter telescopes including Caltech's Submillimeter Observatory on Mauna Kea, Hawaii, and also the Atacama Large Millimeter/submillimeter Array (ALMA) in Chile, and ESA's (European Space Agency's) Herschel Space Telescope, but none of these telescopes could see much detail. "The Hubble and Webb observations together provide so much more detail that they are telling us something completely new about the Vega system that nobody knew before," said Rieke.

Two papers (Wolff et al. and Su et. al.) from the Arizona team will be published in The Astrophysical Journal.
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Research shows therapeutic virtual yoga program can be effective for chronic low back pain | ScienceDaily
Cleveland Clinic researchers found that a 12-week therapeutic virtual yoga program for chronic low back pain can be a feasible, safe and effective treatment option. The findings are published in JAMA Network Open.


						
Chronic low back pain is very common -- up to 20% of adults worldwide have long-lasting or recurrent lower back pain. In severe cases, the pain can make it difficult to walk, sleep, work or do daily activities.

Clinical guidelines recommend the use of non-pharmacologic treatments first, such as physical therapy or in-person yoga classes. With this study, researchers examined whether virtual yoga classes would also be effective for the treatment of chronic low back pain. The findings show that participants who practiced virtual yoga classes reported reduced back pain intensity and improved back-related function.

"Attending yoga classes in person can be challenging," said Robert Saper, M.D., MPH, chair of the Department of Wellness and Preventive Medicine at Cleveland Clinic, and senior author of the study. "This research shows that a virtual yoga class program can be a safe and effective therapeutic option for the treatment of chronic low back pain."

Researchers performed a 24-week randomized clinical trial that involved 140 eligible participants with chronic low back pain. The average age of the participants was 48 and more than 80% were female. The study participants were members of Cleveland Clinic's Employee Health Plan from Northeast Ohio and Florida. The study was conducted from May 2022 through May 2023.

The research team conducted assessments to determine baseline measures, such as pain intensity score and back-related function using the Roland Morris Disability Questionnaire. Participants were then randomly assigned to either the "yoga now" group or the "yoga later" control group.

Seventy-one participants were enrolled in the yoga now group, which included virtual live-streamed yoga group classes for 12 weeks followed by a 12-week assessment period. Sixty-nine participants were enrolled in the yoga later control group and continued with their usual medical care. After the research ended, the yoga later group was offered non-study yoga classes.




Cleveland Clinic yoga instructors delivered a 12-week program designed to maximize effectiveness and safety, adapted for virtual delivery, and intended for participants with chronic low back pain.

Following the baseline assessment, participants were reassessed at six weeks, 12 weeks, and 24 weeks for low back pain intensity, back-related function, pain-medication use, and sleep quality.

At the end of the 12-week virtual yoga program, yoga now participants reported six times greater reductions in pain intensity scores and 2.7 times greater improvements in back-related function compared with participants who had not taken the yoga classes.

Additionally, 34% fewer patients in the yoga now group reported using pain medication, and they reported 10 times greater improvement in sleep quality compared to the yoga later group. At 24 weeks, the improvements in pain and back-related function were sustained.

"Yoga offers a comprehensive approach to managing low back pain, a condition for which traditional treatments often fall short," said Hallie Tankha, Ph.D., research faculty in the Department of Wellness and Preventive Medicine at Cleveland Clinic, and first author of the study. "Now we must work to increase access to this safe and effective treatment."

Dr. Saper plans to continue this important research with a larger and more diverse sample of patients from multiple health care systems.
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Microplastics increasing in freshwater, directly related to plastic production | ScienceDaily
Microplastics have been steadily increasing in freshwater environments for decades and are directly tied to rising global plastic production since the 1950s, according to a new study by an interdisciplinary team of Penn State researchers. The findings provide insight into how microplastics move and spread in freshwater environments, which could be important for creating long-term solutions to reduce pollution, the researchers said.


						
The work is available online now and will be published in the December issue of Science of the Total Environment.

"Few studies examine how microplastics change over time," said Nathaniel Warner, associate professor of civil and environmental engineering and the corresponding author on the paper. "Ours is one of the first to track microplastic levels in freshwater sediment from before the 1950s to today, showing that concentrations rise in line with plastic production."

Microplastics are tiny plastic particles that range in size from one micrometer, or 1/100 of the width of a human hair, to five millimeters, which is about the size of a pencil eraser. They can come from larger plastics that break down into smaller pieces or be made directly by manufacturers. For this study, the team examined freshwater sediment cores from four watersheds in Pennsylvania: Kiskiminetas River, Blacklick Creek, Raystown Lake and Darby Creek.

Contrary to the team's expectations, the study found no correlation between population density or land use and high levels of microplastics.

"Based on other findings in the literature, what we thought would be important turned out not to be driving forces in microplastic variation across sites, notably the percentage of microplastics related to developed area and population density," said Lisa Emili, associate professor of physical geography and environmental studies at Penn State Altoona and a co-author on the paper.

The researchers also said they were surprised to discover that while microplastic accumulation increased each decade through 2010, it decreased from 2010 to 2020.




"Although this is a preliminary finding that requires further study, this decrease could be related to increased recycling efforts," Emili said.

According to the U.S. Environmental Protection Agency, recycling efforts for plastic increased significantly between 1980 and 2010. Although plastic production also increased, the percentage of recycled plastic increased from less than 0.3% in 1980 to nearly 8% in 2010.

Additionally, Raymond Najjar, a professor of oceanography and a co-author on the paper, said that this study could shed light on the "missing plastics" paradox. This paradox challenges researchers' understanding of plastic waste in the ocean because, while estimates suggest that 7,000 to 25,000 kilotons of plastic enter the ocean each year, only about 250 kilotons are believed to be floating on the surface.

"This suggests that estuaries, especially tidal marshes, may trap river-borne plastics before they reach the ocean," said Najjar, who previously published in Frontiers in Marine Science on simulations of filter estuaries. "This could explain why there is far less plastic floating around in the surface ocean compared to how much is expected to be there given the input to the ocean from rivers."

Warner said these findings suggest that there will continue to be increasing amounts of microplastics in both water and sediment as people use more plastic.

"Humans are ingesting plastic when they eat and drink and inhaling it when they breathe, and the long-term impacts are just beginning to be studied," Warner said. "However, we need to figure out how to release less plastic into the environment and how to reduce consumption and exposure."

According to Emili, making a study like this one successful requires an interdisciplinary team.




"This research shows Penn State's broad expertise, bringing together a team from three campuses, five colleges and five disciplines," Emili said. "We brought together complementary skillsets from our fields of chemistry, engineering, hydrology, oceanography and soil science."

This research project was initially funded with an Institute of Energy and the Environment seed grant.

"That funded project really served as an 'incubator' for a continuation and expansion of our work exploring the fate and transport of microplastics in freshwater environments, with a particular focus on coastal locations," Emili said.

Najjar agreed and said he would like to get a more comprehensive assessment of the trapping of river-borne plastics in estuaries.

"We have known for a long time that estuaries heavily process river borne materials, like carbon, sediment and nutrients, and this processing has a big impact on what eventually reaches the ocean," Najjar said. "I think estuaries could be functioning in a similar way for plastics, but we need more than just a modeling study and a single core. We need to consider the likely sources and sinks of plastics for a given system, such as rivers, atmosphere, estuarine sediment and marshes."

Warner added that he hopes to examine how the composition and types of microplastics have changed over time and assess how the associated health risks have evolved.

In addition to Emili, Najjar and Warner, the other Penn State researchers who contributed to the study include, Jutamas Bussarakum, lead author and doctoral student in the Department of Civil and Environmental Engineering; William Burgos, professor in the Department of Civil and Environmental Engineering; Samual Cohen, who graduated with their master's degree in geography earlier this year; Kimberly Van Meter, assistant professor in the Department of Geography; Jon Sweetman, assistant research professor in the Department of Ecosystem Science and Management; Patrick Drohan, professor in the Department of Ecosystem Science and Management; Jill Arriola, assistant research professor in the Department of Meteorology and Atmospheric Science; and Katharina Pankratz, who graduated with their doctorate in civil and environmental engineering earlier this year.

The U.S. National Science Foundation and the Penn State's Commonwealth Campus Center Nodes (C3N) Program and the Institute of Energy and the Environment supported this research.
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Autistic traits shape how we explore | ScienceDaily
People with stronger autistic trails showed distinct exploration patterns and higher levels of persistence in a computer game, ultimately resulting in better performance than people with lower scores of autistic traits, according to a new study published this week in PLOS Computational Biology by Francesco Poli of Radboud Universiteit, the Netherlands, and colleagues.


						
Scientists know that individuals display curiosity and explore their environments to learn. How a person selects what they want to explore plays a pivotal role in how they learn and research has shown that exploration levels are highly variable across individuals.

In the new study, researchers tested 77 university students in a curiosity-driven exploration task in which participants had to learn the hiding patterns of multiple characters to predict where they would be. Levels of autistic traits were separately gauged using both self-reported and parent-reported social behavioral questionnaires.

People with lower scores of general autistic traits were less persistent and sought learning opportunities by engaging with characters more in the early stages of exploration. People with higher scores of autistic traits were more persistent and explored for longer times, even when learning was not easy. On this task, this meant that they performed better.

"This research underscores the importance of recognizing that individuals, especially those with autistic traits, may possess unique strategies for exploration and learning. This realization can guide educators and policy-makers in crafting more tailored learning environments," the authors say.

Poli adds: "People explore their environment in different ways. When they are free to explore as they want, individuals with higher autistic traits in our study showed a strong motivation to learn, persisted longer, and often performed better."
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Violating Bredt's rule: Chemists just broke a 100-year-old rule and say it's time to rewrite the textbooks | ScienceDaily
UCLA chemists have found a big problem with a fundamental rule of organic chemistry that has been around for 100 years -- it's just not true. And they say: It's time to rewrite the textbooks.


						
Organic molecules, those made primarily of carbon, are characterized by having specific shapes and arrangements of atoms. Molecules known as olefins have double bonds, or alkenes, between two carbon atoms. The atoms, and those attached to them, ordinarily lie in the same 3D plane. Molecules that deviate from this geometry are uncommon.

The rule in question, known as Bredt's rule in textbooks, was reported in 1924. It states that molecules cannot have a carbon-carbon double bond at the ring junction of a bridged bicyclic molecule, also known as the "bridgehead" position. The double bond on these structures would have distorted, twisted geometrical shapes that deviate from the rigid geometry of alkenes taught in textbooks. Olefins are useful in pharmaceutical research, but Bredt's rule has constrained the kind of synthetic molecules scientists can imagine making with them and prevented possible applications of their use in drug discovery.

A new paper published by UCLA scientists in the journal Science has invalidated that idea. They show how to make several kinds of molecules that violate Bredt's rule, called anti-Bredt olefins, or ABOs, allowing chemists to find practical ways to make and use them in reactions.

"People aren't exploring anti-Bredt olefins because they think they can't," said corresponding author Neil Garg, the Kenneth N. Trueblood Distinguished Professor of Chemistry and Biochemistry at UCLA. "We shouldn't have rules like this -- or if we have them, they should only exist with the constant reminder that they're guidelines, not rules. It destroys creativity when we have rules that supposedly can't be overcome."

Garg's lab treated molecules called silyl (pseudo)halides with a fluoride source to induce an elimination reaction that forms ABOs. Because ABOs are highly unstable, they included another chemical that can "trap" the unstable ABO molecules and yield products that can be isolated. The resulting reaction indicated that ABOs can be generated and trapped to give structures of practical value.

"There's a big push in the pharmaceutical industry to develop chemical reactions that give three-dimensional structures like ours because they can be used to discover new medicines," Garg said. "What this study shows is that contrary to one hundred years of conventional wisdom, chemists can make and use anti-Bredt olefins to make value-added products."

The authors on the study include UCLA graduate students and postdoctoral scholars, Luca McDermott, Zachary Walters, Sarah French, Allison Clark, Jiaming Ding and Andrew Kelleghan, as well as Garg's longstanding collaborator and computational chemistry expert Ken Houk, a distinguished research professor at UCLA.

The research was funded by the National Institutes of Health.
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New methods for whale tracking and rendezvous using autonomous robots | ScienceDaily
Project CETI (Cetacean Translation Initiative) aims to collect millions to billions of high-quality, highly contextualized vocalizations in order to understand how sperm whales communicate. But finding the whales and knowing where they will surface to capture the data is challenging -- making it difficult to attach listening devices and collect visual information.


						
Today, a Project CETI research team led by Stephanie Gil, Assistant Professor of Computer Science at the Harvard John A. Paulson School of Engineering and Applied Sciences (SEAS), have proposed a new reinforcement learning framework with autonomous drones to find sperm whales and predict where they will surface.

The research is published in Science Robotics. 

This new study uses various sensing devices, such as Project CETI aerial drones with very high frequency (VHF) signal sensing capability that leverage signal phase along with the drone's motion to emulate an 'antenna array in air' for estimating directionality of received pings from CETI's on-whale tags. It demonstrates that it's possible to predict when and where a whale may surface by using these various sensor data as well as predictive models of sperm whales dive behavior. With that information, Project CETI can now design algorithms for the most efficient route for a drone to rendezvous -- or encounter -- a whale at the surface. This also opens up possible conservation applications to help ships avoid striking whales while at the surface.

Presenting the Autonomous Vehicles for whAle Tracking And Rendezvous by remote Sensing, or AVATARS framework, this study jointly develops two interrelated components of autonomy and sensing: autonomy, which determines the positioning commands of the autonomous robots to maximize visual whale encounters; and sensing, which measures the Angle-of-Arrival (AOA) from whale tags to inform the decision-making process. Measurements from our autonomous drone to surfaced tags, acoustic AOA from existing underwater sensors, and whale motion models from previous biological studies of sperm whales are provided as inputs to the AVATARS autonomous decision-making algorithm, which in turn aims to minimize missed rendezvous opportunities with whales.

AVATARS is the first co-development of VHF sensing and reinforcement learning decision-making for maximizing rendezvous of robots and whales at sea. A well-known application of time-critical rendezvous is used with rideshare apps, which uses real-time sensing to note the dynamic paths and positions of drivers and potential riders. When a rider requests a ride, it can assign a driver to rendezvous with the rider as efficiently and as timely as possible. Project CETI's case is similar in that they are real-time tracking the whale, with the goal of coordinating the drone's rendezvous to meet the whale at the surface.

This research advances Project CETI's goal of obtaining millions to billions of high-quality, highly contextualized whale vocalizations. The addition of diverse types of data will improve location estimates and routing algorithms -- helping Project CETI meet that goal more efficiently.




"I'm excited to contribute to this breakthrough for Project CETI. By leveraging autonomous systems and advanced sensor integration, we're able to solve key challenges in tracking and studying whales in their natural habitats. This is not only a technological advancement, but also a critical step in helping us understand the complex communications and behaviors of these creatures," said Gil.

"This research is a major milestone for Project CETI's mission. We can now significantly enhance our ability to gather high-quality and large-scale dataset on whale vocalizations and the associated behavioral context, putting us one step closer to better listening to and translating what sperm whales are saying," said David Gruber, Founder and Lead of Project CETI.

"'This research was an amazing opportunity to test our systems and algorithms in a challenging marine environment. This interdisciplinary work, that combines wireless sensing, artificial intelligence and marine biology, is a prime example of how robotics can be part of the solution for further deciphering the social behavior of sperm whales," said Ninad Jadhav, Harvard University PhD candidate and first author on the paper.

"This project provides an excellent opportunity to test our algorithms in the field, where robotics and artificial intelligence can enrich data collection and expedite research for broader science in language processing and marine biology, ultimately protecting the health and habitat of sperm whales," said Sushmita Bhattacharya, a postdoctoral researcher in Gil's REACT Lab at SEAS.

More information:

https://www.projectceti.org/
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Immune system review provides insight into more effective biotechnology | ScienceDaily
Macrophage cells are the immune system's frontline soldiers, early on the scene to protect the body from foreign invaders. These cells answer the immune system's critical question for the rest of its troops: friend or foe?


						
As critical responders, macrophages can perceive helpful biotechnology as threats. If not created with the right materials or mechanical forces, these devices can trigger an immune response that can cause inflammation, scar tissue or device failure.

But what is the right material or the right mechanical force? In a meta-analysis co-led by Dr. Abigail Clevenger, a biomedical engineering graduate student at Texas A&M University, researchers emphasize that context matters.

"Not any one force does the same thing to macrophages everywhere in the body," said Dr. Shreya Raghavan, co-author and biomedical engineering assistant professor. "For example, your lung inflates and deflates, so the macrophage in the lung is already used to those forces and has some adaptations to those mechanics. But what a macrophage in the lung adapts to is different from what a macrophage in the uterus or gut adapts to."

Now a postdoctoral fellow, Clevenger co-led the article with Dr. Aakanksha Jha, a University of Maryland postdoctoral fellow. Jha's advisor, Dr. Erika Moore, was also a senior author on the study. The article, published in Trends in Biotechnology, highlights the need to understand macrophage cell behavior to potentially open doors for new or improved biotechnology and targeted immunotherapy treatments.

"When you design immunotherapy for colorectal cancer, for example, you can't just design a solution in a dish where there's no mechanics," said Raghavan. "Mechanics change the way macrophages behave. Your design solutions must take into account that these are mechanosensitive cells. The consequence of not doing so means that the very same macrophage that can help devices function in the body may also perceive harmful tumors as friends and allow them to propagate."

According to Raghavan, the review critically summarizes advances in research findings in interactions between biotechnologies and macrophages from the past four years.

"We felt like there was a critical mass in scientific advancement that we were excited to put it together," she said. "Even five years ago, this was a significant knowledge gap, but with integrated tools between biomedical and tissue engineering and molecular and computational biology, there is so much more data. It's beautiful."

In a more personal application, Raghavan wears a continuous glucose monitor that she switches out every two weeks due to the immune system response to the foreign materials eventually making the readings unreliable. She hopes the knowledge gained through the review article can help her lab better determine steps for adjusting medical devices -- like the continuous glucose monitor -- for an improved immune response.

"It's not a one-size-fits-all; you have to take everything into context, but that's the power and beauty of engineering," Raghavan said. "You can break it down and study fundamentals, then build it back up in complexity."
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      Environment News

      Top stories featured on ScienceDaily's Plants & Animals, Earth & Climate, and Fossils & Ruins sections.


      
        Climate change parching the American West even without rainfall deficits
        Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020--22. A study has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%. The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.

      

      
        Research finds coyotes thriving despite human and predator pressures
        Research sheds light on how coyotes, North America's most successful predators, are responding to various environmental pressures, including human development, hunting and competition with larger carnivores. Surprisingly, the study's findings suggest that human hunting practices may actually contribute to increasing the number of coyotes.

      

      
        How gophers brought Mount St. Helens back to life in one day
        When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable and still visible 40 years later.

      

      
        Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather
        New collaborative research has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US. The study looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

      

      
        Sewage surveillance proves powerful in combating antimicrobial resistance
        Sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance with the potential to protect vulnerable communities more effectively.

      

      
        How plants evolved multiple ways to override genetic instructions
        Biologists have investigated the inner workings of DNA methylation in plants. Their findings could help engineer crops that are more resilient to environmental changes, like heat or drought stress.

      

      
        New PFAS testing method created
        Researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.

      

      
        Use of 'genetic scissors' carries risks
        The CRISPR tool is capable of repairing the genetic defect responsible for the immune disease chronic granulomatous disease. However, researchers have now shown that there is a risk of inadvertently introducing other defects.

      

      
        The egg or the chicken? An ancient unicellular says egg
        Chromosphaera perkinsii is a single-celled species discovered in 2017 in marine sediments around Hawaii. The first signs of its presence on Earth have been dated at over a billion years, well before the appearance of the first animals. A team has observed that this species forms multicellular structures that bear striking similarities to animal embryos. These observations suggest that the genetic programs responsible for embryonic development were already present before the emergence of animal li...

      

      
        Microbes in mouth reflect lifestyle choices
        According to a new study, the composition of beneficial microorganisms within the mouth differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups.

      

      
        Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals
        A new method can test the activity of thousands of RNA enzymes, called ribozymes, in a single experiment.

      

      
        Groundbreaking study provides new evidence of when Earth was slushy
        At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet. Results provide the first direct geochemical evidence of the slushy planet -- otherwise known as the 'plume-world ocean' era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

      

      
        AI-powered system detects toxic gases with speed and precision
        Researchers have developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide that poses severe respiratory health risks.

      

      
        Bio-based fibers could pose greater threat to the environment than conventional plastics
        New research has shown that bio-based fibers caused higher mortality, and reduced growth and reproductivity, among earthworms -- a species critical to the health of soils globally -- than conventional plastics. It has led scientists to suggest that materials being advocated as alternatives to plastic should be tested thoroughly before they are used extensively in a range of products.

      

      
        Towards a hydrogen-powered future: Highly sensitive hydrogen detection system
        Hydrogen, a promising fuel, has extensive applications in many sectors. However, its safe and widespread use necessitates reliable sensing methods. While tunable diode laser absorption spectroscopy (TDLAS) has proved to be an effective gas sensing method, detecting hydrogen using TDLAS is difficult due to its weak light absorption property in the infrared region. Addressing this issue, researchers developed an innovative calibration-free technique that significantly enhances the accuracy and dete...

      

      
        Deaf male mosquitoes don't mate
        Romance is a complex affair in humans. There's personality, appearance, seduction, all manner of physical and social cues. Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.

      

      
        Gut microbes play a key role in regulating stress responsiveness throughout the day, research finds
        New research from reveals that the gut microbiome regulates the body's diurnal (day-night) rhythms in stress hormones. Depletion of gut microbiota results in disruptions in the brain's core circadian system, and is associated with altered stress hormone rhythms. The research highlights that gut microbes also regulates key stress-responding brain regions throughout the day. Using microbe transplantation, the team confirmed that oscillations of gut microbes across the day are critical for regulatin...

      

      
        Bacteria breakthrough could accelerate mosquito control schemes
        Mosquito larvae grow faster if they're exposed to particular bacteria, according to a new study that could help global health programs.

      

      
        Scientists tackle farm nutrient pollution with sustainable, affordable designer biochar pellets
        What if farmers could not only prevent excess phosphorus from polluting downstream waterways, but also recycle that nutrient as a slow-release fertilizer, all without spending a lot of money? Researchers now show it's possible and economical.

      

      
        New trigger proposed for record-smashing 2022 Tonga eruption
        Fifteen minutes before the massive January 2022 eruption of the Hunga Tonga-Hunga Ha'apai volcano, a seismic wave was recorded by two distant seismic stations. The researchers propose that the seismic wave was caused by a fracture in a weak area of oceanic crust beneath the volcano's caldera wall. That fracture allowed seawater and magma to pour into and mix together in the space above the volcano's subsurface magma chamber, explosively kickstarting the eruption.

      

      
        Satellite imagery may help protect coastal forests from climate change
        A new study details how climate change transforms coastal wetlands in North Carolina from forest to marshland or even open water, and how satellite imagery may help better direct conservation efforts to preserve those areas.

      

      
        The secrets of baseball's magic mud
        The unique properties of baseball's famed 'magic' mud, which MLB equipment managers applied to every ball in the World Series, have never been scientifically quantified -- until now. Researchers now reveal what makes the magic mud so special.

      

      
        Small reductions to meat production in wealthier countries may help fight climate change, new analysis concludes
        Scientists and environmental activists have consistently called for drastic reductions in meat production as a way to reduce emissions and, in doing so, combat climate change. However, a new analysis concludes that a smaller reduction, borne by wealthier nations, could remove 125 billion tons of carbon dioxide -- exceeding the total number of global fossil fuel emissions over the past three years -- from the atmosphere.

      

      
        Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events?
        Extraordinarily well preserved fossils of feathered dinosaurs and other creatures got that way after being frozen in time by by volcanic eruptions, researchers have long suggested. Not so fast, says a new study.

      

      
        Not the usual suspects: Novel genetic basis of pest resistance to biotech crops
        Researchers used genomics to investigate the genetic changes causing resistance to transgenic crops in field populations of the corn earworm, also known as cotton bollworm or Helicoverpa zea. They discovered that in this voracious pest, field-evolved resistance was not associated with any of the 20 genes previously implicated in resistance to the pest-killing proteins in transgenic crops.

      

      
        Handling the hype: Researcher seeks to improve science communication
        Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, researchers have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.

      

      
        Cobalt-copper tandem converts carbon dioxide to ethanol
        The continuing release of carbon dioxide into the atmosphere is a major driver of global warming and climate change with increased extreme weather events. Researchers have now presented a method for effectively converting carbon dioxide into ethanol, which is then available as a sustainable raw material for chemical applications.

      

      
        Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago
        Evolutionary biologists report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.

      

      
        Reconstructing ancient climate provides clues to climate change
        Research helps reconstruct an ancient climate and challenges the timing of the Andes Mountains uplift.

      

      
        Domino effect in the Amazon region
        The Amazon region is a global hotspot of biodiversity and plays a key role in the climate system because of its ability to store large amounts of carbon and its influence on the global water cycle. The rain forest is threatened, however, by climate change as well as by intensified deforestation activities. An international team has now investigated how a change in Atlantic circulation would impact the Amazon Rain Forest.

      

      
        New research estimates carbon emissions from 22 million stream reaches across the US
        Using a sophisticated new modeling approach, researchers have estimated carbon dioxide emissions from inland waters to 22 million U.S. lakes, rivers and reservoirs. It marks the first time this approach has been applied at a continental scale, and reveals previous methods may have overestimated CO2 emissions by as much as 25%.

      

      
        How the keto diet could one day treat autoimmune disorders
        Scientists have long suspected the keto diet might be able to calm an overactive immune system and help some people with diseases like multiple sclerosis. Now, they have reason to believe it could be true. Scientists have discovered that the diet makes the gut and its microbes produce two factors that attenuated symptoms of MS in mice.

      

      
        The Salton Sea -- an area rich with lithium -- is a hot spot for child respiratory issues
        Windblown dust from the shrinking Salton Sea harms the respiratory health of children living nearby, triggering asthma, coughing, wheezing and disrupted sleep, USC research shows. The problem is likely to intensify in a hotter climate, with evaporation exposing more and more of the lake bed, or playa, leading to more dust events.

      

      
        Increased rates of severe human infections caused by Streptococcus subspecies
        A concerning increase in global rates of severe invasive infections becoming resistant to key antibiotics has a team of infectious disease researchers studying a recently emerged strain of bacteria called Streptococcus dysgalactiae subspecies equisimilis. These infections range in severity from strep throat to flesh-eating disease.

      

      
        Exposure to particular sources of air pollution is harmful to children's learning and memory
        A new study involving 8,500 children from across the United States has revealed that a form of air pollution, largely the product of agricultural emissions, is linked to poor learning and memory performance in 9- and 10-year-olds. The specific pollutant, ammonium nitrate, is also implicated in Alzheimer's and dementia risk in adults, suggesting that PM2.5 may cause neurocognitive harm across the lifespan.

      

      
        AI tackles huge problem of antimicrobial resistance in intensive care
        Artificial intelligence (AI) can provide same-day assessments of antimicrobial resistance for patients in intensive care -- critical to preventing life-threatening sepsis.

      

      
        Scientists examine how wastewater practices in Florida Keys impact water quality
        Wastewater contains nutrients that can overfeed algae, leading to harmful algal blooms and pollution issues in the ocean and other waterways. A new study tracked how these nutrients migrate from disposal sites in the Florida Keys, and the results have already informed wastewater practices in the region.

      

      
        Evolutionary paths vastly differ for birds, bats
        New research has found that, unlike birds, the evolution of bats' wings and legs is tightly coupled, which may have prevented them from filling as many ecological niches as birds.

      

      
        More resources needed to protect birds in Germany
        Researchers developed citizen science platforms as a new data source to evaluate the effectiveness of the 742 protected areas for birds across Germany. This research shows that although these areas are well placed, their effectiveness varies greatly.

      

      
        Bee gene specifies collective behavior
        Researchers investigate how the complex, cooperative behavior of honey bees (Apis mellifera) is genetically programmed so that it can be passed on to subsequent generations. They found an answer in what is known as the doublesex gene (dsx).

      

      
        Research uses lasers to detect landmines, underground objects
        Enough landmines are buried underground worldwide to circle Earth twice at the equator, but the identification and removal of these explosives is costly and time-consuming. New research could help solve the problem.

      

      
        Trees cool better than reflective roofs in vulnerable Houston neighborhoods
        As heatwaves become more intense, cities are looking for strategies that can help keep neighborhoods cooler. A new tool has already helped identify potential solutions in Houston, a city where the impact of heat can vary significantly in different communities.

      

      
        The reasons flowers wilt could explain how plants spend (and save) their energy
        Wilting flowers might not signal poor flower or plant health, but rather the effects of a sophisticated resource management strategy in plants, millions of years in the making.

      

      
        Indigenous cultural burning has protected Australia's landscape for millennia, study finds
        Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research.

      

      
        New research identifies ways to protect neurons from the negative effect of high-fat diet on multiple sclerosis progression
        New research has identified crucial links between dietary choices and the progression of multiple sclerosis (MS). The study explored how enzymes called ceramide synthase 5 and 6 are responsible for the toxic effect of a palm oil-rich diet on neurons in the central nervous system, which causes a subsequent increase in the severity of MS symptoms.

      

      
        Revealing causal links in complex systems
        SURD, an algorithm, reveals causal links in complex systems. Applications may include forecasting climate to projecting population growth to designing efficient aircraft.

      

      
        Fueling greener aviation with hydrogen
        Despite ongoing efforts to curb CO2 emissions with electric and hybrid vehicles, other forms of transportation remain significant contributors of greenhouse gases. To address this issue, old technologies are being revamped to make them greener, such as the reintroduction of sailing vessels in shipping and new uses for hydrogen in aviation. Now, researchers have used computer modeling to study the feasibility and challenges of hydrogen-powered aviation.

      

      
        Researchers enhance screening methods to prevent spread of drug-resistant fungal infections in hospitals
        Expanded protocols promote early detection in high-risk patients and prevent hospital outbreaks of Candida auris.

      

      
        Researchers challenge longstanding theories in cellular reprogramming
        A team led by researchers has discovered that a group of cells located in the skin and other areas of the body, called neural crest stem cells, are the source of reprogrammed neurons found by other researchers. Their findings refute the popular theory in cellular reprogramming that any developed cell can be induced to switch its identity to a completely unrelated cell type through the infusion of transcription factors.

      

      
        Microplastics increasing in freshwater, directly related to plastic production
        Microplastics have been steadily increasing in freshwater environments for decades and are directly tied to rising global plastic production since the 1950s, according to a new study by an interdisciplinary team. The findings provide insight into how microplastics move and spread in freshwater environments, which could be important for creating long-term solutions to reduce pollution, the researchers said.
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Climate change parching the American West even without rainfall deficits | ScienceDaily
Higher temperatures caused by anthropogenic climate change made an ordinary drought into an exceptional drought that parched the American West from 2020-2022. A study by UCLA and National Oceanic and Atmospheric Administration climate scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation only accounted for 39%. The research found that evaporative demand has played a bigger role than reduced precipitation in droughts since 2000, which suggests droughts will become more severe as the climate warms.


						
"Research has already shown that warmer temperatures contribute to drought, but this is, to our knowledge, the first study that actually shows that moisture loss due to demand is greater than the moisture loss due to lack of rainfall," said Rong Fu, a UCLA professor of atmospheric and oceanic sciences and corresponding author of a study published in Science Advances.

Historically, drought in the West has been caused by lack of precipitation, and evaporative demand has played a small role. Climate change caused by the burning of fossil fuels has resulted in higher average temperatures that complicate this picture. While drought-induced by natural fluctuations in rainfall still exist, there's more heat to suck moisture from bodies of water, plants and soil.

"For generations, drought has been associated with drier-than-normal weather," said Veva Deheza, executive director of NOAA's National Integrated Drought Information System and study co-author. "This study further confirms we've entered a new paradigm where rising temperatures are leading to intense droughts, with precipitation as a secondary factor."

A warmer atmosphere holds more water vapor before the air mass becomes saturated, allowing water to condense and precipitation to form. In order to rain, water molecules in the atmosphere need to come together. Heat keeps water molecules moving and bouncing off each other, preventing them from condensing. This creates a cycle in which the warmer the planet gets, the more water will evaporate into the atmosphere -- but the smaller fraction will return as rain. Therefore, droughts will last longer, cover wider areas and be even drier with every little bit that the planet warms.

To study the effects of higher temperatures on drought, the researchers have separated "natural" droughts due to changing weather patterns from those resulting from human-caused climate change in the observational data over a 70-year period. Previous studies have used climate models that incorporate increasing greenhouse gases to conclude that rising temperatures contribute to drought. But without observational data about real weather patterns, they could not pinpoint the role played by evaporative demand due to naturally varying weather patterns.

When these natural weather patterns were included, the researchers were surprised to find that climate change has accounted for 80% of the increase in evaporative demand since 2000. During the drought periods, that figure increased to more than 90%, making climate change the single biggest driver increasing drought severity and expansion of drought area since 2000.




Compared to the 1948-1999 period, the average drought area from 2000-2022 increased 17% over the American West due to an increase in evaporative demand. Since 2000, in 66% of the historical and emerging drought-prone regions, high evaporative demand alone can cause drought, meaning drought can occur even without precipitation deficit. Before 2000, that was only true for 26% of the area.

"During the drought of 2020-2022, moisture demand really spiked," Fu said. "Though the drought began through a natural reduction in precipitation, I would say its severity was increased from the equivalent of 'moderate' to 'exceptional on the drought severity scale due to climate change."

Moderate means the 10-20% strongest drought, while "exceptional' means the top 2% strongest drought on the severity scale, according to the U.S. Drought Monitor.

Further climate model simulations corroborated these findings. That leads to projections that greenhouse gases from burning fossil fuels will turn droughts like the 2020-2022 from exceedingly rare events occurring every thousand years to events that happen every 60 years by the mid-21st century and every six years by the late 21st century.

"Even if precipitation looks normal, we can still have drought because moisture demand has increased so much and there simply isn't enough water to keep up with that increased demand," Fu said. "This is not something you could build bigger reservoirs or something to prevent because when the atmosphere warms, it will just suck up more moisture everywhere. The only way to prevent this is to stop temperatures from increasing, which means we have to stop emitting greenhouse gases."

The study was supported by NOAA's National Integrated Drought Information System and Climate Program Office, and the National Science Foundation.

Key takeaways
    	Higher temperatures caused by anthropogenic climate change turned an ordinary drought into an exceptional one that parched the American West from 2020-2022.
    	A study by UCLA and NOAA scientists has found that evaporation accounted for 61% of the drought's severity, while reduced precipitation accounted for 39%.
    	The research found that since 2000, evaporative demand has played a bigger role than reduced precipitation in droughts, which may become more severe as the climate warms.
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Research finds coyotes thriving despite human and predator pressures | ScienceDaily
Research led by the University of New Hampshire sheds light on how coyotes, North America's most successful predators, are responding to various environmental pressures, including human development, hunting and competition with larger carnivores. Surprisingly, the study's findings suggest that human hunting practices may actually contribute to increasing the number of coyotes.


						
"Intensive coyote removal can obviously reduce populations in the short-term, but removal can also result in younger coyote populations with higher reproduction and immigration rates," said Remington Moll, assistant professor of natural resources and the environment and lead author. "In our study, we detected more coyotes in places where hunting was allowed. This trend occurred over several years, suggesting that, on average, hunting did not reduce coyote abundance and perhaps increased it locally in certain areas."

Published in the journal Ecography, the study, one of the largest-scale studies of coyote populations to date, explored the complex dynamics shaping coyote populations across wide range of diverse habitats -- from rural to suburban. It used data from over 4,500 cameras set up across the country by the Snapshot USA project, a national project that collects wildlife data from coordinated camera arrays across the contiguous United States. The data was combined with satellite-derived habitat metrics and analyzed using various advanced modeling techniques which allowed the team to evaluate the effects of habitat type, competition with larger carnivores, hunting practices and suburban expansion on coyote populations -- providing the researchers with a clearer understanding of how coyotes respond to varying environmental pressures.

"Our work suggests that promoting the recovery of large carnivores, especially in certain habitats, is more likely to reduce coyote numbers than people directly hunting them," said Roland Kays, a research professor with North Carolina State University's College of Natural Resources and study co-author. "With this data, we can now map them out across the country to provide the first abundance map of our country's most important predator -- an effort that could help in both conservation and coyote management."

Coyotes are the most successful carnivores on the continent. Having spread throughout the eastern United States, coyotes come into regular contact with humans. However, until now, the factors influencing the number of coyotes across suburban, rural and wild landscapes have remained largely unclear.

Other key findings include that the presence of larger carnivores, such as black bears and pumas, influenced coyote numbers in a habitat-dependent manner. For example, black bears had a stronger limiting effect on coyotes in forested areas, whereas pumas exerted a similar influence in more open environment. Coyote abundance was highest in grasslands and agricultural landscapes -- regions that provide ample prey and shelter. And, the impact of urbanization on coyote populations varied by scale: at smaller, local scales, urban development tended to reduce coyote numbers due to increased human presence and habitat fragmentation. However, at larger, suburban scales, coyote populations thrived, benefiting from the fragmented habitats and edges that offer access to both natural and human-modified resources.

The study also highlighted significant regional variation in coyote populations across the United States, with particularly high numbers in the southwestern U.S. and lower populations in the northeast, reflecting the diverse ecological and geographical factors at play.

Other co-authors include Austin Green, Science Research Initiative at the University of Utah and Maximilian Allen, Prairie Research Institute at the University of Illinois.

This work as funded by the USDA National Institute of Food and Agriculture, the National Science Foundation, the NH Agricultural Experiment Station and the state of New Hampshire. Additional support came from the Illinois Natural History Survey, the University of Illinois, the Global Change and Sustainability Center at the University of Utah and Sageland Collaborative.
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How gophers brought Mount St. Helens back to life in one day | ScienceDaily
When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable -- and still visible 40 years later.


						
Once the blistering blast of ash and debris cooled, scientists theorized that, by digging up beneficial bacteria and fungi, gophers might be able to help regenerate lost plant and animal life on the mountain. Two years after the eruption, they tested this theory.

"They're often considered pests, but we thought they would take old soil, move it to the surface, and that would be where recovery would occur," said UC Riverside's Michael Allen.

They were right. But the scientists did not expect the benefits of this experiment would still be visible in the soil today, in 2024. A paper out this week in the journal Frontiers in Microbiomes details an enduring change in the communities of fungi and bacteria where gophers had been, versus nearby land where they were never introduced.

"In the 1980s, we were just testing the short-term reaction," said UCR microbiologist Michael Allen. "Who would have predicted you could toss a gopher in for a day and see a residual effect 40 years later?"

In 1983, Allen and Utah State University's James McMahon helicoptered to an area where the lava had turned the land into collapsing slabs of porous pumice. At that time, there were only about a dozen plants that had learned to live on these slabs. A few seeds had been dropped by birds, but the resulting seedlings struggled.

After scientists dropped a few local gophers on two pumice plots for a day, the land exploded again with new life. Six years post-experiment, there were 40,000 plants thriving on the gopher plots. The untouched land remained mostly barren.




All this was possible because of what isn't always visible to the naked eye. Mycorrhizal fungi penetrate into plant root cells to exchange nutrients and resources. They can help protect plants from pathogens in the soil, and critically, by providing nutrients in barren places, they help plants establish themselves and survive.

"With the exception of a few weeds, there is no way most plant roots are efficient enough to get all the nutrients and water they need by themselves. The fungi transport these things to the plant and get carbon they need for their own growth in exchange," Allen said.

A second aspect of this study further underscores how critical these microbes are to the regrowth of plant life after a natural disaster. On one side of the mountain was an old-growth forest. Ash from the volcano blanketed the trees, trapping solar radiation and causing needles on the pine, spruce, and Douglas firs to overheat and fall off. Scientists feared the loss of the needles would cause the forest to collapse.

That is not what happened. "These trees have their own mycorrhizal fungi that picked up nutrients from the dropped needles and helped fuel rapid tree regrowth," said UCR environmental microbiologist and paper co-author Emma Aronson. "The trees came back almost immediately in some places. It didn't all die like everyone thought."

On the other side of the mountain, the scientists visited a forest that had been clearcut prior to the eruption. Logging had removed all the trees for acres, so naturally there were no dropped needles to feed soil fungi.

"There still isn't much of anything growing in the clearcut area," Aronson said. "It was shocking looking at the old growth forest soil and comparing it to the dead area."

These results underscore how much there is to learn about rescuing distressed ecosystems, said lead study author and University of Connecticut mycologist Mia Maltz, who was a postdoctoral scholar in Aronson's lab at UCR when the study began.

"We cannot ignore the interdependence of all things in nature, especially the things we cannot see like microbes and fungi," Maltz said.
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Using a fan and wetting the skin reduces risk of deadly cardiac strain in hot and humid weather | ScienceDaily
New collaborative research from the University of Sydney and the Montreal Heart Institute has shown that using a fan in hot and humid weather reduces cardiac strain in older people, contradicting recommendations from the Centers of Disease Control and Prevention in the US.


						
The study, funded by the National Health and Medical Research Council (NHMRC) and published in the New England Journal of Medicine, looked at the efficacy of different low-cost cooling strategies -- such as electric fans with and without spraying water on the skin -- for older adults, who are known to be at a heightened health risk during hot summer weather.

Professor Ollie Jay, Director of the Heat and Health Research Centre and Thermal Ergonomics Laboratory in the Faculty of Medicine and Health said: "Health hazards from extreme heat are becoming increasingly common because of climate change. Older adults, especially those with heart disease, are at greater risk due to the strain that hot temperatures put on the heart. Understanding the impacts of different cooling strategies on the heart is important to help vulnerable people stay well during hot summer weather."

The study exposed older participants with and without heart disease to two environments -- one hot and humid (38degC and 60 percent humidity) and the other very hot and dry (45degC and 15 percent humidity); conditions chosen to represent the two most common heatwave extremes globally.

The team found that in hot and humid conditions, fan use with and without skin wetting reduced heat-induced cardiac strain in older people.

However, in the very hot and dry conditions, fan use had an adverse effect by tripling the increase in cardiac strain which could be fatal for someone with heart disease. This is because, although fans help sweat evaporate, in very hot and dry conditions the effect is small and counteracted by convection forcing more heat into the body. Instead, in these conditions, skin wetting used on its own was effective at reducing the work of the heart.

Co-author of the study Dr Daniel Gagnon from the Montreal Heart Institute said: "While air conditioning is an effective way of staying cool, it's not available to everyone, especially those most vulnerable to the heat such as the elderly and people with heart disease -- so it's positive news that low-cost alternatives are effective.

"Importantly, the study has shown that the weather conditions affect the type of cooling strategy that should be used -- a vital piece of information that will help older people to stay safe in heatwaves."

Dr Georgia Chaseling, who led data collection in Montreal during her time as a post-doctoral researcher, and now co-leads the "Ageing and Chronic Diseases" priority research theme in the Heat and Health Research Centre at the University of Sydney adds: "The interventions that we tested seem simple, but they are necessarily so because we wanted to figure out which solutions people living in low-resource settings without access to air-conditioning should and should not be using."
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Sewage surveillance proves powerful in combating antimicrobial resistance | ScienceDaily
Waterborne diseases affect over 7 million people in the U.S. every year, according to the Centers for Disease Control and Prevention, and cost our health care system over $3 billion. But they don't impact all people equally.


						
A campuswide collaboration is using sewage surveillance as a vital strategy in the fight against diseases that spread through the water such as legionella and shigella. The ones that are most difficult to combat are diseases with antimicrobial resistance, which means they are able to survive against antibiotics that are intended to kill them.

A recent paper in Nature Water offers an encouraging insight: Monitoring sewage for antimicrobial resistance indicators is proving to be more efficient and more comprehensive than testing individuals. This approach not only detects antimicrobial resistance more effectively but also reveals its connection to socioeconomic factors, which are often key drivers of the spread of resistance.

The team is collaborating across Virginia Tech with experts such as Leigh-Anne Krometis in biological systems engineering and Alasdair Cohen and Julia Gohlke in population health sciences to focus on serving rural communities where the issues are most acute.

Globally, low-to middle-income communities bear the brunt of infectious diseases and the challenges of antimicrobial resistance. Sewage surveillance could be a game changer in addressing these disparities. This method not only captures a snapshot of antimicrobial resistance at the community level, but also reveals how socioeconomic factors drive the issue.

The National Science Foundation Research Traineeship focuses on advancing sewage surveillance to combat antimicrobial resistance. The work is integral to broader efforts led by Vikesland and the Fralin Life Sciences Institute program for technology enabled environmental surveillance and control to sense and monitor waterborne health threats.

The study analyzed data from 275 human fecal samples across 23 countries and 234 urban sewage samples from 62 countries to investigate antibiotic resistance gene levels. Socio-economic data, including health and governance indicators from World Bank databases, were incorporated to explore links between antibiotic resistance genes and socio-economic factors. The group utilized machine learning to assess antibiotic resistance gene abundance in relation to socio-economic factors, revealing significant correlations. Statistical methods supported the finding that within country antibiotic resistance gene variation was lower than between countries.

Big picture, the team's findings show sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance. It even has the potential to protect vulnerable communities more effectively.
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How plants evolved multiple ways to override genetic instructions | ScienceDaily
Biologists at Washington University in St. Louis have discovered the origin of a curious duplication that gives plants multiple ways to override instructions that are coded into their DNA. This research could help scientists exploit a plant's existing systems to favor traits that make it more resilient to environmental changes, like heat or drought stress.


						
The study led by Xuehua Zhong, a professor of biology in Arts & Sciences, was published Nov. 6 in Science Advances.

Zhong's new research focuses on DNA methylation, a normal biological process in living cells wherein small chemical groups called methyl groups are added to DNA. This activity controls which genes are turned on and off, which in turn affects different traits -- including how organisms respond to their environments.

Part of this job involves silencing, or turning off, certain snippets of DNA that move around within an organism's genome. These so-called jumping genes, or transposons, can cause damage if not controlled. The entire process is regulated by enzymes, but mammals and plants have developed different enzymes to add methyl groups.

"Mammals only have two major enzymes that add methyl groups in one DNA context, but plants actually have multiple enzymes that do that in three DNA contexts," said Zhong, who is the Dean's Distinguished Professorial Scholar and program director for plant and microbial biosciences at WashU. "This is the focus of our study. The question is -- why do plants need extra methylation enzymes?"

Looking forward, Zhong's research could pave the way for innovations in agriculture by improving crop resilience. "Certain genes or combinations of genes are contributing to certain features or traits," Zhong explained. "If we find precisely how they are regulated, then we can find a way to innovate our technology for crop improvement."

Evolving differernt functions

The new study is centered around two enzymes specifically found in plants: CMT3 and CMT2. Both enzymes are responsible for adding methyl groups to DNA, but CMT3 specializes in the parts of DNA called the CHG sequences, while CMT2 specializes in different parts called CHH sequences. Despite their functional differences, both enzymes are a part of the same chromomethylase (CMT) family, which evolved through duplication events that provide plants with additional copies of genetic information.




Using a common model plant called Arabidopsis thaliana, or thale cress, Zhong and her team investigated how these duplicated enzymes evolved different functions over time. They discovered that somewhere along the evolutionary timeline, CMT2 lost its ability to methylate CHG sequences. This is because it's missing an important amino acid called arginine.

"Arginine is special because it has charge," said Jia Gwee, a graduate student in biology and co-first author of the study. "In a cell, it's positively charged and thus can form hydrogen bonds or other chemical interactions with, for example, the negatively charged DNA."

However, CMT2 has a different amino acid -- valine. "Valine is not charged, so it is unable to recognize the CHG context like CMT3. That's what we think contributes to the differences between the two enzymes," said Gwee, winner of the Dean's Award for Graduate Research Excellence in Arts & Sciences.

To confirm this evolutionary change, the Zhong lab used a mutation to switch arginine back into CMT2. As they expected, CMT2 was able to perform both CHG and CHH methylation. This suggests that CMT2 was originally a duplicate of CMT3, a backup system to help lighten the load as DNA became more complex: "But instead of simply copying the original function, it developed something new," Zhong explained.

This research also provided insights about CMT2's unique structure. The enzyme has a long, flexible N-terminal that controls its own protein stability. "This is one of the ways plants evolved for genome stability and to fight environmental stresses," Zhong said. This feature may explain why CMT2 evolved in plants growing in such a wide variety of conditions worldwide.

Much of the data for this study came from the 1001 Genomes Project, which aims to discover whole-genome sequence variation in A. thaliana strains from around the globe.

"We're going beyond laboratory conditions," Zhong said. "We're looking at all of the wild accessions in plants using this larger data set." She believes part of the reason A. thaliana has evolved to thrive despite environmental stresses is because of the diversification that happens during the methylation process, including those jumping transposons: "One jump might help species deal with harsh environmental conditions."
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New PFAS testing method created | ScienceDaily
University of Massachusetts Amherst researchers have discovered a new way to detect per- and polyfluoroalkyl substances (PFAS) in water. This marks an important step forward in creating testing devices that are simpler, more cost-effective, faster and generally more accessible than existing methods.


						
PFAS, the so-called forever chemicals, have been recognized as a concerning pollutant.

These chemicals persist in the environment because they resist breaking down and pose significant health threats. Exposure to these chemicals is linked to various cancers (including kidney, testicular, breast, ovarian, prostate, thyroid and childhood leukemia), liver and heart damage, and developmental damage to infants and children.

Earlier this year, the Environmental Protection Agency (EPA) announced the first-ever national safety standard for PFAS in drinking water at 4 ppt. "PPT -- that means parts per trillion. That means in a trillion molecules in water, only 4 molecules are PFAS. And then we need to be able to detect even those few," explains Chang Liu, associate professor of biomedical engineering at UMass Amherst and corresponding author of the paper published in the journal Science Advances that describes their new method.

The gold standard for testing PFAS is currently liquid chromatography combined with mass spectrometry. However, this method requires million-dollar equipment and complicated extraction steps. And, it is not portable. "In addition, the stubborn persistence of PFAS residues can diminish the sensitivity of these instruments over time,"says Xiaojun Wei, first author of the paper and research assistant professor at UMass Amherst.

Their studydemonstrates that a small, inexpensive device is feasible for identifying various PFAS families and detecting PFAS at levels as low as 400 ppt. While this proof-of-concept stage invention does not reach the same level of sensitivity or the breadth of PFAS types that can be detected compared to mass spectrometry, the researchers see high potential for its impact.

"We're bringing the cost of the instrument from the scale of a million dollars to a few thousand," says Liu. "We need better technology for detecting PFAS -- more accessible, more affordable and easier to use. And more testing that's on site. That's the motivation."

The researchers also see an application to use this method as a first-screening tool to identify the water that poses the greatest risks to human health.

Their testing device works by adding a molecule called cyclodextrin to a small device that is typically used for sequencing DNA, called a nanopore. The "host-guest" interaction between cyclodextrin and PFAS has been well documented, but Liu explains that no one had ever combined it with a nanopore for detection. "Now we're using one of these molecules called HP-gamma-Cyclodextrin as an adapter in an alpha-Hemolysin nanopore," he says, effectively creating a PFAS detector.

Liu hopes that their research will help raise awareness to the hazards of PFAS and eventually lead to a commercialized portable PFAS detector for water monitoring in the field.
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Use of 'genetic scissors' carries risks | ScienceDaily
The CRISPR molecular scissors have the potential to revolutionize the treatment of genetic diseases. This is because they can be used to correct specific defective sections of the genome. Unfortunately, however, there is a catch: under certain conditions, the repair can lead to new genetic defects -- as in the case of chronic granulomatous disease. This was reported by a team of basic researchers and physicians from the clinical research program ImmuGene at the University of Zurich (UZH).


						
Chronic granulomatous disease is a rare hereditary disease that affects about one in 120,000 people. The disease impairs the immune system, making patients susceptible to serious and even life-threatening infections. It is caused by the absence of two letters, called bases, in the DNA sequence of the NCF1 gene. This error results in the inability to produce an enzyme complex that plays an important role in the immune defense against bacteria and molds.

The CRISPR tool works...

The research team has now succeeded in using the CRISPR system to insert the missing letters in the right place. They performed the experiments in cell cultures of immune cells that had the same genetic defect as people with chronic granulomatous disease. "This is a promising result for the use of CRISPR technology to correct the mutation underlying this disease," says team leader Janine Reichenbach, professor of somatic gene therapy at the University Children's Hospital Zurich and the Institute for Regenerative Medicine at UZH.

... but unfortunately, it's not perfect

Interestingly however, some of the repaired cells now showed new defects. Entire sections of the chromosome where the repair had taken place were missing. The reason for this is the special genetic constellation of the NCF1 gene: it is present three times on the same chromosome, once as an active gene and twice in the form of pseudogenes. These have the same sequence as the defective NCF1 and are not normally used to form the enzyme complex.

CRISPR's molecular scissors cannot distinguish between the different versions of the gene and therefore occasionally cut the DNA strand at multiple locations on the chromosome -- at the active NCF1 gene as well as at the pseudogenes. When the sections are subsequently rejoined, entire gene segments may be misaligned or missing. The medical consequences are unpredictable and, in the worst case, contribute to the development of leukemia. "This calls for caution when using CRISPR technology in a clinical setting," says Reichenbach.

Safer method sought

To minimize the risk, the team tested a number of alternative approaches, including modified versions of CRISPR components. They also looked at using protective elements that reduce the likelihood of the genetic scissors cutting the chromosome at multiple sites simultaneously. Unfortunately, none of these measures were able to completely prevent the unwanted side effects.

"This study highlights both the promising and challenging aspects of CRISPR-based therapies," says co-author Martin Jinek, a professor at the UZH Department of Biochemistry. He says the study provides valuable insights for the development of gene-editing therapies for chronic granulomatous disease and other inherited disorders. "However, further technological advances are needed to make the method safer and more effective in the future."
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The egg or the chicken? An ancient unicellular says egg | ScienceDaily

The first life forms to appear on Earth were unicellular, i.e. composed of a single cell, such as yeast or bacteria. Later, animals -- multicellular organisms -- evolved, developing from a single cell, the egg cell, to form complex beings. This embryonic development follows precise stages that are remarkably similar between animal species and could date back to a period well before the appearance of animals. However, the transition from unicellular species to multicellular organisms is still very poorly understood.

Recently appointed as an assistant professor at the Department of Biochemistry in the UNIGE Faculty of Science, and formerly an SNSF Ambizione researcher at EPFL, Omaya Dudin and his team have focused on Chromosphaera perkinsii, or C. perkinsii, an ancestral species of protist. This unicellular organism separated from the animal evolutionary line more than a billion years ago, offering valuable insight into the mechanisms that may have led to the transition to multicellularity.

By observing C. perkinsii, the scientists discovered that these cells, once they have reached their maximum size, divide without growing any further, forming multicellular colonies resembling the early stages of animal embryonic development. Unprecedentedly, these colonies persist for around a third of their life cycle and comprise at least two distinct cell types, a surprising phenomenon for this type of organism.

''Although C. perkinsii is a unicellular species, this behaviour shows that multicellular coordination and differentiation processes are already present in the species, well before the first animals appeared on Earth'', explains Omaya Dudin, who led this research.

Even more surprisingly, the way these cells divide and the three-dimensional structure they adopt are strikingly reminiscent of the early stages of embryonic development in animals. In collaboration with Dr John Burns (Bigelow Laboratory for Ocean Sciences), analysis of the genetic activity within these colonies revealed intriguing similarities with that observed in animal embryos, suggesting that the genetic programmes governing complex multicellular development were already present over a billion years ago.

Marine Olivetta, laboratory technician at the Department of Biochemistry in the UNIGE Faculty of Science and first author of the study, explains: "It's fascinating, a species discovered very recently allows us to go back in time more than a billion years." In fact, the study shows that either the principle of embryonic development existed before animals, or multicellular development mechanisms evolved separately in C. perkinsii.

This discovery could also shed new light on a long-standing scientific debate concerning 600 million-year-old fossils that resemble embryos, and could challenge certain traditional conceptions of multicellularity.
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Microbes in mouth reflect lifestyle choices | ScienceDaily
Lifestyle can shape the composition of beneficial bacteria and other microorganisms within the mouth, according to a new study led by Penn State biologists. The international team revealed how the "oral microbiome" differs over a range of subsistence strategies -- from nomadic hunter gatherers to farmers to industrialized groups -- and found that lifestyle, as well as specific lifestyle factors like smoking, can shape the microbiome. A paper describing the results appears Nov. 4 in the journal Microbiome.


						
A healthy oral microbiome, a community of microorganisms live in the mouth, plays an important role in aiding in the digestion of food, immune system support and protecting against invading pathogens, while an unhealthy oral microbiome has been linked to a variety of diseases in humans.

"The oral microbiome has been understudied, and most studies of the oral microbiome have been conducted in Western populations," said Emily Davenport, assistant professor of biology in the Penn State Eberly College of Science and leader of the research team. "Although we have learned a lot from that, microbiomes look different around the world. By studying how the diversity and composition of the oral microbiome varies with lifestyle in a global context, we can improve our knowledge of how the oral microbiome impacts human health."

In a study of 63 Nepali individuals representing spectrum of dietary practices, the researchers examined how major lifestyle factors like subsistence strategy -- how a person obtains the necessities of life like food and shelter -- as well as more specific factors and behaviors, like smoking, may be contributing to differences in the microbiomes across populations.

"We know from previous studies that there are differences in the microbiome between individuals that live in highly industrialized, Westernized societies and those that are nomadic hunter gatherers, but there is a broad spectrum of lifestyles between those," said Erica Ryu, graduate student in biology in the Penn State Eberly College of Science and first author of the paper. "Our understanding of these relationships so far has been clouded by geography; it's difficult to make statements about the impact of lifestyles when you are comparing people in different countries with, for example, different climates, access to medical care, and exposure to diseases. In this study, we comprehensively investigated the oral microbiome of individuals across a range of lifestyles from the same country, Nepal."

The researchers studied the oral microbiomes of people from groups with a variety of subsistence strategies. These included foragers, who are hunters and gatherers and may not live in one location for the entire year; subsistence farmers who are hunter gatherers from groups that recently settled and began farming in the past 50 years; agriculturalists from groups that have relied on farming for several centuries; industrialists, who are expatriates from Nepal that immigrated to the United States within the last 20 years; as well as a group of industrialists who were born in the same area of the United States for comparison. They also asked a variety of questions about lifestyle, including diet, education, medical practices, and other behaviors.

The researchers sequenced the DNA of the microbes within saliva samples to determine the specific species of bacteria within each individual's oral microbiome. They found that the composition of species within the oral microbiome tended to follow the gradient of subsistence strategies, with some specific species more prominent in foragers and one species more prominent in the industrialists, suggesting that lifestyle does indeed impact the oral microbiome.




Additionally, the presence of several species of microbes were related to specific lifestyle factors, including smoking, the prominent type of grains in an individual's diet -- barley and maize vs. rice and wheat -- and consumption of a plant called nettle. The researchers note that previous research has associated consistent smoking with oral microbiome composition in industrialized populations, and collectively this suggests that smoking habits play an important role in determining the oral microbiome across a variety of lifestyles.

"It makes sense that different microbes might feed on the different grains in a person's diet, but it's interesting that we also see an association with sisnu, also called nettle," Davenport said. "Nettle is a fibrous plant often chewed by the foragers in this study, much like people might chew gum. Given its important role in Nepali cuisine, culture and medicine, it's interesting to see it is associated with oral microbes."

The researchers stressed the importance of including lifestyle factors and behaviors in future microbiome studies as well as including populations from around the world.

"We studied populations in Nepal because it offered a unique way to explore the effects of lifestyle while controlling for a variety of other factors like geography that often obscure that effect," Davenport said. "But it highlights the impact of lifestyle factors that likely play a role in other populations.

"Whenever you make a shift -- whether it's to a different diet or different location or different culture -- the microbiome can change too, and it's important to understand to what extent and how quickly these changes occur," she added. "Continuing to investigate how oral microbiomes vary across the globe will help improve our understanding of what exactly shapes the microbiome and how that impacts human health."

In addition to Davenport and Ryu, the research team at Penn State includes Meera Gupta, undergraduate student at the time of the research. The team also includes Yoshina Gautam, Ahmed Shibl, and Aashish Jha from New York University, Abu Dhabi; Diana Proctor from University of Texas Health Science Center at Houston; Dinesh Bhandari, Sarmila Tandukar, and Jeevan Bahadur Sherchand from the Institute of Medicine in Maharajgunj, Nepal; Guru Prasad Gautam from Tribhuvan University in Nepal; and David Relman from Stanford University.

Funding from the National Institutes of Health, Stanford University, and New York University Abu Dhabi supported this work.
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Testing thousands of RNA enzymes helps find first 'twister ribozyme' in mammals | ScienceDaily
The "RNA world" hypothesis proposes that the earliest life on Earth may have been based on RNA -- a single-stranded molecule similar in many ways to DNA -- like some modern viruses. This is because, like DNA, RNA can carry genetic information, but, like a protein, it can also act as an enzyme, initiating or accelerating reactions. While the activity of a few RNA enzymes -- called ribozymes -- have been tested on a case-by-case basis, there are thousands more that have been computationally predicted to exist in organisms ranging from bacteria to plants and animals. Now, a new method, developed by Penn State researchers, can test the activity of thousands of these predicted ribozymes in a single experiment.


						
The research team tested the activity of over 2,600 different RNA sequences predicted to belong to a class of RNA enzymes called "twister ribozymes," which have the ability to cut themselves in two. Approximately 94% of the tested ribozymes were active, and the study revealed that their function can persist even when their structure contains slight imperfections. The research team also identified the first example of a twister ribozyme in mammals, specifically in the genome of the bottlenose dolphin.

A paper describing the study appeared online today, Nov. 5, in the journal Nucleic Acids Research.

"Whereas DNA is a double-stranded molecule that typically forms a simple helical structure, RNA is single stranded and can fold back on itself, forming diverse structures, including loops, bulges and helixes," said Phil Bevilacqua, distinguished professor of chemistry and of biochemistry and molecular biology in the Eberly College of Science at Penn State and the leader of the research team. "The function of RNA enzymes is based on these structures and they have been categorized into several different classes. We chose to focus on so-called 'twister ribozymes' because one of their functions is to cleave themselves in two, which we can see by determining their genetic sequence."

Prior to this study, about 1,600 twister ribozymes had been proposed based on their genomic sequence and predictions of their structure, but only a handful had been experimentally validated. The team developed an experimental pipeline that allowed them to assess the self-cleaving activity of thousands of these ribozymes in a single experiment, which they call a "Cleavage High-Throughput Assay," or CHiTA. They also identified approximately 1,000 additional twister ribozyme candidates by meticulously hand-searching the genomic context around a short, highly conserved sequence shared by many of the ribozymes in the genomes of 1,000s of organisms.

CHiTA relies on two key factors. One is a recently developed technology called "massively parallel oligonucleotide synthesis," or MPOS. MPOS gives the research team the ability to design and then purchase thousands of diverse ribozyme sequences in the form of small pieces of DNA, all in a single vial. Each of the sequences they design has as its core one of the 2,600 predicted ribozyme sequences. The researchers then add short bits of DNA at either end that allow them to make copies of the DNA and transcribe it into RNA to test its activity.

"With MPOS, we can simply create a spreadsheet with the sequences that we are interested in, send it to a commercial vendor, and they send us back a tube that contains a small amount of each sequence," said Lauren McKinley, a graduate student at Penn State at the time of the research, who recently earned a doctorate, and first author of the paper. "For CHiTA, we need lots of each sequence, so we add bits of DNA to each end of the sequences that allows us to make millions of copies of each using a technique called PCR, but these additional bits could impact our ability to test the ribozymes' functions."

The second key factor for CHiTA helps to overcome this hurdle by removing these added bits of sequence using a protein -- called a restriction enzyme -- that cuts DNA at specific short sequences called recognition sites. However, most restriction enzymes cut the DNA somewhere near the middle of their recognition sites, leaving a portion of the recognition site sequence attached to the two resulting DNA fragments that could still impact ribozyme structure and function.




"We found a restriction enzyme that cuts the DNA a short distance from its recognition site, so we could design our sequences such that it would cut leaving no trace of additional DNA," McKinley said. "This way we could ensure that we were assessing the function of the precise sequence of the ribozymes."

In the lab, the team first makes additional copies of the sequences ordered through MPOS, trims any additional DNA with the restriction enzyme, and then they can transcribe RNA from the DNA sequences. If any of the sequences codes for active ribozymes, as the RNA is produced, they will quickly fold into their functional structure and cleave themselves. The researchers can then collect the RNA and convert it back to DNA -- called cDNA -- so that they can read its sequence to see if it is full length or if it's been cleaved.

"When we sequence the cDNA, we can see how much of the RNA, if any, has been cleaved as an indicator of ribozyme activity," McKinley said. "For about 94% of the sequences we tested, a significant portion of the RNA was cleaved. In fact, the percentage of each active ribozyme that was cleaved is quite similar to earlier efforts that tested ribozymes individually."

The team then looked at predicted structures of the sequences they tested and saw that many of them had slight variations or imperfections compared to the canonical twister ribozyme structure, yet they still self-cleaved. This suggested to the researchers that the function of the ribozymes is very tolerant to slight structural changes, meaning they could still operate even if not perfectly formed.

Tolerance of imperfections suggests that there may be more twisters hidden in nature that wouldn't be found using the original search parameters, according to the team. In fact, new descriptors based on sequences in this study led the research team to discover the first mammalian twister ribozyme, which was identified in the genome of the bottlenose dolphin.

"Understanding these types of tolerances to sequence and structural variation in ribozymes will help us to design new and rigorous ways to identify them," Bevilacqua said. "Our current knowledge of ribozyme function is mostly based on chemistry, and we are only just beginning to learn about their role in biology. Being able to test their activity in a large-scale assay like CHiTA will hopefully accelerate our ability to find new ribozymes and better understand the role they play in the cell. All of this can also help us to work backwards in time to see what could have been possible when RNA's ability to do it all might have been a key to jumpstarting life on the early Earth."

In addition to Bevilacqua and McKinley, the research team at Penn State included McCauley O. Meyer, Aswathy Sebastian and Kyle J. Messina, all of whom were graduate students at the time of the research and have since completed their doctorates; former undergraduate student Benjamin K. Chang; and Research Professor of Bioinformatics Istvan Albert. The National Institutes of Health and the Penn State Huck Institutes of the Life Sciences funded this research.
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Groundbreaking study provides new evidence of when Earth was slushy | ScienceDaily
At the end of the last global ice age, the deep-frozen Earth reached a built-in limit of climate change and thawed into a slushy planet.


						
Results from a Virginia Tech-led study provide the first direct geochemical evidence of the slushy planet -- otherwise known as the "plumeworld ocean" era -- when sky-high carbon dioxide levels forced the frozen Earth into a massive, rapid melting period.

"Our results have important implications for understanding how Earth's climate and ocean chemistry changed after the extreme conditions of the last global ice age," said lead author Tian Gan, a former Virginia Tech postdoctoral researcher. Gan worked with geologist Shuhai Xiao on the study, which was released Nov. 5 in the Proceedings of the National Academy of Sciences journal.

Deep-frozen Earth

The last global ice age took place about 635 million to 650 million years ago, when scientists believe global temperatures dropped and the polar ice caps began to creep around the hemispheres. The growing ice reflected more sunlight away from the Earth, setting off a spiral of plunging temperatures.

"A quarter of the ocean was frozen due to extremely low carbon-dioxide levels," said Xiao, who recently was inducted into the National Academy of Sciences.

When the surface ocean sealed, a chain of reactions stuttered to a stop:
    	The water cycle locked up. No evaporation and very little rain or snow.
    	Without water, there was a massive slowdown in a carbon-dioxide consuming process called chemical weathering, where rocks erode and disintegrate.
    	Without weathering and erosion, carbon dioxide began to amass in the atmosphere and trap heat.

"It was just a matter of time until the carbon-dioxide levels were high enough to break the pattern of ice," Xiao said. "When it ended, it probably ended catastrophically."




Plume world

Suddenly, heat started to build. The ice caps began to recede, and Earth's climate backpedaled furiously toward the drippy and soupy. Over a mere 10 million years, average global temperatures swung from minus 50 to 120 degrees Fahrenheit (minus 45 to 48 degrees Celsius).

But the ice didn't melt and remix with seawater at the same time. The research findings paint a very different world than what we can imagine: vast rivers of glacial water rushing like a reverse tsunami from the land into the sea, then pooling on top of extra salty, extra dense ocean water.

The researchers tested this version of the prehistoric world by looking at a set of carbonate rocks that formed as the global ice age was ending.

They analyzed a certain geochemical signature, the relative abundance of lithium isotopes, recorded within the carbonate rocks. According to plumeworld ocean theory, the geochemical signatures of freshwater would be stronger in rocks formed under nearshore meltwater than in the rocks formed offshore, beneath the deep, salty sea -- and that's exactly what the researchers observed.

The findings bring the limit of environmental change into better focus, said Xiao, but they also give researchers additional insight into the frontiers of biology and the resiliency of life under extreme conditions -- hot, cold, and slushy.

Study collaborators include:
    	Ben Gill, Virginia Tech associate professor of sedimentary geochemistry
    	Morrison Nolan, former graduate student, now at Denison University
    	Collaborators from the Chinese Academy of Sciences, University of Maryland at College Park, University of Munich in Germany, University of North Carolina at Chapel Hill, and University of Nevada at Las Vegas
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AI-powered system detects toxic gases with speed and precision | ScienceDaily
Researchers at the University of Virginia School of Engineering and Applied Science developed an AI-powered system that mimics the human sense of smell to detect and track toxic gases in real time. Using advanced artificial neural networks combined with a network of sensors, the system quickly identifies the source of harmful gases like nitrogen dioxide (NO?) that poses severe respiratory health risks.


						
According to the World Health Organization, outdoor air pollution, including NO2, contributes to approximately 4.2 million premature deaths globally each year, primarily due to respiratory conditions like asthma and chronic obstructive pulmonary disease (COPD).

Their work was recently published in Science Advances.

Graphene-Based Sensors Mimic Human Smell

The innovative system relies on nano-islands of metal catalysts embedded on graphene surfaces. This device functions like an artificial nose, reacting with targeted toxic gas molecules. As nitrogen dioxide molecules bind to the graphene, the conductivity of the sensor changes, allowing the system to detect gas leaks with extreme sensitivity.

"Nano-islands of metal catalysts are tiny clusters of metal particles deposited on a surface, such as graphene, that enhance chemical reactions by increasing the surface area for gas molecules to interact, enabling precise detection of toxic gases," said Yongmin Baek, a research scientist in the Department of Electrical and Computer Engineering who is leading the R&D for the sensors.

Kyusang Lee, associate professor of electrical and computer engineering and materials science engineering, and one of the lead researchers on the project, explains, "By integrating AI with state-of-the-art gas sensors, we're able to pinpoint gas leaks with unprecedented accuracy, even in large or complex environments. The artificial olfactory receptors are able to detect tiny changes in gas concentrations and communicate that data to a near-sensor computing system, which uses machine learning algorithms to predict the source of the leak."

Neural Net Optimizes Sensor Placement




The system's artificial neural network analyzes data from the sensors in real-time, based on the optimized sensor placement to ensure coverage and efficiency of system. This optimization is enabled by a "trust-region Bayesian optimization algorithm," a machine learning technique that breaks down complex problems into smaller regions to find the most efficient sensor positions. This ensures fewer resources are used while providing faster and more accurate gas leak detection.

Electrical and computer engineering Ph.D. student Byungjoon Bae adds, "Our AI-powered system has the potential to make industrial settings, urban areas and even residential buildings safer by constantly monitoring air quality. It's a major step forward in preventing long-term health risks and protecting the environment."

The article, titled "Network of Artificial Olfactory Receptors for Spatiotemporal Monitoring of Toxic Gas," was published in Science Advances. The research team includes Yongmin Baek, Byungjoon Bae, Jeongyong Yang, Wonjun Cho, Inbo Sim, Geonwook Yoo, Seokhyun Chung, Junseok Heo, and Kyusang Lee, who collaborated across institutions such as the University of Virginia and Ajou University.

This research was supported by the Industrial Strategic Technology Development Program (20014247 and 20026440) funded by the Ministry of Trade, Industry, and Energy (MOTIE, Korea), the National Research Foundation of Korea (NRF), and the US Air Force Office of Scientific Research Young Investigator Program (FA9550-23-1-0159), along with support from the National Science Foundation (NSF ECCS-1942868 and NSF ECCS-2332060).
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Bio-based fibers could pose greater threat to the environment than conventional plastics | ScienceDaily
Bio-based materials may pose a greater health risk to some of the planet's most important species than the conventional plastics they are designed to replace, a new study has shown.


						
Such materials are increasingly being advocated as environmentally friendly alternatives to plastics, and used in textiles and products including clothing, wet wipes and period products.

However, microfibres of the materials are emitted into the environment through the laundry cycle, the application of sewage sludge as fertilisers, or the simple wear and tear of textile products.

Despite increasing quantities of bio-based products being produced and sold all over the world, there has been little research to assess their potential impact on species and ecosystems.

To address that, a new study in the journal Environmental Science and Technology tested the effects of conventional polyester fibres and two bio-based fibres -viscose and lyocell -- on earthworms, a species critical to the health of soils globally.

The study found that in high concentrations of fibres, 30% of earthworms died after 72 hours when exposed to polyester, while those exposed to the bio-based fibres experienced much higher mortality of up to 60% in the case of lyocell and 80% for viscose.

A second experiment, using environmentally relevant concentrations of the fibres, indicated that earthworms housed in soils containing viscose fibres exhibited reduced reproduction compared to those exposed to polyester fibres. Earthworms in the soils containing lyocell fibres showed reduced growth and also higher rates of burrowing within the soil compared to exposure to the other types of fibre.




The researchers say the study highlights the complex nature of global efforts to reduce the threat of microplastic pollution, and the importance of testing new materials being advocated as alternatives to plastics before they are released on the open market.

The study was carried out as part of the BIO-PLASTIC-RISK project, led by researchers at the University of Plymouth and the University of Bath, and supported with PS2.6million funding by the Natural Environmental Research Council.

Dr Winnie Courtene-Jones, lead author on the new study and now a Lecturer in Marine Pollution at Bangor University, said: "Over 320,000 tonnes of bio-based and biodegradable fibres were produced globally in 2022 and research shows that substantial quantities of that will end up in the environment. However, evidence of their ecological impacts has been lacking. Our study has shown that bio-based fibres have a range of adverse effects on earthworms -- animals which are critical to the functioning of the environment. It highlights the importance of gathering further evidence before alternatives to conventional plastics are made available even more widely."

The new study follows research published earlier in 2024 which highlighted that being exposed to the materials used in biodegradable teabags can result in earthworm populations experiencing up to 15% greater mortality, and have a detrimental effect on earthworm reproduction.

It has been published just a few weeks before the United Nations gathers world leaders meet in Busan, South Korea, for the final round of negotiations regarding a possible Global Plastics Treaty.

Professor Richard Thompson OBE FRS, senior author on the new study and Head of the University of Plymouth's International Marine Litter Research Unit, will be at those discussions along with policy makers, scientists and other delegates from across the world.

He added: "It is clear that along with recycling and re-use, tackling plastic pollution will require a reduction in the quantities of plastics used and produced. There is increasing interest in alternative materials that could be used as substitutes for plastic, but this publication further emphasises the importance of testing new innovations in relevant environmental settings prior to widescale adoption. I firmly believe it is possible to tackle the plastic pollution crisis, but independent scientific evidence will be critical in helping us avoid unintended consequences as we look for solutions."
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Towards a hydrogen-powered future: Highly sensitive hydrogen detection system | ScienceDaily
Hydrogen gas is a promising energy source with several advantages -- it is lightweight, storable, energy-dense, and environmentally friendly compared to fossil fuels, producing no pollutants or greenhouse gas emissions. As such, it has extensive applications across different fields, including transportation, architecture, power generation, and industries. However, hydrogen is highly flammable, and therefore its safe and widespread use requires reliable methods for detecting leaks and ensuring its purity. The need for reliable detection methods has necessitated the development of trace-gas sensing techniques. While several methods have been developed for hydrogen sensing, none offer optimal performance.


						
One promising method is tunable diode laser absorption spectroscopy (TDLAS) technology, which has gained significant attention for detecting various gases. TDLAS offers several key advantages, including non-contact measurement, in situ detection, high selectivity, rapid response, low cost, and multi-component, multi-parameter measurement capabilities. It works on the principle that gases absorb light at a specific wavelength, resulting in a dark line in the absorption spectrum, known as the absorption line. By measuring the amount of laser light that has been absorbed at this wavelength, the concentration of the gas can be determined. However, detecting low concentrations of hydrogen with TDLAS is difficult because hydrogen has weaker absorption in the infrared region compared to other gases.

To address this issue, a research team from Japan led by Associate Professor Tatsuo Shiina from the Graduate School of Engineering, Chiba University, developed an innovative method for precise hydrogen gas measurement using TDLAS. The team comprised Alifu Xiafukaiti and Nofel Lagrosas from the Graduate School of Engineering, Chiba University, Ippei Asahi from the Shikoku Research Institute Inc., and Shigeru Yamaguchi from the School of Science, Tokai University. Their study was made available online on August 13, 2024, and published in Volume 180 of the journal Optics and Laser Technology on January 01, 2025.

"In this study, we achieved highly sensitive detection of hydrogen gas through meticulous control of pressure and modulation parameters in the TDLAS setup. Additionally, we introduced a calibration-free technique that ensures the adaptability to a wide range of concentrations," explains Prof. Shiina.

In TDLAS, laser light is passed through a pressurized gas cell called a Herriott multipass cell (HMPC) containing the target gas. The laser's wavelength is modulated or oscillated around the target absorption line of the gas at a specific frequency to remove any environmental noise. The pressure in HMPC can significantly influence the absorption line width and consequently the modulation parameters under TDLAS.

The researchers carefully analyzed the width of hydrogen's strongest absorption line at different pressures. Through simulations, the researchers identified the optimal pressure for a broader absorption line width and the most effective modulation parameters within this line width. Their calibration-free technique involved using the first harmonic of the modulated absorption signal to normalize the second harmonic through their ratio, instead of just relying on the second harmonic signal as in conventional TDLAS systems. Additionally, they employed a high-pressure gas cell containing pure hydrogen as a reference to fine-tune the modulating parameters of the laser signal.

Through this innovative approach, the researchers achieved accurate measurements of hydrogen concentrations in a wide detection range from 0.01% to 100%, where 0.01% equals a concentration of just 100 parts per million (ppm). Moreover, the results improved with longer integration times (the time period during which light is allowed to be absorbed). At 0.1 second integration time, the minimum detection limit was 0.3% or 30,000 ppm, which improved to 0.0055% or 55 ppm at 30 seconds integration time. However, beyond 30 seconds the minimum detection limit increased.

"Our system can significantly improve hydrogen detection systems for safety and quality control, facilitating wider adoption of hydrogen fuel. For example, this system can be reliably used for the detection of leakages in hydrogen fuel cell cars," remarks Prof. Shiina about the potential applications of the study.

To summarize, this pioneering technique could help pave the way for a sustainable future and boost the implementation of hydrogen as an eco-friendly fuel.
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Deaf male mosquitoes don't mate | ScienceDaily
Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.


						
Now a study out of UC Santa Barbara reveals that this is really all there is to it. Researchers in Professor Craig Montell's lab created deaf mosquitoes and found that the males had absolutely no interest in mating. "You could leave them together with the females for days, and they will not mate," Montell said.

The dramatic change was simple to produce. "The absence of a single gene, trpVa, produced this profound effect on mosquito mating behavior," explained co-lead author Dhananjay Thakur, a postdoctoral scholar in the Department of Molecular, Cellular, and Developmental Biology.

The results, published in the Proceedings of the National Academy of Sciences could have major implications for how we manage disease transmission by better controlling the populations of mosquito vectors, such as Aedes aegypti, that infect hundreds of millions of people every year with viruses that cause diseases.

Frisky skeeters

"On summer evenings, we often see swarms of mosquitoes gathered by the water or under streetlights. These gatherings are essentially mass mating events," said co-lead author Yijin Wang, a former postdoc at UCSB. Although mosquitoes possess an extraordinary ability to reproduce, scientists still have a limited understanding of the molecular and neurological mechanisms at work.

Courtship for Aedes aegypti usually progresses like this: Females flap their wings at around 500 Hz. When males hear this, they take off, buzzing at about 800 Hz. The males also rapidly modulate this frequency when the ladies are around. Then there's a quick midair rendezvous, and the paramours go their separate ways. Males are always scouting out new potential partners, but a female that's successfully mated generally won't do so again.




Montell and co-lead authors Yijin Wang, Thakur and Emma Duge suspected that hearing played a role in this behavior, so they investigated the insect's auditory neurons. These lie at the base of the antennae in a structure called the Johnston's organ. The antennae are magnificent multi-sensory apparatuses, chock-full of olfactory, mechanosensory and even thermal infrared sensilla, as Montell's lab recently discovered. In the current study, the team focused on a particular sensory channel called TRPVa -- and the corresponding gene, trpVa -- which is the mosquito analogue of a channel required for hearing in fruit flies.

The team used CRISPR-Cas9 to knock out the gene that codes for TRPVa in Aedes aegypti mosquitoes. The resulting animals showed no reaction to sound. In fact, they found that sound elicited no electrical activity from neurons in the Johnston's organ. The insects were truly deaf.

And when the authors placed deaf males in chambers with females ... nothing happened. "If they can't hear the female wingbeat, they're not interested," Montell said. Their hearing counterparts, on the other hand, wasted no time in getting busy: mating many times in the course of a few minutes.

A romantic soundtrack

Hearing is not only necessary for males to mate, it seems to be sufficient to rouse their desires. When the authors played the sound of female wingbeats to normal males, the males typically responded with abdominal thrusts. They were primed and ready for action. Deaf males barely twitched.

Females, however, were a different story. Deaf females still had some lust left in them. "The impact on the female is minimal, but the impact on the male is absolute," Montell said. The team plans to study these differences in future work.




"I think the reason why our major finding is so shocking is because, in most organisms, mating behavior is dependent on a combination of several sensory cues," said Duge, one of Montell's doctoral students. "The fact that taking away a single sense can completely abolish mating is fascinating."

And the authors believe that their results -- the role of sound in mating and the function TRPVa plays in hearing -- generalize to other species of mosquito.

Looking inside

A mosquito's physiology reveals just how important hearing is to these insects. Male mosquitoes have the most auditory neurons of any known insect, Montell explained. Females have half as many. That's still a lot, but hearing is much more crucial for males.

To identify which neurons express the trpVa gene, the authors added a gene coding for green fluorescent protein into the mosquito genome. They did this in a way such that the fluorescent protein was expressed indirectly under the control of the trpVa promoter. A promoter is a DNA sequence usually located at the start of a gene where enzymes bind to initiate transcription, in this case triggering the production of those green fluorescent proteins. Now the mutant mosquitoes would produce green fluorescent protein in all the places that normally would produce TRPVa. So the same mosquitoes provided test subjects for the experiment and a bright green map of TRPVa expression for the analysis.

Unsurprisingly, the team found that trpVa is expressed in the Johnston's organ. And they could clearly follow the paths of auditory neurons from there into the brain, as well as see differences in these paths between male and female mosquitoes.

Hijacking mosquito courtship

Pathogens spread by the mosquito Aedes aegypti infect some 400 million people a year, of which about 100 million develop diseases like dengue, zika and yellow fever. This means that understanding its behavior and lifecycle can provide us tools and insights in disease prevention.

One potential method to control insect vectors is the sterile insect technique (SIT), which works by releasing a large number of sterile males to mate with females. In certain insects, like mosquitoes, successful mating prevents females from seeking other partners. And, if the female mates with a sterile male, she doesn't actually produce offspring. In theory, this can suppress the population.

The technique works marvelously for certain agricultural pests like the California medfly. "The fact that you haven't heard of this pest is a testament to how successful SIT is, because 30 years ago it was all over the news," Montell said.

But the success of SIT in Aedes aegypti is limited by the competitiveness of the sterile males; they have to get to the females first for the ploy to work. Currently, the technique doesn't cause enough suppression in mosquito populations for them to drop below the critical threshold and send the population plummeting. Given the central role of hearing in mosquito courtship, trpVa might provide a target for increasing the effectiveness of SIT. Montell's lab is working on several ways to make sterile males that can outcompete their natural counterparts. Hopefully, the trick will be as straightforward as these unfussy lovers.
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Gut microbes play a key role in regulating stress responsiveness throughout the day, research finds | ScienceDaily
A pioneering study has uncovered the vital role that gut microbiota plays in regulating stress responses by interacting with the body's circadian rhythms.


						
The findings open the door for developing new microbial-based therapies that could help individuals better manage stress related mental health conditions, such as anxiety and depression which are often associated with alterations in circadian and sleep cycles.

This breakthrough research from University College Cork and APC Microbiome Ireland -- a Research Ireland Centre -- offers compelling evidence that the trillions of microorganisms in the gut orchestrate the body's hormonal responses to stress in a time-dependent manner, paving the way for new therapeutic approaches targeting the gut-brain axis.

Published in Cell Metabolism, this study shines a spotlight on the intricate relationship between the gut microbiota and the hypothalamic-pituitary-adrenal (HPA) axis, the body's central stress response system. The research demonstrates that depletion of gut microbiota leads to an hyperactivation of the HPA-axis in a time-of-day specific manner, which alongside with alterations to the brain's stress and circadian responding regions, results in altered stress responsivity across the day.

The study further identifies specific gut bacteria, including a Lactobacillus strain (Limosilactobacillus reuteri), as key influencers of this circadian-regulated stress mechanism. L. reuteri emerged as a candidate strain that modulates glucocorticoid secretion (stress hormones), linking the microbiota's natural diurnal oscillations with altered stress responsiveness.

This groundbreaking discovery opens up new possibilities for psychobiotic interventions aimed at improving mental health outcomes by targeting gut bacteria that influence stress regulation.

Impact and Implications

With modern lifestyles increasingly disrupting circadian rhythms through irregular sleep patterns, high stress, and poor diet, this research underscores the importance of the gut microbiota in maintaining the body's natural stress-regulation processes.




Speaking about the findings, Principal Investigator Professor John Cryan said,

"Our research has revealed an important link between the gut microbiota and how the brain responds to stress in a time-specific way. The gut microbiome doesn't just regulate digestion and metabolism; it plays a critical role in how we react to stress, and this regulation follows a precise circadian rhythm. These findings underscore the importance of maintaining a healthy microbiome, particularly for those living in today's stressful and fast-paced environment."

First author Dr Gabriel Tofani added "Our findings underscore the importance of not only the gut microbiota composition, but also how gut microbes change across the day. By showing that gut bacteria influence how the body handles stress throughout the day, we're helping to understand the mechanisms through which the microbiota shapes our responses to the environment around us. Our work also demonstrates that exploring this relationship between the gut microbiota and circadian rhythms will be key in the development of microbiota based therapies for the stress-related disorders in the future."

"This study is a significant leap forward in our understanding of how the microbiome shapes our mental health," said Professor Paul Ross, Director of APC Microbiome Ireland. "At APC, we are committed to unravelling the many ways in which our gut microbiome impact human health, and this research provides crucial insight into how targeting specific bacteria may help manage or even prevent stress-related conditions. The potential to improve mental health through microbiome-based interventions is very real, and this study takes us one step closer to that goal."

The study was conducted at APC, a global leader in microbiome research based at University College Cork. Professor Cryan's team has long been at the forefront of gut-brain axis research, and this new discovery adds to the growing body of evidence that gut bacteria have far-reaching effects on mental and physical health.
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Bacteria breakthrough could accelerate mosquito control schemes | ScienceDaily
Mosquito larvae grow faster if they're exposed to particular bacteria, according to a new study that could help global health programmes.


						
Aedes aegypti mosquitoes spread illnesses including dengue, yellow fever and Zika.

Anti-disease programmes breed and release non-biting male mosquitoes that are either sterile or prevent transmission of diseases.

These mass release programmes can be substantially more effective than the widespread spraying of insecticides, as these insects have developed resistance to many commonly employed chemicals.

The new study, by the universities of Exeter and Wageningen, examined how Asaia bacteria affects the development of mosquito larvae.

The results show that Asaia accelerated development time by a day -- which could boost mass-rearing schemes that need to produce millions of adults.

"We know that every species, including humans, depends on a 'microbiome' -- a complex mix of microorganisms living inside the body," said Professor Ben Raymond, of the Centre for Ecology and Conservation on the University of Exeter's Penryn Campus in Cornwall.




"Asaia bacteria have been suggested as beneficial parts of mosquito microbiomes, but this has never been rigorously tested in Aedes aegypti.

"We know that Aedes aegypti mosquito larvae can't develop at all without a microbiome, and our study shows two Asaia species can play a beneficial role."

The larval period of Aedes aegypti mosquitoes usually lasts about 10 days, so accelerating by a day could be a valuable boost to mass production.

In the study, Asaia bacteria were added to the water where mosquito larvae developed.

Two particular species accelerated larval development.

The mechanism for this is unclear, but it does not appear that these bacteria provided direct nutritional benefits.

Instead, they changed the wider bacterial community, reducing abundance of certain bacteria -- including some species that may be slightly parasitic.

Asaia bacteria also remove oxygen -- creating conditions that produce hormones to promote development.
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Scientists tackle farm nutrient pollution with sustainable, affordable designer biochar pellets | ScienceDaily
What if farmers could not only prevent excess phosphorus from polluting downstream waterways, but also recycle that nutrient as a slow-release fertilizer, all without spending a lot of money? In a first-of-its-kind field study, University of Illinois Urbana-Champaign researchers show it's possible and economical.


						
"Phosphorus removal structures have been developed to capture dissolved phosphorus from tile drainage systems, but current phosphorus sorption materials are either inefficient or they are industrial waste products that aren't easy to dispose of. This motivated us to develop an eco-friendly and acceptable material to remove phosphorus from tile drainage systems," said study author Hongxu Zhou, who completed the study as a doctoral student in the Department of Agricultural and Biological Engineering (ABE), part of the College of Agricultural, Consumer and Environmental Sciences and The Grainger College of Engineering at U. of I.

Zhou and his co-authors used sawdust and lime sludge, byproducts from milling and drinking water treatment plants, respectively. They mixed the two ingredients, formed the mixture into pellets, and slow-burned them under low-oxygen conditions to create a "designer" biochar with significantly higher phosphorus-binding capacity compared to lime sludge or biochar alone. Importantly, once these pellets bind all the phosphorus they can hold, they can be spread onto fields where the captured nutrient is slowly released over time.

Leveraging designer biochar's many sustainable properties, the team tested pellets in working field conditions for the first time, monitoring phosphorus removal in Fulton County, Illinois, fields for two years. Like the majority of Midwestern corn and soybean fields, the experimental fields were fitted with subsurface drainage pipes. This drainage water flowed through phosphorus removal structures filled with designer biochar pellets of two different sizes. The team tested 2-3 centimeter biochar pellets during the first year of the experiment, then replaced them with 1 cm pellets for the second year.

Both pellet sizes removed phosphorus, but the 1-centimeter pellets performed much better, reaching 38 to 41% phosphorus removal efficiency, compared with 1.3 to 12% efficiency for the larger pellets.

The result was not a surprise for study co-author Wei Zheng, who said smaller particle sizes allow more contact time for phosphorus to stick on designer biochar. Zheng, a principal research scientist at the Illinois Sustainable Technology Center (ISTC), part of the Prairie Research Institute at U. of I., has done previous laboratory studies showing a powdered form of designer biochar is highly efficient for phosphorus removal. But powdered materials wouldn't work in the field.

"If we put powder-form biochar in the field, it would easily wash away," Zhou said. "This is why we have to make pellets. We have to sacrifice some efficiency to ensure the system will work under field conditions."

After showing the pellets are effective in real-world scenarios, the research team performed techno-economic and life-cycle analyses to evaluate the economic breakdown for farmers and the overall sustainability of the system.




The cost to produce designer biochar pellets was estimated at $413 per ton, less than half the market cost of alternatives such as granular activated carbon ($800-$2,500 per ton). The team also estimated the total cost of phosphorus removal using the system, arriving at an average cost of $359 per kilogram removed. This figure varied according to inflation and depending on the frequency of replacing pellets -- two years appeared to be the most cost-effective scenario.

The life cycle analysis showed the system -- including returning spent biochar pellets to crop fields and avoiding additional phosphorus and other inputs -- could save 12 to 200 kilograms of carbon dioxide-equivalent per kilogram of phosphorus removed. Zhou says the benefits go beyond nutrient loss reduction and carbon sequestration to include energy production, reduction of eutrophication, and improving soils.

"At the moment, there's no regulation that requires farmers to remove phosphorus from drainage water. But we know there are many conservation conscious farmers who want to reduce nitrate and phosphorus losses from their fields," said co-author Rabin Bhattarai, associate professor in ABE. "If they're already installing a woodchip bioreactor to remove nitrate, all they'd have to do is add the pellets to the control structure to remove the phosphorus at the same time. And there's something very attractive about being able to reuse the pellets on the fields."
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New trigger proposed for record-smashing 2022 Tonga eruption | ScienceDaily
Fifteen minutes before the massive January 2022 eruption of the Hunga Tonga-Hunga Ha'apai volcano, a seismic wave was recorded by two distant seismic stations. Now, researchers argue that similar early signals could be used to warn of other impending eruptions in remote oceanic volcanoes.


						
The researchers propose that the seismic wave was caused by a fracture in a weak area of oceanic crust beneath the volcano's caldera wall. That fracture allowed seawater and magma to pour into and mix together in the space above the volcano's subsurface magma chamber, explosively kickstarting the eruption.

The research was published in Geophysical Research Letters, an open-access AGU journal that publishes high-impact, short-format reports with immediate implications spanning all Earth and space sciences.

The results build on the researchers' previous work monitoring remote volcanoes. In this case, the Rayleigh wave, a type of seismic wave that moves through the Earth's surface, was detected 750 kilometers (approximately 466 miles) from the volcano.

"Early warnings are very important for disaster mitigation," said Mie Ichihara, a volcanologist at the University of Tokyo and one of the study's coauthors. "Island volcanoes can generate tsunamis, which are a significant hazard."

Silent precursor to a violent eruption

Hunga Tonga-Hunga Ha'apai is an oceanic volcano in the western Pacific Ocean in the Kingdom of Tonga. The seamount was created by the subduction of the Pacific Plate underneath the Australian Plate, a process that generates magma and leads to eruptions.




On January 15, 2022, the volcano erupted with record-breaking energy, injecting 58,000 Olympic swimming pools of water vapor into the stratosphere, setting off an unprecedented lightning storm and generating a tsunami. That massive eruption was preceded by a smaller eruption on January 14 and, before that, a month of eruptive activity.

Researchers still debate the exact start time of the eruption, though most agree that the eruption started shortly after 4:00 Coordinated Universal Time (UTC). The new study reports a Rayleigh wave that started around 3:45 UTC.

The researchers used seismic data to analyze the Rayleigh wave, which was detected by instruments, but not felt by humans, at seismic stations on the islands of Fiji and Futuna. While Rayleigh waves are a common feature of volcanic eruptions and earthquakes, the researchers believe that this wave signified a precursor event and possible cause of the massive eruption.

"Many eruptions are preceded by seismic activity," said Takuro Horiuchi, a volcanology graduate student at the University of Tokyo and the lead author of the study. "However, such seismic signals are subtle and only detected within several kilometers of the volcano."

In contrast, this seismic signal traveled a great distance, indicating a huge seismic event. "We believe unusually large movements started at the time of the precursor," Horiuchi said.

Secrets of the seamount

Scientists may never know exactly what caused the gigantic, "caldera-forming" eruption, but Ichihara believes that the process was not instantaneous. Instead, she thinks that this precursor event was the start of an underground process that ultimately led to the eruption.




But it can be difficult to nail down the origins of these rare, colossal eruptions.

"There are very few observed caldera-forming eruptions, and there are even fewer witnessed caldera-forming eruptions in the ocean," Ichihara said. "This gives one scenario about the processes leading to caldera formation, but I wouldn't say that this is the only scenario."

Regardless, detecting early eruption signals may give island nations and coastal areas more valuable time to prepare when faced with imminent tsunamis -- even when the signal cannot be felt on the surface.

"At the time of the eruption, we didn't think of using this kind of analysis in real-time," Ichihara said. "But maybe the next time that there is a significant eruption underwater, local observatories can recognize it from their data."
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Satellite imagery may help protect coastal forests from climate change | ScienceDaily
Sea-level rise caused by climate change poses a serious and often unpredictable threat to coastal forests, and new tools are needed to help mitigate damage and allocate conservation resources.


						
A new study from North Carolina State University and the United States Geological Survey (USGS) details how satellite imagery may help identify forested areas that are being transformed into marshes and open water by sea-level rise, a process known as regime change. Marcelo Ardon, associate professor at NC State and co-author of a paper on the study, said that by predicting how an area is changing, this new modeling tool may help conservationists apply their limited funding in areas where it will be the most effective.

"We know that these coastal ecosystems are changing, and it's hard to predict where and when the change is going to happen. What we found is that through remote sensing, you can get a trajectory of where an area is going," Ardon said. "That way you can identify which areas might be better to put funding into; if an area might not need help, or if it is just too far into the regime change to pull it back. That in turn can help allocate those limited conservation dollars where they will make the most difference."

Initially, researchers set out to determine if satellite imagery could be used to detect regime change in coastal wetlands ahead of time by identifying the kinds of early-warning signals that have been found in other ecosystems. These results proved inconsistent, Ardon said. While the data could sometimes detect those signals, it also returned false positives and negatives.

Instead, researchers were able use the same satellite data tool -- a metric called the Normalized Difference Vegetation Index -- to identify how vegetation health was changing. The NDVI works by using multiple wavelengths from satellite sensors that scan the earth at different times, collecting data on how much red light plants absorb and how much near-infrared light they reflect. Using these values researchers can estimate the NDVI, which effectively measures the greenness and health of plants in the area. The NDVI of a forest is higher than that of a marsh or open water, so it can be used to detect the changes of these systems.

Lead author Melinda Martinez, research ecologist with the USGS, first worked on the study as a Ph.D. student at NC State. She said that the study uncovered stark differences in regime changes between areas that were close together.

"In some areas where regime change was happening quickly, the transitions from forest to marsh or even open water happened within the span of five to six years," Martinez said. "But then in other areas, sometimes places within the same site, it would happen over much longer periods of time. We knew there would be variation, but we didn't expect that level of difference between areas in such proximity."
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The secrets of baseball's magic mud | ScienceDaily
The unique properties of baseball's famed "magic" mud have never been scientifically quantified -- until now.


						
In a new paper in Proceedings of the National Academy of Sciences (PNAS), researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) and School of Arts & Sciences (SAS) reveal what makes the magic mud so special.

"It spreads like a skin cream and grips like sandpaper," says Shravan Pradeep, the paper's first author and a postdoctoral researcher in the labs of Douglas J. Jerolmack, Edmund J. and Louise W. Kahn Endowed Term Professor in Earth and Environmental Science (EES) within SAS and in Mechanical Engineering and Applied Mechanics (MEAM) within Penn Engineering, and Paulo Arratia, Eduardo D. Glandt Distinguished Scholar and Professor in MEAM and in Chemical and Biomolecular Engineering (CBE).

In 2019, at the behest of sportswriter Matthew Gutierrez, the group analyzed the composition and flow behavior of the mud, which has been harvested for generations by the Bintliff family at a secret location in South Jersey and is applied by each team's equipment manager to every game ball in Major League Baseball (MLB), including in this year's playoffs. "We provided a quick analysis," says Jerolmack, "but not anything that rose to the level of scientific proof."

Despite numerous articles and TV segments describing the mud that cite everyone from MLB players to the Bintliffs about the mud's effects, the researchers could not find any scientific evidence that the mud actually makes balls perform better, as players claim. "I was very interested in whether the use of this mud was based in superstition," says Jerolmack.

Two years later, when Pradeep joined the labs, he took the lead in devising three sets of experiments to determine if the mud actually works: one to measure its spreadability, one to measure its stickiness and one to measure its effect on baseballs' friction against the fingertips.

The first two qualities could be measured using existing equipment -- a rheometer and atomic force microscopy, respectively -- but to measure the mud's frictional effects, the researchers had to build a new experimental setup, one that mimicked the properties of human fingers. "The question is, how do you quantify the friction between the ball, your finger and the little oils between those two?" says Arratia.




To solve the problem, the researchers created a rubber-like material with the same elasticity as human skin, and covered it with oil similar to that secreted by human skin, then carefully and systematically rubbed the oiled material against strips of baseballs that had been mudded in the manner specified by MLB.

Xiangyu Chen, a MEAM senior and coauthor of the paper, played a key role in devising the artificial finger apparatus. "We needed to have a consistent finger-like material," says Chen. "If we just held our fingers to it, it wouldn't produce very consistent results."

The researchers say their work confirms what MLB players have long professed: that the magic mud works, and is not simply a superstition like playoff beards and rally caps. "It has the right mixture to make those three things happen," says Jerolmack. "Spreading, gripping and stickiness."

MLB has explored replacing the magic mud with synthetic lubricants, but so far failed to replicate the mud's properties. The researchers suggest sticking with the original. "This family is doing something that is green and sustainable, and actually is producing an effect that is hard to replicate," says Jerolmack.

Beyond baseball, the researchers hope their work -- and the mud's star status -- will spark more interest in the use of natural materials as lubricants. "This is just a venue for us to show how geomaterials are already being used in a sustainable way," says Arratia, "and how they can give us some exquisite properties that might be hard to produce from the ground up."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and School of Arts & Sciences and supported in part by the National Science Foundation (NSF) Major Research Instrumentation Award (NSF-MRI-1920156), NSF Penn MRSEC (NSF-DMR-1720530), NSF Engineering Research Center for the Internet of Things for Precision Agriculture (NSF-EEC-1941529), NASA Planetary Science and Technology Through Analog Research Program (PSTAR Grant 80NSSC22K1313), Army Research Office (ARO Grant W911NF2010113), Penn Center for Soft and Living Matter Postdoctoral Fellowship, and the University of Pennsylvania's Singh Center for Nanotechnology, a National Nanotechnology Coordinated Infrastructure (NNCI) member supported by NSF Grant ECCS-1542153. 

Additional co-authors include Ali Seiphoori of the University of Pennsylvania and the Norwegian Geotechnical Institute, and David Vann of the University of Pennsylvania.
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Small reductions to meat production in wealthier countries may help fight climate change, new analysis concludes | ScienceDaily
Scientists and environmental activists have consistently called for drastic reductions in meat production as a way to reduce emissions and, in doing so, combat climate change. However, a new analysis concludes that a smaller reduction, borne by wealthier nations, could remove 125 billion tons of carbon dioxide -- exceeding the total number of global fossil fuel emissions over the past three years -- from the atmosphere.


						
Small cutbacks in higher-income countries -- approximately 13% of total production -- would reduce the amount of land needed for cattle grazing, the researchers note, allowing forests to naturally regrow on current pastureland. The return of trees -- long known to effectively absorb, or sequester, carbon dioxide (CO2) -- would drive significant declines in fossil fuel emissions, which the study's authors estimate would roughly equal three years' worth of global emissions.

"We can achieve enormous climate benefits with modest changes to the total global beef production," says Matthew N. Hayek, an assistant professor in New York University's Department of Environmental Studies and the lead author of the analysis, which appears in the journal Proceedings of the National Academy of Sciences (PNAS). "By focusing on regions with potentially high carbon sequestration in forests, some restoration strategies could maximize climate benefits while minimizing changes to food supplies."

The analysis found that pasturelands, especially in areas that were once forests, hold immense promise for mitigating climate change. When livestock are removed from these "potential native forest" areas, ecosystems can revert to their natural forested state, capturing carbon in trees and soil.

The paper's authors see high- and upper-middle-income countries as viable candidates for reduction in beef production because they have some current pasture areas that do not produce very much grass per acre, exist where grass grows only during a short growing season, and are in areas that could, instead, grow vast, lush forests with deep soils that work to sequester carbon. This differs significantly from other regions, including sub-Saharan Africa and South America, where much more pasture can grow year-round, producing more feed for animals per acre than northern countries. In addition, the research team sees ways lower-income regions could increase the efficiency at which cattle are fed and raised on grass as a way to offset the minor loss in production from higher-income countries.

"This isn't a one-size-fits-all solution," Hayek emphasizes. "Our findings show that strategic improvements in the efficiency of cattle herds in some areas, coupled with decreased production in others, could lead to a win-win scenario for climate and food production."

The study reveals an even more dramatic potential for climate mitigation if the scope of restoration was expanded. The researchers found that removing cattle, sheep, and other grazing livestock from all potentially natively forested areas globally could sequester a staggering 445 gigatons of CO2 by the end of this century -- the equivalent to more than a decade of current global fossil fuel emissions.




"Importantly, this approach would still allow livestock grazing to remain on native grasslands and dry rangelands, which are places where crops or forests cannot easily grow," says Hayek. "These areas support more than half of global pasture production, meaning that this ambitious forest restoration scenario would require cutting global cattle, sheep, and other livestock herds by less than half. These findings underscore the immense potential of natural forest restoration as a climate solution."

The PNAS study used remote sensing technology to track pasture productivity -- the amount of grass produced annually that livestock can consume -- in order to estimate the climate benefits that reductions would yield.

"Even if two different areas can regrow the same amount of carbon in trees, we can now know how much pasture, hence beef production, we would have to lose in each area to grow those trees back," explains Johannes Piipponen, a doctoral candidate at Finland's Aalto University and coauthor of the study, who led this technical advance. "For many consumers in high-income regions, like Europe and North America, reducing excessive meat consumption benefits both their health and the environment. However, until now, it has remained rather unclear where the required decreases in production could begin."

Maps produced by the team's research can identify areas where policies could be prioritized for reducing beef production and hastening forest recovery -- for instance, by offering forest land conservation incentives or buyouts to beef producers.

The authors acknowledge that ecosystem regrowth is not a substitute for efforts to reduce fossil fuel emissions. But, it can serve as a powerful complement to combat climate change.

"In many places, this regrowth could occur by seeds naturally dispersing and trees regrowing without any human involvement," says Hayek. "However, in some places, with especially degraded environments or soils, native and diverse tree-planting could accelerate forest restoration, giving regrowth a helping hand. This long-term regrowth would benefit the climate for decades to come, with significant regrowth and carbon capture beginning within just a few years in many areas, and lasting for 75 years or more until forests nearly mature."

The authors also emphasize that while the findings do not call for extreme changes to global food production and trade patterns, swift action is necessary in order to meet climate goals.

"Within the next two decades, countries are aiming to meet critical climate mitigation targets under international agreements, and ecosystem restoration on converted pasturelands can be a critical part of that," observes Hayek. "Our study's findings could offer paths forward for policymakers aiming to address both climate mitigation and food security concerns. As countries worldwide commit to ambitious reforestation targets, we hope that this research can help identify and prioritize the most effective areas for carbon sequestration efforts while considering global food needs."
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Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events? | ScienceDaily
Between about 120 million and 130 million years ago, during the age of dinosaurs, temperate forests and lakes hosted a lively ecosystem in what is now northeast China. Diverse fossils from that time remained pretty much undisturbed until the 1980s, when villagers started finding exceptionally preserved creatures, which fetched high prices from collectors and museums. This started a fossil gold rush. Both locals and scientists have now dug so much, their work can be seen from space -- perhaps the most extensive paleontological excavations anywhere.


						
By the 1990s, it was clear that the so-called Yixian Formation contained uniquely well preserved remains of dinosaurs, birds, mammals, insects, frogs, turtles and other creatures. Unlike the skeletal and often fragmentary fossils unearthed in most other places, many animals came complete with internal organs, feathers, scales, fur and stomach contents. It suggested some kind of sudden, unusual preservation process at work. The finds even included a cat-size mammal and a small dinosaur locked in mortal combat, stopped in mid-action when they died. The world's first known non-avian feathered dinosaurs showed up -- some so intact that scientists worked out the feathers' colors. The discoveries revolutionized paleontology, clarifying the evolution of feathered dinosaurs, and proving without a doubt that modern birds are descended from them.

How did these fossils come to be so perfect? The leading hypothesis up to now has been sudden burial by volcanism, perhaps like the waves of hot ash from Mt. Vesuvius that entombed many citizens of Pompeii in A.D. 79. The Yixian deposits have been popularly dubbed the "Chinese Pompeii."

A new study says the Pompeii idea is highly appealing -- and totally wrong. Instead, the creatures were preserved by more mundane events including collapses of burrows and rainy periods that built up sediments that buried the dead in oxygen-free pockets. Earlier studies have suggested that multiple Pompeii-type events took place in pulses over about a million years. The current study uses newly sophisticated technology to date the fossils to a compact period of less than 93,000 years when nothing particular happened.

The study was just published in the journal Proceedings of the National Academy of Sciences.

"These are probably the most important dinosaur discoveries of the last 120 years," said study coauthor Paul Olsen, a paleontologist at the Columbia Climate School's Lamont-Doherty Earth Observatory. "But what was said about their method of preservation highlights an important human bias. That is, to ascribe extraordinary causes, i.e. miracles, to ordinary events when we don't understand their origins. These [fossils] are just a snapshot of everyday deaths in normal conditions over a relatively brief time."

The Yixian Formation fossils come in two basic varieties: intact, perfectly articulated 3D skeletons from deposits formed mainly on land, and flattened but highly detailed carcasses found in lake sediments, some containing soft tissues.




To come up with fossil ages, the study's lead author, Scott MacLennan of South Africa's University of the Witwatersrand, analyzed tiny grains of the mineral zircon, taken from both surrounding rocks and the fossils themselves. Within these, he measured ratios of radioactive uranium against lead, using a new, extremely precise method called chemical abrasion isotope dilution thermal ionization mass spectroscopy, or CA-ID-TIMS. The fossils and surrounding material consistently dated to 125.8 million years ago, centered around a period of less than 93,000 years, though the exact number is not clear.

Further calculations showed that this timeframe contained three periods controlled by variations in the Earth's orbit when the weather was relatively wet. This caused sediments to build up in lakes and on land far more rapidly than previously had been thought. Many deceased creatures were quickly buried, and oxygen that normally would fuel decomposition was sealed out. The sealing effect was fastest in lakes, resulting in the preservation of soft tissues.

The researchers rule out volcanism on multiple counts. Some previous studies have suggested that creatures were encased by lahars, fast-moving concrete-like slurries of mud that flow off volcanoes following eruptions. But lahars are extremely violent, said Olsen, and apt to rip apart any living or dead thing they encounter, so this explanation does not work.

Others have said pyroclastic flows -- fast-moving waves of searing ash and poisonous gases a la Mt. Vesuvius -- were responsible. These struck down residents of Pompeii, then wrapped the bodies in protective layers of material that preserved them as they were at the moment of death. Even when remains decayed, voids in the ashes remained, from which investigators have made lifelike plaster casts. The remains characteristically are curled in so-called pugilistic positions, torturously doubled over and with limbs severely drawn up, as blood boiled and bodies crumpled in the explosive heat. Victims of modern fires exhibit similar poses.

While there are in fact layers of volcanic ash, lava and intrusions of magma in the Yixian Formation, the remains there don't match those of the unfortunate Pompeiians. For one thing, feathers, fur and everything else would almost certainly have been burned in a pyroclastic flow. For another, the dinosaurs and other animals are not in pugilistic positions; rather, many are found with arms and tails tucked cozily around their bodies, as if they were sleeping, perhaps dreaming dinosaur dreams, when death found them.

The evidence points instead to sudden burrow collapses, say the researchers. Cores of rock surrounding the skeletonized fossils generally consist of coarse grains, but grains immediately around and within the skeletons tend to be much finer. The researchers interpret this to mean that there was enough oxygen around for a while for bacteria or insects to degrade at least the animals' skin and organs, and as this happened, whatever fine grains were in the surrounding material preferentially seeped in and filled the voids; the more decay-resistant bones remained intact. Even today, burrow collapses are a common cause of death for birds such as penguins, said Olsen. The frozen-in-time mammal-dinosaur battle may well have happened as the mammal invaded the dinosaur's burrow to try and eat it or its babies, he said.




As to what caused the burrow collapses, this is speculation, he said. One thought: bigger dinosaurs (whose remains don't appear here but who were almost certainly around) could have squished burrows simply by tromping around. Exceptionally rainy times could have helped destabilize the ground.

Olsen believes the Yixian Formation is not unique. "It's just that there is no place else where such intense collecting has been done in this kind of environment," he said. China has tried to limit for-profit fossil sales, but the market is still thriving, and huge government resources are going into development of tourism around the fossil sites.

Olsen's personal Holy Grail is feathered dinosaurs, but these are exceedingly rare even in the richest deposits, he pointed out. "You have to dig out, say, 100,000 fish to find one feathered dinosaur, and no one is digging on the Yixian scale," he said. Just in the eastern United States, several places that once had environments similar to the Yixian could yield such fossils, Olsen said. These include a rock quarry straddling the North Carolina-Virginia border where he has found thousands of perfectly preserved insects; sites in Connecticut where small excavations have shown promise; and a former quarry in North Bergen, N.J., now sandwiched between a highway and a strip mall that in the past yielded fabulously preserved fish and reptiles. Systematic excavations of such spots are more or less the size of a bathroom, he said.

"It takes enormous effort, which is expensive. And land is valuable in these areas," he said. "So no one is doing it. At least not yet."

The study was coauthored by Sean Kinney and Clara Chang of Lamont-Doherty Earth Observatory, and researchers from the Nanjing Institute of Geology and Paleontology, the Institute of Paleontology and Paleoanthropology at the Chinese Academy of Sciences, and Princeton University.
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Not the usual suspects: Novel genetic basis of pest resistance to biotech crops | ScienceDaily
If left unchecked, insect pests can devastate crops. To minimize damage and reduce the need for insecticide sprays, crops have been genetically engineered to produce bacterial proteins that kill key pests but are not harmful to people or wildlife. However, widespread planting of such transgenic crops has led to rapid adaptation by some pests. A new study in the Proceedings of the National Academy of Sciences reveals a novel genetic basis of resistance to transgenic crops in one of the most important crop pests in the United States.


						
Researchers from the University of Arizona Department of Entomology in the College of Agriculture, Life and Environmental Sciences used genomics to investigate the genetic changes causing resistance to transgenic crops in field populations of the corn earworm, also known as cotton bollworm or Helicoverpa zea. They discovered that in this voracious pest, field-evolved resistance was not associated with any of the 20 genes previously implicated in resistance to the pest-killing proteins in transgenic crops.

"The corn earworm is one the world's most challenging pests in terms of its ability to quickly evolve resistance in the field to genetically engineered crops. We identified 20 genes that harbor mutations conferring resistance to pest-killing proteins based on previous work with lab-selected strains of corn earworm as well as resistant field populations and lab strains of other lepidopteran pests," said senior study author Bruce Tabashnik, head of the U of A Department of Entomology. "We call these 20 genes 'the usual suspects.' Contrary to our expectations, in seeking the culprit for field-evolved resistance of corn earworm, none of the usual suspects were guilty."

A new tool in the never-ending battle with pests

To gain protection from the corn earworm and some other major caterpillar and beetle pests, crop plants have been genetically engineered to produce proteins from the common bacterium Bacillus thuringiensis, or Bt. Unlike broad-spectrum insecticides, Bt proteins are active against relatively few insect species. Whereas broad-spectrum insecticides are nerve poisons, Bt proteins can exert toxicity only if they are eaten and subsequently bind to specific gut receptors that are absent in most non-pest species, including humans. Because of their efficacy and safety, Bt crops are grown in dozens of countries on more than a quarter billion acres each year. In the United States in 2024, Bt varieties accounted for 86% of the corn and 90% of the cotton planted. However, evolution of resistance by pests such as corn earworm has decreased the benefits of Bt crops.

The corn earworm is one of the most economically significant pests in the United States, causing hundreds of millions of dollars in damage and costs annually. It attacks a wide range of crops, including corn, cotton, soybean and tomato.

A twist in the DNA

To analyze the genetic basis of field-evolved resistance of corn earworm, the U of A researchers collaborated with colleagues at Texas A&M University who had used bioassays to evaluate resistance by testing insects derived from the field.




"Bioassays are used routinely to determine if insects are resistant by exposing them to Bt proteins in the lab," said study co-author and U of A entomology professor Luciano Matzkin.

After bioassays are completed, the insects tested are usually discarded. In this innovative partnership, the insects from bioassays conducted at Texas A&M were frozen and sent to the U of A for DNA extraction and sequencing to enable scanning the entire genome for genetic differences between the resistant and susceptible corn earworm caterpillars. Including some previously sequenced specimens, the genomic analysis included 937 corn earworms from 17 sites in seven states across the southern United States, sampled from 2002 to 2020.

"We carefully examined 20 genes that affected how pests responded to Bt proteins in previous studies. Our evidence indicates changes in these genes are not causing resistance to Bt crops in wild populations of the corn earworm," explained Andrew Legan, a postdoctoral fellow at the U of A and first author of the study. "Instead, we found resistance was associated with a cluster of genes that was duplicated in some resistant field populations. But it remains a mystery as to how many of these genes contribute to resistance and how they confer resistance."

Despite not narrowing the cause of resistance to a single gene, researchers say the study provides an important reminder that the genetic basis of resistance can differ between the field and lab. This is a critical caveat for developing tools to monitor resistance in the field. The results also demonstrate how bioassays can be used with genomic analyses. As the study illustrates, genomic analyses of resistant and susceptible insects preserved from routine monitoring bioassays can help elucidate the genetic basis of field-evolved resistance, while the bioassay results can immediately determine the status of resistance in the field and help facilitate management decisions.
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Handling the hype: Researcher seeks to improve science communication | ScienceDaily
Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, one researcher at Michigan State University and colleagues at several other universities have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.


						
"Words matter and misleading information is prevalent everywhere," said Kevin Elliott, a professor in MSU's Lyman Briggs College and the College of Agriculture and Natural Resources at MSU. "As scientists, we need to be more sophisticated and intentional about the messages we are communicating."

Elliott and his team examined four ways of presenting information about the effects of endocrine-disrupting chemicals, which can interfere with the human body's natural hormones and affect sexual development, neurodevelopment and obesity. The different communication strategies tested were: 1) highlighting the challenges to masculinity, 2) using the term "neurodivergence," 3) discussing the developmental origins of health and disease and its relationship to obesity and 4) classifying obesity as a disease.

The researchers looked at the pros and cons of each communication method and showed how, even if the information might be factually accurate, the messaging may have unintended consequences. For example, classifying obesity as a disease could help more people who are obese qualify for weight-loss treatments, but this designation could increase the stigma around obesity and generate misconceptions about its implications for health. Scientists could perhaps lessen that stigma by discussing how fetal exposure to environmental pollutants may contribute to obesity -- but that message could, in turn, place unjustified pressure on mothers to prevent such exposures.

"We found that there are trade-offs that environmental health scientists need to make as they strive to communicate an accurate message," said Elliott. "We want to provide usable, relevant information but we also want to prevent information from being misinterpreted or misused."

Some strategies Elliott recommends are:
    	being sensitive to the social context in which scientific information is interpreted;
    	avoiding some messages altogether when they could cause more harm than good;
    	creating collaborations between scientists and communication scholars or ethicists;
    	developing relationships between scientists and community groups to create shared messaging to better serve the public.

The study appeared in the journal Environmental Health Perspectives. 
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Cobalt-copper tandem converts carbon dioxide to ethanol | ScienceDaily
The continuing release of carbon dioxide into the atmosphere is a major driver of global warming and climate change with increased extreme weather events. Researchers at Johannes Gutenberg University Mainz (JGU) have now presented a method for effectively converting carbon dioxide into ethanol, which is then available as a sustainable raw material for chemical applications. "We can remove the greenhouse gas CO2 from the environment and reintroduce it into a sustainable carbon cycle," explained Professor Carsten Streb from the JGU Department of Chemistry. His research group has shown how carbon dioxide can be converted to ethanol by means of electrocatalysis. Assuming green electricity is used for this process, it would also be sustainable -and food crops currently used to produce ethanol for fuels would be available for food again. According to Carsten Streb, the conversion technique, which has so far been carried out on a laboratory scale, could also be realized on a larger scale. The research results have been published in ACS Catalysis.


						
Efficient tandem system achieves selective electrocatalytic conversion

The electrochemical conversion of CO2 to multicarbon products, such as ethanol, would be an ideal way to obtain high energy density fuels and valuable chemical raw materials, while at the same time using CO2 as a precursor and thus removing it from the atmosphere to a certain extent. "To achieve this, we require suitable catalysts capable of this conversion with high selectivity so that we obtain a high yield of the desired product, which - in our case - is ethanol," said Streb.

To this end, his research team has designed a special electrode where the chemical reactions take place. It is coated with a black powder containing cobalt and copper in precisely dosed quantities. The two metals also have to sit in very specific positions on the electrode. "The initial challenge is to get carbon dioxide to react," said Streb. "The bonds between the atoms of the molecule are very strong, but cobalt can break them." This initially produces carbon monoxide, which is not an ideal feedstock for the chemical industry. Therefore, in a second step, copper is used to carry out the reaction to ethanol. "However, this only works if cobalt and copper are close to each other on the electrode," said Streb, outlining the trick that led to success.

Level of selectivity to be improved in future

Currently, the selectivity of the process is equivalent to 80 percent, i.e., 80 percent of the starting material is converted to ethanol - the best result achieved in research to date. Dr. Soressa Abera Chala played a key role in optimizing the results. He is lead author of the paper and came as a postdoc with a Humboldt Research Fellowship to Mainz from Ethiopia. Two of the co-authors, Dr. Rongji Liu and Dr. Ekemena Oseghe, are also working in Streb's group as fellows of the Alexander von Humboldt Foundation. The team is currently working on improving the yield of the process to 90 to 95 percent. A catalyst that achieves 100 percent selectivity would be desirable so that no other substances, apart from ethanol alone, would remain on completion of the process.

Cooperation within the Collaborative Research Center / Transregio "CataLight"

Success depends on process control and particularly on the loading of the electrode with cobalt and copper. "We need to see the individual atoms, which is possible using a special kind of electron microscope," said Streb. To achieve this, the Mainz-based chemists have joined forces with colleagues at Ulm University as part of the Collaborative Research Center / Transregio "CataLight" (CRC/TRR 234). Their goal is to develop a catalyst which is not only efficient, but functions well for as long as possible. The system itself is perfectly stable without any loss of performance even after several months.




Finally, the sheer abundance of cobalt and copper present on earth is a key factor in the choice of these two metals. The entire process could also be set up with precious metals like platinum or palladium, but at high costs without commercial prospects.

Sustainable production of ethanol conserves food resources and provides a new source of energy

"By using globally available raw materials as catalysts, we are following an approach in current research to increasingly focus on non-precious metals," emphasized Professor Carsten Streb. In future, this process could be used to produce ethanol sustainably from green electricity and carbon dioxide coming from power plants, for instance. Large quantities of ethanol are at present produced from sugar cane and maize in Brazil, meaning that these food crops are not available as sources of nutrition for the local population. The process presented here would open up an innovative and sustainable method of producing ethanol that could be stored and used for decentralized power generation as required.
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Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago | ScienceDaily
Researchers including a Johns Hopkins University evolutionary biologist report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.


						
The evidence lies in the leg bone of the terror bird described in new paper published Nov. 4 in Palaeontology. The study was led by Federico J. Degrange, a terror bird specialist, and included Siobhan Cooke, Ph.D., associate professor of functional anatomy and evolution at the Johns Hopkins University School of Medicine. The bone, found in the fossil-rich Tatacoa Desert in Colombia, which sits at the northern tip of South America, is believed to be the northernmost evidence of the bird in South America thus far.

The size of the bone also indicates that this terror bird may be the largest known member of the species identified to date, approximately 5%-20% larger than known Phorusrhacids, Cooke says. Previously discovered fossils indicate that terror bird species ranged in size from 3 feet to 9 feet tall.

"Terror birds lived on the ground, had limbs adapted for running, and mostly ate other animals," Cooke says.

The bird's leg bone was found by Cesar Augusto Perdomo, curator of the Museo La Tormenta, nearly 20 years ago, but was not recognized as a terror bird until 2023. In January 2024, researchers created a three-dimensional virtual model of the specimen using a portable scanner from Johns Hopkins Medicine, allowing them to analyze it further.

The fossil, the end of a left tibiotarsus, a lower leg bone in birds equivalent to that of a human tibia or shin bone, dates back to the Miocene epoch around 12 million years ago. The bone, with deep pits unique to the legs of all Phorusrhacids, is also marked with probable teeth marks of an extinct caiman -- Purussaurus -- a species that is thought to have been up to 30 feet long, Cooke says.

"We suspect that the terror bird would have died as a result of its injuries given the size of crocodilians 12 million years ago," she says.




Most terror bird fossils have been identified in the southern part of South America, including Argentina and Uruguay.

The Phorusrhacid fossil discovery as far north as Colombia suggests that it was an important part of predatory wildlife in the region. Importantly, this fossil helps the researchers better understand the animals living in the region 12 million years ago. Now a desert, scientists believe this region was once an environment full of meandering rivers. This giant bird lived among primates, hoofed mammals, giant ground sloths and armadillo relatives, glyptodonts, that were the size of cars. Today, the seriema, a long-legged bird native to South America that stands up to 3-feet-tall, is thought to be a modern relative of Phorusrhacid.

"It's a different kind of ecosystem than we see today or in other parts of the world during a period before South and North America were connected," Cooke says

Believed to be the first of its kind from the site, the fossil indicates that the species would have been relatively uncommon among the animals there 12 million years ago, Cooke says.

"It's possible there are fossils in existing collections that haven't been recognized yet as terror birds because the bones are less diagnostic than the lower leg bone we found," she says.

For Cooke, the finding helps her imagine an environment one can no longer find in nature.

"It would have been a fascinating place to walk around and see all of these now extinct animals," she says.

In addition to Cooke and Perdomo, the study's authors include first author Federico Javier Degrange of Centro de Investigaciones en Ciencias de la Tierra; Luis G. Ortiz-Pabon of Universidad de Los Andes, Carrera, Bogota, Colombia and Universidad Nacional de Colombia, Carrera, Bogota; Jonathan Pelegrin of Universidad del Valle, Colombia, and Universidad Santiago de Cali, Colombia; Rodolfo Salas-Gismondi of Universidad Nacional Mayor de San Marcos, Avenida Arenales, Peru; and Andres Link of Universidad de Los Andes, Carrera Bogota, Colombia.
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Reconstructing ancient climate provides clues to climate change | ScienceDaily
As the Earth faces unprecedented climate change, a look into the planet's deep past may provide vital insights into what may lie ahead.


						
Knowledge of the natural world millions of years ago is fragmented, but a 15-year study of a site in Bolivia by an international team led by Case Western Reserve University provides a comprehensive view of an ancient ecosystem when the Earth was much warmer than today.

A synthesis of the team's in-depth research was published in the journal Palaeogeography, Palaeoclimatology, Palaeoecology.

The site, known as the Quebrada Honda Basin (QHB) in the Andes mountains in southern Bolivia, encompasses a time period 13 million years ago during the Miocene Epoch. During the Miocene, the Earth's climate rebounded from the cooling of the prior epoch, with global temperatures and mammal biodiversity markedly increasing.

Globally, temperatures were 3-4 degrees Celsius warmer than today. Understanding ecosystems of the past helps predict what might happen in the future due to human-related climate change.

"Sites like this one in Bolivia are essential for helping us calibrate climate models," said Darin Croft, professor of anatomy at Case Western Reserve's School of Medicine, who led the QHB team. "Our understanding of climate change is based on models, and those models are based on information from the past. We are getting into uncharted territory in terms of climate, and you have to go deeper in time to get conditions that are similar."

The site is 11,500 feet (3,500 meters) above sea level. When its fossils accumulated, it was lower, but exactly how much has been a matter of debate. Previous studies using geochemistry concluded that the Miocene QHB was relatively high, close to 10,000 feet (3,000 meters).




But the current publication favors warmer temperature and lower elevation, likely less than 3,000 feet (1,000 meters), meaning the Andes uplift happened more recently in geologic time than previously thought.

The team found fossils of many different types: bones and teeth of mammals and other vertebrates, microscopic plant remains, ancient soils and tracks and traces of insects and other invertebrates. Cold-blooded animals found at the site -- a giant tortoise, a side-necked turtle and a very large snake -- suggest the site's elevation when these animals lived was less than 1,000 meters, based on modern-day distributions of closely related species.

The team concluded that the QHB was a dry forest or wooded savanna with palms and bamboos -- which grow at lower elevations -- with no similarity to any modern ecosystem. First author Caroline Stromberg, biology professor at the University of Washington, studied fossilized phytoliths, microscopic pieces of silica found in the cell walls of plants, characteristic of the types of vegetation they come from. She compared the fossilized phytoliths with those found in contemporary vegetation to identify the mix of plants at the site.

Layers of volcanic ash and magnetic signatures in rocks allowed the fossils to be accurately dated. The diversity of preserved material allowed Croft's team to make detailed reconstructions of the plants and animals and their living conditions. The team named 13 new species of fossil mammals based on remains from the site, including marsupials, hoofed mammals, rodents and armadillos. Most of the species have not been found anywhere else in South America and have no modern descendants.

"Nature has a wide variety of body plans, often much greater than the limited variety we see today," said Russell Engelman, a Case Western Reserve biology graduate student who worked on the mammal fossils.

Other coauthors include: Beverly Saylor, professor of earth, environmental and planetary sciences at Case Western Reserve; Angeline Catena, geology professor at Diablo Valley Community College in Pleasant Hill, Calif.; Daniel Hembree, professor of earth and planetary sciences at the University of Tennessee; and Federico Anaya, geology professor at Universidad Autonoma Tomas Frias in Potosi, Bolivia.

Between 2007 and 2017, Croft and Anaya led six international teams to the QHB, funded primarily by the National Science Foundation (NSF). Six years after Croft's second NSF grant ended, the findings are still yielding data and publications.

"Field paleontology is a really good investment for the NSF, because the dividends far outweigh the costs," said Croft, who's seeking funding to study another Bolivian Miocene site of a similar age but over a longer time-period.
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Domino effect in the Amazon region | ScienceDaily
The Earth's climate system is highly complex and its components, which include the ocean, atmosphere, and vegetation, are closely interlinked. Changes in individual parameters can have far-reaching effects on the entire system. To a certain extent, the individual components of the system are resilient and can absorb changes. Climate and Earth-system research, however, assume that there are various tipping points. If these are exceeded, the climate system can change its state within a short period of time. It is also presumed that tipping points in the climate system influence each other and can trigger chain reactions, or cascades.


						
Among the global tipping points are the Amazon rainforest and the large-scale Atlantic Meridional Overturning Circulation (AMOC). Further warming of the planet can lead to a significant weakening of the AMOC. This would slow down the conveyor belt that transports warm water to the northern regions, drastically changing the temperature distribution in the Atlantic. This would also have consequences for the Amazon region because the altered temperatures in the Atlantic would affect the atmospheric water cycle, and thus also the patterns and amounts of precipitation.

Analysis of Residual Pollen and Carbon 

Exactly how the AMOC and the Amazon are interconnected as systems, and how marine circulation affects the Amazon region, have not yet been extensively researched. A group of researchers led by Dr. Thomas Akabane and Prof. Dr. Christiano Chiessi from the University of Sao Paulo has now analyzed changes in the vegetation of the Amazon region. With their international team, they have analyzed pollen and carbon residues representing the past 25,000 years from a marine sediment core taken from the mouth of the Amazon River.

This analysis provides the team with a detailed glimpse into the past of one of the most species-rich ecosystems on Earth. The data show how the vegetation, along with wet and dry periods, has changed during the climate events of the last ice age, called Heinrich Events, when the AMOC was drastically weakened. The researchers found, in particular, a dramatic decline in rainforest vegetation in the northern part of the Amazon region.

Close Connection Between Atlantic Circulation and the Amazon Ecosystem

"The study is the result of a long-term German-Brazilian cooperative project, which began in 2012 with a joint expedition of the Research Vessel MARIA S. MERIAN in the estuarine area of the Amazon. Our data show that the Amazon ecosystem was able to adapt in the past to changes in the patterns of precipitation that resulted from weakened Atlantic circulation. But a weakening of the AMOC in the future occurring simultaneously with an increase in deforestation could threaten the stability of this important global system," says Dr. Stefan Mulitza of MARUM.

Further studies employing climate and vegetation models indicate that a weakening of the AMOC under present-day conditions would have an effect on Amazon vegetation similar to that which it had during the past ice age. "The models have shown us that the AMOC need not completely collapse in order to have an effect on the rainforest. The northern areas of the Amazon region are massively impacted under mere moderate changes in the AMOC," explains Dr. Matthias Prange of MARUM.

The results illustrate how complex the global system is. "Driving processes at high latitudes, like the melting of Greenland ice, can have a substantial effect on the tropics. Such long-distance influences often have severe regional effects, very often for people who are only minimally responsible for causing climate change," adds Prof. Dr. Gerrit Lohmann of AWI.
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New research estimates carbon emissions from 22 million stream reaches across the US | ScienceDaily
Using a sophisticated new modeling approach, researchers at the University of Massachusetts Amherst have estimated carbon dioxide emissions from inland waters to 22 million U.S. lakes, rivers and reservoirs. It marks the first time this approach has been applied at a continental scale, and reveals previous methods may have overestimated CO2 emissions by as much as 25%.


						
In rivers, lakes and streams, CO2 is generated mostly through the breakdown of organic matter. Any time there is more CO2 in the water than the air, that water will "breathe" it out, emitting carbon as a gas -- but how much CO2 , and how much is coming from each specific source, is still a big question mark.

"We need to know how much CO2 is being generated so we can predict how it will respond to climate change," says Matthew Winnick, assistant professor of Earth, Geographic and Climate Sciences and corresponding author on the paper published in AGU Advances. "As temperature rises, we tend to think that a lot of the natural carbon cycle processes will respond to that and potentially amplify climate change."

To date, these estimates have been generated by taking the average stream CO2 concentration over large areas and applying it across the waters in a given region. However, this fails to capture the range of CO2 emissions across different environments.

"When you have a really turbulent stream, it's going to de-gas a lot faster," explains Winnick. Also, small, headwater streams receive more CO2 from groundwater compared to water further downstream, which also impacts how much CO2 that part of a river will emit. "Aggregating these really steep mountain reaches in with low slope areas just misses a lot of information," he adds.

In their alternative model, the researchers simulate carbon movement in each stream reach individually to get more realistic estimates of how much CO2 comes out of these bodies of water.

Winnick and Brian Saccardi, a former graduate student in the Earth, Geographic and Climate Sciences Department and the co-lead author on this paper, previously tested their method using the East River watershed in Colorado's Rocky Mountains. By partnering with Colin Gleason, Armstrong Professor of civil and environmental engineering, and Craig Brinkerhoff, then a UMass doctoral student and co-lead author of the study, they were able to apply their model to 22 million different stream reaches across the country.




"We tested it out in the mountains in Colorado and we saw that Colin and Craig had been doing this large-scale river network modeling. This was a natural fit," Winnick adds.

They found that their estimates modeled emissions of 120 million metric tons of carbon, while the standard aggregate modeled estimated emissions of 159 million metric tons -- a difference of 25%. "As a result, the whole budget shifts because these mountain areas play a really strong role in CO2 emissions at the continental scale," Winnick says.

One area where having more accurate estimations of carbon emissions may have an impact is in carbon sequestration efforts. Winnick nods to projects that add calcium carbonate minerals into streams in an attempt to convert the CO2 to a more stable form.

"If we want to know if these methods can work, we need to know how much CO2 is in these river systems," he says, as well as how CO2 changes dynamically over the length of a stream. "We know that CO2 varies wildly -- it can change by orders of magnitude within tens of meters along a stream. So having ways to predict these dynamics will really help in evaluating whether and where carbon sequestration might be effective."

Another debate in this field is: where does the CO2 actually originate from -- groundwater or stream corridors? If researchers are to accurately predict how carbon emissions may change in response to climate change, they need an answer to this question because different environments have unique responses to climate change.

"If it's coming from this near stream sediment, where water is actively being exchanged back and forth between the stream itself and the underground, it's going to have a different response to changes in temperature or precipitation than it would if it was happening in the hillslope groundwater system," Winnick explains.

Winnick's research has landed on the side of the stream corridor, which includes the water in streams and near-stream sediments, though he acknowledges that this is still very much an open question. "We hope this study will spur more efforts to get a more precise budget for where this CO2 is coming from," he says.

This research was supported by the U.S. National Science Foundation.
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How the keto diet could one day treat autoimmune disorders | ScienceDaily
Scientists have long suspected the keto diet might be able to calm an overactive immune system and help some people with diseases like multiple sclerosis.


						
Now, they have reason to believe it could be true.

Scientists at UC San Francisco have discovered that the diet makes the gut and its microbes produce two factors that attenuated symptoms of MS in mice.

If the study translates to humans, it points toward a new way of treating MS and other autoimmune disorders with supplements.

The keto diet severely restricts carbohydrate-rich foods like bread, pasta, fruit and sugar, but allows unlimited fat consumption.

Without carbohydrates to use as fuel, the body breaks down fat instead, producing compounds called ketone bodies. Ketone bodies provide energy for cells to burn and can also change the immune system.

Working with a mouse model of MS, the researchers found that mice who produced more of a particular ketone body, called b-hydroxybutyrate (bHB), had less severe disease.




The additional bHB also prompted the gut bacterium Lactobacillus murinus to produce a metabolite called indole lactic acid (ILA). This blocked the activation of T helper 17 immune cells, which are involved in MS and other autoimmune disorders.

"What was really exciting was finding that we could protect these mice from inflammatory disease just by putting them on a diet that we supplemented with these compounds," said Peter Turnbaugh, PhD, of the Benioff Center for Microbiome Medicine.

Earlier, Turnbaugh had shown that when secreted by the gut, bHB counteracts immune activation. This prompted a postdoctoral scholar who was then working in his lab, Margaret Alexander, PhD, to see if the compound could ease the symptoms of MS in mice.

In the new study, which appears Nov. 4 in Cell Reports, the team looked at how the ketone body-rich diet affected mice that were unable to produce bHB in their intestines, and found that their inflammation was more severe.

But when the researchers supplemented their diets with bHB, the mice got better.

To find out how bHB affects the gut microbiome, the team isolated bacteria from the guts of three groups of mice that were fed either the keto diet, a high-fat diet, or the bHB supplemented high-fat diet.




Then, they screened the metabolic products of each group's distinct microbes in an immune assay and determined that the positive effects of the diet were coming from a member of the Lactobacillus genus: L. murinus.

Two other techniques, genome sequencing and mass spectrometry, confirmed that the L. murinus they found produced indole lactic acid, which is known to affect the immune system.

Finally, the researchers treated the MS mice with either ILA or L. murinus, and their symptoms improved.

Turnbaugh cautioned that the supplement approach still needs to be tested in people with autoimmune disorders.

"The big question now is how much of this will translate into actual patients," he said. "But I think these results provide hope for the development of a more tolerable alternative to helping those people than asking them stick to a challenging restrictive diet."

 Funding: This work was funded by the NIH (grants P30 DK063720, R01DK114034, R01HL122593, R01AR074500, R01AT011117, F32AI14745601, K99AI159227, R00AI159227-03, K08HL165106, K08AR073930, R01AG067333, R01DK091538, R01AG069781) and the Damon Runyon Cancer Research Foundation (DRR4216). Turnbaugh is a Chan Zuckerberg Biohub-San Francisco Investigator.
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The Salton Sea -- an area rich with lithium -- is a hot spot for child respiratory issues | ScienceDaily
Windblown dust from the shrinking Salton Sea harms the respiratory health of children living nearby, triggering asthma, coughing, wheezing and disrupted sleep, USC research shows.


						
The findings also indicate that children living closest to the sea, who are exposed to more dust in the air, may be the most affected.

The study, published in Environmental Research, found that 24% of children in the area have asthma -- which is far higher than the national rate of 8.4% for boys and 5.5% for girls. The abnormally high rate raises health experts' concerns about the children's health in this predominantly low-income community of color 150 miles southeast of Los Angeles.

Furthermore, experts say, the dust problem is likely to intensify in a hotter climate, with evaporation exposing more and more of the lake bed, or playa, leading to more dust events.

Ironically, successful water conservation efforts are compounding the problem. As state conservationists reduce the agricultural runoff that flows into the Salton Sea, the lake is slowly disappearing. A combination of development and lithium mining may promise more economic opportunities -- and an increase in truck traffic likely to kick up more dust and further aggravate respiratory health issues.

"These rural environmental justice communities are facing health consequences due to local dust events," said first author Jill Johnston, an associate professor of environmental health at USC. "The agricultural industry in Imperial Valley has used excessive amounts of water, but one of the impacts of water conservation is the shrinking of the sea."

The Salton Sea was created by accident in 1905 by a canal system breach. Until recently, the sea was sustained largely by irrigation runoff from adjacent farmland. Over the past two decades, however, the decreasing waterflow has exposed 16,000 new acres of playa -- and a lot of dust. Saline lake beds typically contain various harmful particulates -- sulfate, chloride, pesticides and toxic metals such as arsenic, lead and chromium.




To better understand the relationship between airborne dust and respiratory health, researchers recruited 722 school-age children from the predominantly Latino/Hispanic community between 2017 and 2019. Parents and guardians completed a 64-item survey about their child's health history of the previous 12 months, including episodes of asthma, a daily cough for three months in a row, congestion or excess phlegm for three months in a row.

Researchers then used data from a network of regulatory air monitors to estimate exposures to "dust events" in which hourly concentrations of dust exceeded 150 micrograms per cubic meter. The monitors measure levels of particulate matter in the air, including PM2.5 particles (typically from traffic and combustion) and the larger PM10 particles (typically dust and soil).

The researchers also calculated the distance from the child's home and the edge of the Salton Sea. Participants living within 7 miles of the sea were considered "close" for the analysis.

The research showed that dust events had a greater impact on wheezing and sleep disturbances among children living closest to the sea. In addition, each deviation increase from the average, annual fine PM2.5 measure resulted in a 3.4 and 3.1 percentage point increase in wheezing and bronchitis symptoms, respectively.

"The community has long suspected that air pollution near the sea may be impacting children's health," Johnston said, "but this is the first scientific study to suggest that children living close to the receding shoreline may experience more severe direct health impacts. Protecting public health should be integrated into the mitigation plans."

In addition to Johnston, other authors included Shohreh Farzan, Elizabeth Kamai, Dayane Duenas Barahona and Sandrah Eckel, all of USC; Christopher Zuidema and Edmund Seto of the University of Washington; and Luis Olmedo, Esther Bejarano and Christian Torres of Comite Civico del Valle, an Imperial Valley community-based organization.

This work was supported in part by R01ES029598 and 5P30ES007048-21S1 grants from the National Institute of Environmental Health Sciences.
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Increased rates of severe human infections caused by Streptococcus subspecies | ScienceDaily
A concerning increase in global rates of severe invasive infections becoming resistant to key antibiotics has a team of infectious disease researchers at the Houston Methodist Research Institute studying a recently emerged strain of bacteria called Streptococcus dysgalactiae subspecies equisimilis (SDSE). SDSE infects humans via the skin, throat, gastrointestinal tract and female genital tract to cause infections ranging in severity from strep throat (pharyngitis) to necrotizing fasciitis (flesh-eating disease).


						
Closely related to group A streptococcus (also commonly known as Streptococcus pyogenes), which has been very well studied, little is known about SDSE.

The findings of this study are described in a paper titled "Integrative genomic, virulence, and transcriptomic analysis of emergent Streptococcus dysgalactiae subspecies equisimilis (SDSE) emm type stG62647 isolates causing human infections," appearing Oct. 17 in the journal mBio, which is published by the American Society for Microbiology in association with the American Academy of Microbiology. James M. Musser, M.D., Ph.D., chair of the Department of Pathology and Genomic Medicine at Houston Methodist, is the corresponding author on the paper.

"Given its great emerging importance to human health, our limited understanding of SDSE molecular pathogenesis is remarkable," said Jesus M. Eraso, Ph.D., an assistant research professor of pathology & genomic medicine with Houston Methodist and lead author on the study.

To close this knowledge gap, the Houston Methodist team used a sophisticated integrative approach to study 120 human isolates of a particular SDSE subtype, called stG62647. They analyzed the subtype's genome, where the information of its DNA is stored, its transcriptome, which provides a snapshot of the complete gene expression profile at the time the SDSE cells were collected, and its virulence, which refers to the degree of damage it causes to its host. The stG62647 SDSE strains are important to study because they have been reported to cause unusually severe infections, and understanding the relationships and interplay between these three entities gave the researchers a richer understanding of how it causes disease.

The data from this integrative analysis provided much new data about this important emerging human bacterial pathogen and are useful in vaccine research. It also raised many new questions and generated new hypotheses to be studied in this ongoing line of investigation.

Musser and Eraso's collaborators on this study were Randall J. Olsen, S. Wesley Long and Ryan Gadd with the Center for Infectious Diseases in the Houston Methodist Research Institute, and Sarrah Boukthir, Ahmad Faili and Samer Kayal from Universite Rennes in France.

These studies were funded, in part, by the Fondren Foundation.
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Exposure to particular sources of air pollution is harmful to children's learning and memory | ScienceDaily
A new USC study involving 8,500 children from across the country reveals that a form of air pollution, largely the product of agricultural emissions, is linked to poor learning and memory performance in 9- and 10-year-olds.


						
The specific component of fine particle air pollution, or PM2.5, ammonium nitrate, is also implicated in Alzheimer's and dementia risk in adults, suggesting that PM2.5 may cause neurocognitive harm across the lifespan. Ammonium nitrate forms when ammonia gas and nitric acid, produced by agricultural activities and fossil fuel combustion, respectively, react in the atmosphere.

The findings appear in Environmental Health Perspectives.

"Our study highlights the need for more detailed research on particulate matter sources and chemical components," said senior author Megan Herting, an associate professor of population and public health sciences at the Keck School of Medicine of USC. "It suggests that understanding these nuances is crucial for informing air quality regulations and understanding long-term neurocognitive effects."

For the last several years, Herting has been working with data from the largest brain study across America, known as the Adolescent Brain Cognitive Development Study, or ABCD, to understand how PM2.5 may affect the brain.

PM2.5, a key indicator of air quality, is a mixture of dust, soot, organic compounds and metals that come in a range of particle sizes less than 2.5 micrometers in diameter. PM2.5 can travel deep into the lungs, where these particles can pass into the bloodstream, and bypass the blood-brain barrier, causing serious health problems.

Fossil fuel combustion is one of the largest sources of PM2.5, especially in urban areas, but sources like wildfires, agriculture, marine aerosols and chemical reactions are also important.




In 2020, Herting and her colleagues published a paper in which they looked at PM2.5 as a whole, and its potential impact on cognition in children, and did not find a relationship.

For this study, they used special statistical techniques to look at 15 chemical components in PM2.5 and their sources. That's when ammonium nitrate -- which is usually a result of agricultural and farming operations -- in the air appeared as a prime suspect.

"No matter how we examined it, on its own or with other pollutants, the most robust finding was that ammonium nitrate particles were linked to poorer learning and memory," Herting said. "That suggests that overall PM2.5 is one thing, but for cognition, it's a mixture effect of what you're exposed to."

For their next project, the researchers hope to look at how these mixtures and sources may map on to individual differences in brain phenotypes during child and adolescent development.

In addition to Herting, other study authors include Rima Habre, Kirthana Sukumaran, Katherine Bottenhorn, Jim Gauderman, Carlos Cardenas-Iniguez, Rob McConnell and Hedyeh Ahmadi, all of the Keck School of Medicine; Daniel A. Hackman of the USC Suzanne Dworak-Peck School of Social Work; Kiros Berhane of the Columbia University Mailman School of Public Health; Shermaine Abad of University of California, San Diego; and Joel Schwartz of the Harvard T.H. Chan School of Public Health.

The research was supported by grants from the National Institutes of Health [NIEHS R01ES032295, R01ES031074, P30ES007048] and the Environmental Protection Agency [RD 83587201, RD 83544101].
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AI tackles huge problem of antimicrobial resistance in intensive care | ScienceDaily
Artificial intelligence (AI) can provide same-day assessments of antimicrobial resistance for patients in intensive care -- critical to preventing life-threatening sepsis.


						
Antimicrobial resistance, the process of microorganisms developing defences against treatment, poses a huge challenge to healthcare around the world. It is estimated to cause 1.2 million deaths globally and cost the NHS at least PS180 million per year.

Infections in the bloodstream can become resistant to antibiotics and lead to the life-threatening condition, sepsis. Once the infection has reached a stage of sepsis there is a high probability that patients will rapidly develop organ failure, shock, and even death.

Some patients have more antimicrobial resistance than others, due to previous exposure to antibiotics, their genetics and even diet, which can alter their microbiome.

Now, scientists are harnessing the power of AI to assess the antimicrobial resistance of patients in intensive care units (ICUs) and identify sepsis-causing bloodstream infections.

Researchers from across King's College London and clinicians at Guy's and St Thomas' NHS Foundation Trust have collaborated in this interdisciplinary study -- which they hope will help to improve outcomes of critically ill patients.

Making significant steps forward in this field, the team showed how AI and machine learning can provide same-day triaging for patients in ICU, particularly in environments with limited resources. The technology is also much more cost-effective than manual testing.




Current assessments of ICU patients are time consuming and require lengthy laboratory tests, requiring bacteria to be cultured in a laboratory, taking up to five days. This can have a huge impact on care outcomes, especially given the fragility of ICU patients, who may be suffering from life-threatening illnesses.

Having access to this information sooner would enable clinicians to make quicker, more informed decisions, on care -- including whether to use antibiotics. Proper use of antibiotics has a strong relationship with positive patient outcomes.

First author Davide Ferrari, King's College London, said: "Our study provides further evidence on the benefits of AI in healthcare, this time relating to the crucial issues of antimicrobial resistance and bloodstream infections. It comes at an important time, as the NHS is investing in shared data resources, helping to make patient care more collaborative and efficient.

"Our use of machine learning provides a new way of tackling the important clinical issue of antimicrobial resistance. We hope that the AI will provide a useful tool for clinicians in making important decisions, particularly in relation to ICU."

Dr Lindsey Edwards, expert in microbiology at King's College London added: "An important way to tackle the grave threat of antimicrobial resistance is to protect the antibiotics we already have, which goes hand in hand with the urgent need for fast diagnostics. Often patients with a drug-resistant infection will present to ICU in a critical condition and may not survive long enough for the current gold standards of diagnostics to determine what they are infected with. So, clinicians are faced with a difficult situation where they must prescribe 'in a blinded fashion' a broad-spectrum antibiotic to save the patient.

"However, this will also kill many of the beneficial microbes in the patient's microbiome, without killing the harmful pathogen. It could even make the pathogen more resistant to the drug.

"The findings of this study are incredibly promising as using AI to speed up the diagnostics of infection to allow for prescription of the correct antibiotic could not only have a huge impact on the patient's survival and their care outcomes; but could help to preserve the antibiotics we already have developed and prevent the development of further antibiotic resistance."

Data from 1,142 patients at Guy's and St Thomas' NHS Foundation Trust were used in this study, which has paved the way for further ongoing research using datasets of more than 20,000 individuals. It is hoped that a more advanced approach to this study, particular within a multi-hospital setting through the popular technology of Federated Machine Learning, could fulfil the regulatory requirements for an actual deployment of this AI approach in the front line of the NHS.

Professor Yanzhong Wang, expert in population health at King's College London, added: "The simplicity and scalability of this innovative machine learning approach indicate its potential for widespread implementation, offering a robust solution to address these critical healthcare issues on a larger scale and ultimately improve patient outcomes.
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Scientists examine how wastewater practices in Florida Keys impact water quality | ScienceDaily
Wastewater contains nutrients that can overfeed algae, leading to harmful algal blooms and pollution issues in the ocean and other waterways. A new study by researchers at Penn State tracked how these nutrients migrate from disposal sites in the Florida Keys, and the results have already informed wastewater practices in the region.


						
The scientists reported their findings, which summarize two years of wastewater and groundwater monitoring data, in the journal ACS ES&T Water. The data were made public as they were collected.

Many treatment facilities in the Florida Keys perform initial biological and chemical treatment of wastewater and then inject it into shallow wells, less than 100 feet underground. In theory, remaining nutrients like inorganic phosphate would adsorb or stick to the surface of the porous limestone bedrock as the wastewater plume travels in the subsurface before reaching coastal waters, the scientists said.

But Penn State researchers and other groups of scientists have detected potential wastewater contamination in groundwater and nearshore waters, suggesting current wastewater treatment and disposal techniques may be insufficient. Citing previous studies by other researchers and preliminary data from this study led by Penn State researchers, an environmental group sued the city of Marathon, Florida, in 2022, over alleged pollution from shallow wells. The city agreed to settle the lawsuit by transitioning away from the use of such wells.

In 2021, Penn State scientists installed monitoring wells around the injection site of a city of Marathon wastewater treatment facility, and gathered two years of data on nutrients, dissolved ions and human-produced compounds, such as the artificial sweetener sucralose and pharmaceuticals, in groundwater and nearshore waters.

They found the shallow injection process removed more than 90% of soluble reactive phosphorus (SRP), a type of inorganic phosphate. But SRP and sucralose were both detected in nearshore waters, indicating incomplete removal from wastewater, according to the researchers.

"Our findings suggest the use of shallow injection as a disposal mechanism for treated wastewater should be reevaluated at facilities with large discharge capacities," said Miquela Ingalls, assistant professor of geosciences at Penn State and corresponding author on the study. "Further analytical and quantitative approaches like the ones we used here may help determine whether wastewater injection can be considered the direct equivalent of a point-source contaminant discharge."

The Clean Water Act makes it illegal to directly discharge contaminants into fresh water -- like sewage spilling from a pipe into a river. But whether something is considered the equivalent of direct discharge is complicated and involves factors like how far the water must travel and the path it takes, the researchers said.




In the Florida Keys, the water travels through bedrock comprising a porous carbonate material made of ancient coral reefs that can bind phosphate to its surface through a process called adsorption.

"The idea is that any remaining phosphate that wasn't remediated in the initial treatment steps, once they pump it into the ground, will be adsorbed onto the bedrock's surface and taken out of the solution," Ingalls said. "We studied how effective this remediation mechanism was by investigating the efficiency and permanence of phosphate adsorption."

The scientists said about 75% of the SRP was removed from the plume in the first 10 days of transit by adsorption. A slower removal mechanism in which SRP is incorporated into calcium phosphate minerals, like those that make up our bones and teeth, brought the total phosphate removal efficiency above 90%.

The researchers also injected fluorescent green dye to trace the movement of wastewater from the injection well through the array of sampling well sites.

Groundwater in the Florida Keys has a high salinity due to its proximity to the ocean and is therefore very dense, the scientists said. When less dense wastewater is injected underground, it quickly buoys back up to the surface.

This is an issue because contaminants or nutrients that were not removed in the initial treatment or adsorbed onto the bedrock may travel directly to nearshore waters along the coastline, the scientists said.




"It's sort of a confluence of issues because of the geography of the Keys," Ingalls said. "You have this salty groundwater that causes the less dense wastewater to buoy to the surface. And the Keys themselves are such narrow land bodies that once it returns to the surface, there is very little transport distance before it's back in the ocean."

Ingalls said the team is continuing to analyze data collected from the shallow injection wells and is currently focusing on levels of nitrogen -- another wastewater pollutant.

"With phosphate, it's about the chemical binding to the carbonate bedrock," she said. "With nitrogen, it's entirely about the microbial communities that live in the subsurface and consume nitrate and other nitrogen species. The reason to study both is because both can have similar negative impacts on clean water. Both can cause eutrophication, which increases algae growth and low-oxygen conditions that are harmful to fragile shallow marine ecosystems."

Lee Kump, the John Leone Dean in the College of Earth and Mineral Sciences and a professor of geosciences, and Kate Meyers and Megan Martin, who earned their master's degrees from Penn State in 2023 and 2022, respectively, also contributed to this work.

The U.S. Environmental Protection Agency provided funding for this work.
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Evolutionary paths vastly differ for birds, bats | ScienceDaily
New Cornell University research has found that, unlike birds, the evolution of bats' wings and legs is tightly coupled, which may have prevented them from filling as many ecological niches as birds.


						
"We initially expected to confirm that bat evolution is similar to that of birds, and that their wings and legs evolve independently of one another. The fact we found the opposite was greatly surprising," said Andrew Orkney, postdoctoral researcher in the laboratory of Brandon Hedrick, assistant professor biomedical sciences.

Both researchers are co-corresponding authors of research published on Nov. 1 in Nature Ecology and Evolution.

Because legs and wings perform different functions, researchers had previously thought that the origin of flight in vertebrates required forelimbs and hindlimbs to evolve independently, allowing them to adapt to their distinct tasks more easily. Comparing bats and birds allows for the testing of this idea because they do not share a common flying ancestor and, therefore, constitute independent replicates to study the evolution of flight.

The researchers observed in both bats and birds that the shapes of the bones within a species' wing (handwing, radius, humerus), or within a species' leg (femur and tibia) are correlated -- meaning that within a limb, bones evolve together. However, when looking at the correlation across legs and wings, results are different: Bird species show little to no correlation, whereas bats show strong correlation.

This means that, contrary to birds, bats' forelimbs and hindlimbs did not evolve independently: When the wing shape changes -- either increases or shrinks, for example -- the leg shape changes in the same direction.

"We suggest that the coupled evolution of wing and leg limits bats' capability to adapt to new ecologies," Hedrick said.

Following their discovery, the team began re-examining the evolution of bird skeletons in greater depth.

"While we showed that the evolution of birds' wings and legs is independent, and it appears this is an important explanation for their evolutionary success," Orkney said, "we still don't know why birds are able to do this or when it began to occur in their evolutionary history."
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More resources needed to protect birds in Germany | ScienceDaily
Member states of the European Union are obliged to designate Special Protection Areas (SPAs) as part of the Natura 2000 network. These areas are designed to guarantee the preservation and restoration of bird populations. However, due to the paucity of data about rare species, it was not known how well these areas worked. Researchers at the University of Gottingen and Dachverband Deutscher Avifaunisten (DDA) developed citizen science platforms as a new data source to evaluate the effectiveness of the 742 protected areas for birds across Germany. This research shows that although these areas are well placed, their effectiveness varies greatly. When protected areas were compared with unprotected sites that showed similar geographical characteristics, only a few species thrived better inside the SPAs. The results were published in the journal Biological Conservation.


						
Citizen science platforms enable thousands of people to contribute to research with their observations -- whether a single blackbird at a bird feeder or a long list of species seen during a day trip to the seashore. The study used the platform ornitho.de (https://www.ornitho.de/), which contains more than 90 million records. The advantage of such platforms is that they provide almost complete coverage of the country. However, the poorly standardised and unsystematic data collection process means that there are multiple sources of error. For this reason, the researchers limited their analysis just to particularly valuable, complete lists that provide information on all birds registered during an observation. To find out how the protected areas fared, the researchers compared them with areas that were not protected but had similar natural features.

The analyses showed that 62 per cent of the species studied were more likely to be found in a Special Protection Area than outside it. Dr Femke Pfluger, first author of the study, based at the DDA and Gottingen University's Department of Conservation Biology, highlights these positive findings: "Conservationists obviously did a good job in selecting the right areas in the 2000s." However, a comparison over time showed more mixed results and she adds: "For the period 2012 to 2022, we were only able to identify positive developments in protected areas for 17 per cent of the species. These concerned mainly meadow birds such as black-tailed godwits and curlews, which have benefited from targeted habitat management." For 83 per cent of the species, there was either no measurable effect or the development was less favourable inside the protected areas than outside. The study also defined situations as 'effective protection' if the probability of finding a species decreased over time, both inside and outside the protected areas, but to a lesser extent within them.

Professor Johannes Kamp, Head of the Department of Conservation Biology at the University of Gottingen who led the analyses, says: "This shows that designating a Special Protection Area is not enough to stop a downward trend. The areas need better staffing and funding to restore habitats and to target measures specifically to support endangered species." Dr Jakob Katzenberger, who coordinates the DDA's research, is delighted that thousands of citizens contributed: "We were able to show that collecting biodiversity data from online platforms has huge potential. It was possible to track large-scale changes in birdlife really effectively."

This research was made possible thanks to funding by the German Federal Agency for Nature Conservation (BfN) as part of the project 'Implementation of measures for nationwide harmonised bird monitoring in EU special protection areas'.
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Bee gene specifies collective behavior | ScienceDaily
Researchers at Heinrich Heine University Dusseldorf (HHU) are collaborating with colleagues from Frankfurt/Main, Oxford and Wurzburg to investigate how the complex, cooperative behaviour of honey bees (Apis mellifera) is genetically programmed so that it can be passed on to subsequent generations. As they explain in the scientific journal Science Advances, they found an answer in what is known as the doublesex gene (dsx).


						
Behavioural interactions between organisms are fundamental and often inherited. Every human being and every animal interacts with other individuals in its social group in one way or another through its behaviour. In the animal kingdom, this has considerable advantages in collective foraging for food, defence against predators and the rearing of offspring.

In some animals, such as honeybees, the social behaviour bonds are so strong that the individual members form a tight-knit society that function collectively as a single "superorganism." Through their individual behaviour, thousands of worker bees protect the entire colony, feed it and care for the brood.

Professor Dr Martin Beye, who heads the Institute of Evolutionary Genetics at HHU and is the corresponding author of the study that has now been published in Science Advances, emphasises: "The behavioural repertoire of the individual bees and their function in the colony are not learned, but rather inherited. Until now, it was not known how such complex behaviours were genetically encoded."

Together with colleagues from the universities in Frankfurt/Main, Oxford and Wurzburg, the team of researchers at HHU led by Beye and first author Dr Vivien Sommer has now discovered that a special gene known as dsx specifies worker bee-specific behaviour.

Sommer: "The gene programmes whether a worker bee takes up a task in the colony and for how long. This includes collective tasks such as caring for the larvae or foraging for food and social exchanges on food sources, for example."

The biologists used the CRISPR/Cas9 genetic scissors in their investigations to modify or switch off the dsx gene in selected bees. They attached a QR code to the manipulated bees, then monitored their behaviour in the hive with cameras. The resulting video sequences were analysed with the support of artificial intelligence to determine the bees' individual behavioural patterns.




Sommer: "Our central question was whether and how the inherited behavioural patterns changed as a result of the gene modification. Such changes must be reflected in the nervous system of the worker bees where the specific behaviour is controlled."

The researchers introduced green fluorescent protein (GFP) into the dsx sequence so that GFP was produced together with the dsx protein. The neuronal circuits could then be viewed using fluorescence microscopy, in both the unmodified bees and in those with genetic modifications. "We were able to use these tools to see exactly which neural pathways the dsx gene creates in the brain and how this gene in turn specifies the inherited behavioural patterns of honeybees," explains doctoral researcher Jana Seiler, who is also a co-author of the study.

"Our findings indicate a fundamental genetic programme that determines the neuronal circuitry and behaviour of worker bees," says Professor Dr Wolfgang Rossler from the Department of Behavioural Physiology and Sociobiology, who led the study at the University of Wurzburg.

In the next step, the researchers now want to move from the level of the individual honeybee to the bee colony superorganism. Alina Sturm, who is also a doctoral researcher at HHU and study co-author, adds: "We hope to find the link between individual programming and the coordinated behaviour of many individuals."
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Research uses lasers to detect landmines, underground objects | ScienceDaily
Enough landmines are buried underground worldwide to circle Earth twice at the equator, but the identification and removal of these explosives is costly and time-consuming.


						
New University of Mississippi research could help solve the problem.

Vyacheslav Aranchuk, principal scientist in the National Center for Physical Acoustics, presented his research on laser multibeam vibration sensor technology at the Optica Laser Congress and Exhibition, held last week in Osaka, Japan. Aranchuk's laser vibration sensing technology can detect landmines in the ground much faster than previous techniques.

"There are tens of millions of landmines buried around the world, and more every day as conflicts continue," Aranchuk said. "There are military applications for this technology in ongoing conflicts and humanitarian applications after the conflicts are over."

There are more than 110 million active landmines worldwide and landmines or other s left behind from previous wars injured or killed 4,710 people in 2022. More than 85% of landmine casualties were civilians, and half of the civilian casualties were children. Seventy countries worldwide still live with the risk of active landmines each day, including current and former war zones.

Landmines are easy to make and can cost as little as $3 apiece, but identification and disposal can cost up to $1,000 per mine to remove.

Current landmine detection mostly relies on handheld metal detectors, a technique that is dangerous and time-consuming, Aranchuk said. Metal detectors and ground-penetrating radar are not effective in finding plastic landmines.




Aranchuk's research team developed a laser vibration sensor in 2019 that could find buried objects at a safe distance from a moving vehicle with 30 laser beams formed in a line.

The researchers' latest technology can form a vibration map of the ground in less than a second. It uses a 34 x 23 matrix array of beams -- which roughly forms the shape of a rectangle.

"Most of the modern mines are made of plastic, so they are harder targets for traditional methods of detection that look for metal," he said. "That's why the NCPA developed this method of detection."

Like the 2019 technology, Aranchuk's laser multi-beam differential interferometric sensor, or LAMBDIS, can be used from a moving vehicle, further increasing the speed at which buried landmines can be detected.

Boyang Zhang, a former postdoctoral researcher at the NCPA from Nantong, China, co-authored the report.

"Metal detectors often generate false positives by detecting any metallic object, and (ground-penetrating radar) can be hindered by certain soil conditions or materials," Zhang said. "In contrast, laser-acoustic detection uses a combination of laser and acoustic sensing, which allows it to detect landmines from a distance with greater accuracy.




"It reduces false positives and enhances safety by keeping operators farther from the detection zone."

To find buried objects -- explosive or otherwise -- the researchers create ground vibration and then cast a two-dimensional array of laser beams at the ground. Ground vibration induces small variations to the frequency of reflected laser light which are used to create a vibration image of the area. A buried landmine vibrates differently than the surrounding soil and appears as a red blob in the vibration image.

"The working principle is based on inference of light," Aranchuk said. "We send beams to the ground and the interference of light scattered back from different points on the ground produces signals which processing reveals vibration magnitude at each point of the ground surface."

While the technology is intended to detect landmines, its applications could be numerous, the researchers said.

"Beyond landmine detection, LAMBDIS technology can be adapted for other purposes, such as assessment of bridges and other engineering structures, vibration testing and non-destructive inspection of materials in automotive and aerospace industry, and in biomedical applications," he said.

The next phase of Aranchuk's research aims to investigate LAMBDIS's performance for different buried objects and in different soil conditions.

This material is based on work supported by the U.S. Department of the Navy's Office of Naval Research under award No. N00014-18-2489.
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Trees cool better than reflective roofs in vulnerable Houston neighborhoods | ScienceDaily
As heatwaves become more intense, cities are looking for strategies that can help keep neighborhoods cooler. A new tool developed by researchers at The University of Texas at Austin has already helped identify potential solutions in Houston, a city where the impact of heat can vary significantly in different communities.


						
Researchers Kwun Yip Fung, Zong-Liang Yang, and Dev Niyogi at the UT Jackson School of Geosciences, along with colleagues from Spain and Canada, have created a new physics-based computer modeling framework that integrates indices of human comfort and social vulnerability with heat island mitigation strategies and a state-of-the-art urban climate modeling system.

The work was published in PNAS Nexus.

When the researchers applied the index to Houston, they discovered that trees, rather than roof treatments, provided the best relief from the heat in the most vulnerable areas. Vulnerability is assessed based on sensitivity factors such as socioeconomic status, household composition, and minority status as well as adaptive capacity factors such as housing type and access to transportation.

Heat islands occur in cities where structures such as buildings and roads absorb the sun's heat more than natural landscapes such as trees and grass. This higher heat leads to increased energy consumption from air conditioning, increased emissions from using more electricity, and compromises human health and comfort. This heat island effect can vary in different parts of the city, leading to differences in impact.

Most people are familiar with wind chill indexes used in the winter to describe how cold temperatures and wind interact to make people feel colder. Similarly, the heat index relies on both temperature and humidity to describe how conditions can make people feel hotter. Before this study, little research had been done to quantitively assess how the sun beating down on people makes them feel in an urban setting.

"If construction workers work under direct sunlight versus under the shade of tree cover, the comfort level will be very different," said Yang.




The universal thermal comfort index combines human comfort based on temperature, humidity, wind speed, and radiation. The researchers said it could be used in any community.

In their study, the researchers considered three different heat island mitigation strategies: painting roofs white to increase solar reflectance; planting vegetation on roofs to increase evaporation through the plants; and planting more trees, which increases evaporation and provides shade. In a generic city block, painting roofs white led to the biggest decrease in the index, especially during the day.

However, looking at different neighborhoods in Houston, the results became more nuanced.

The U.S. Centers for Disease Control and Prevention has developed a social vulnerability index as a measure of how sensitive neighborhoods are to socioeconomic factors and their capacity for adaptation. Classifying the neighborhoods in Houston according to this vulnerability index and then applying the human comfort index revealed that while painting roofs white was the best cooling option in places with low vulnerabilities, in places with higher vulnerabilities, planting trees was a better strategy.

"Now that we have developed the index of cooling and we have the vulnerability data, if we combine both of them, we can see which methods provide more cooling for those vulnerable neighborhoods," said lead author Fung, who conducted the research as part of his doctoral studies at the Jackson School.

The research revealed that places with high vulnerabilities also had more available space where trees could be planted, so the potential for adding trees was greater. They also had less roof area available for painting white or planting with vegetation.




"Now that we know the vulnerable neighborhoods have more space for planting trees, we should prioritize trees at those regions," said Fung. "And in those less vulnerable neighborhoods, we should prioritize other strategies like cool roofs and green roofs."

Applying the methodology to other cities may require other considerations. For example, in arid places like Arizona, trees would need to be selected for heat and drought tolerance. In northern cities, a lack of air conditioning plays a role in communities that are vulnerable to heat.

The new methodology could also be used to develop hybrid strategies, combining both rooftop treatments and tree planting, as well as other strategies such as reflective pavements.

"We see this as a baseline, but we are still exploring," said Fung. "Now that the index and the methodology have been developed, they can be applied to many other scenarios."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241101124004.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The reasons flowers wilt could explain how plants spend (and save) their energy | ScienceDaily

Lead author Honorary Professor Graham Pyke from Macquarie University says the findings help explain a common but poorly understood plant process.

"Our research delivers the first direct demonstration that plants can salvage resources from wilting flowers and reuse these resources to promote future reproduction," Professor Pyke says.

These resources include the energy and chemical makeup of the petals -- including carbohydrates and nutrients like nitrogen and phosphorus.

Running the trials

The three-year study focused on Blandfordia grandiflora, commonly known as Christmas Bells, which mostly flowers in December.

This perennial plant species with colourful red and yellow flowers, native to eastern Australia, is often sold in flower markets in Australia and internationally.




Commercially-grown stems of Christmas Bells produce anything from two or three flowers to a dozen or more.

"Our research takes place on a plantation containing several hectares of native wet heath where Christmas bells flower quite profusely, along with a commercial shadehouse," says Professor Pyke.

The team used a variety of techniques to control pollination and flower wilting then checked the effect on seed production and reflowering.

To their surprise, the researchers found that plants did not use the resources from wilted flowers to improve short-term reproduction by either the same flowers or other flowers on the same plant.

"These plants salvage resources invested in reproduction during one flowering season and reuse these resources during the next flowering," Professor Pyke says.

To do this, Blandfordia grandiflora transfers resources from its wilting flowers, storing this 'chemical energy' underground in corms and roots to then help produce new flowering stems in the subsequent season, generally a year later.




Plant economics

Professor Pyke says the plant world is a fascinating realm of resource management and economic strategy.

"Plant economics are all about trade-offs," he says. "Plants must make decisions about where to allocate their limited resources; investing in one area means they can't invest as much in another."

This concept of resource allocation is what led Professor Pyke to investigate the phenomenon of flower wilting, which for years scientists have speculated might be a way for plants to shift valuable resources to other processes.

"We were in for a surprise," says Professor Pyke. "It turns out the plants were playing a longer game than we anticipated, not using their reclaimed resources immediately, but saving them for the next flowering season."

Professor Pyke says plants have evolved diverse strategies for managing their flowers after they've served their primary reproductive function, with wilting just one of several possible approaches.

Not all plants follow the flower wilt pattern; flowers will still bloom on some plants long after they can be fertilised and after they stop producing nectar.

"Flowers make the whole plant more attractive to pollinators even when they are just there as part of the overall display," he says.

Some plants will even drop their blooms well before they wilt. "For example, jacaranda flowers that seem perfectly good will just drop to the ground; frangipani trees will also shed intact flowers rather than that have them wilt."

Testing theories

The study tested resource reuse in different ways.

One experiment compared seed production between plants with flowers allowed to wilt and those with petals removed to prevent wilting. Another prevented seed production in all flowers -- but allowed wilting in one group of plants.

"We can easily prevent seed production by snipping off the stigma," says Professor Pyke.

Results showed plants with wilting flowers were more likely to reflower the next season than those where wilting was prevented.

The study also considered other factors that might influence seed production, such as flowering stem height, number of flowers per stem, and flower position.

Taller flowering stems, for example, produced more seeds and heavier seeds, as did stems with more flowers. But flowers positioned lower down on the plant tended to have fewer seeds, and seeds that weighed less.

"Our findings pave the way for further research into other plant species, and how they recover and reuse the resources from wilting flowers," Professor Pyke says.

Further research could explore what these salvaged resources are made of, how plants move and change them, and whether the benefits of saving these resources outweigh the costs of making flowers in the first place.
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Indigenous cultural burning has protected Australia's landscape for millennia, study finds | ScienceDaily
Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research from The Australian National University (ANU) and the University of Nottingham.


						
The research, published in Science, highlights how the intensity of forest fires in fire-prone southeastern Australia decreased over time alongside an increase in Indigenous populations in the area.

Dr Simon Connor from ANU said a better understanding of the link between human-induced climate change and the projected rise in the frequency and intensity of forest fires will lead to improved forest management and conservation in Australia.

"We often think about forests and woodlands in terms of trees, but this research shows that some of the biggest changes have happened not in the tree canopy but in the shrub layer. That's something we weren't expecting to find," he said.

"Indigenous peoples have shaped Australian landscapes over tens of thousands of years. They did this through cultural practices. We need to keep that in mind when we're thinking of the best way to live in the Australian environment."

Using tiny fossils preserved in ancient sediment, the research team reconstructed ancient landscapes across southeastern Australia to understand how the vegetation has changed over time.

The researchers focused on the shrub layer because this is what allows flames to climb from the ground to the canopy, leading to high intensity fires.




The team then compared this with archaeological data to analyse how human activity has impacted levels of shrub cover in Australian landscapes over time.

Lead researcher Dr Michela Mariani, from the University of Nottingham, said the expansion of Indigenous populations and a subsequent increase in the use of cultural burning led to a 50 per cent decrease in shrub cover, which in turn led to a decline in high intensity fires.

"The shrub layer in forests can often act as ladders for wildfires to climb up to tree canopies and spread," Dr Mariani said.

"Following British colonization and extensive fire suppression, shrub cover in Australia has increased to the highest ever recorded, which significantly increases the risk of high intensity fires in the future.

"Australia's fire crisis can be tamed with the involvement of Indigenous practitioners in fire management. It's important to rekindle ancient cultural burning practices together with Traditional Owners to reduce the risk of catastrophic blazes."

This work also involved researchers from the University of Melbourne, Monash University and the University of Tasmania.
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New research identifies ways to protect neurons from the negative effect of high-fat diet on multiple sclerosis progression | ScienceDaily

MS is an inflammatory autoimmune disease marked by extensive damage to the insulating myelin sheath that protects nerves throughout the body. Current treatments focus on controlling the immune system's response, but the precise mechanisms contributing to neurodegeneration in MS remain poorly understood. Previous work from the Casaccia lab and others had reported on the toxic effect of high-fat diet on the severity of MS symptoms. In their study, researchers explored potential mechanisms by which a diet rich in palm oil may hijack neuronal health.

Neuroprotection From Palm Oil-Induced Toxicity

Using the experimental autoimmune encephalomyelitis (EAE) model of inflammatory demyelination, the research team found that diets high in palm oil led to a more severe disease course in mice.

"We reasoned that inside neuronal cells, palm oil is converted into a toxic substance called C16 ceramide by specific enzymes called CerS5 and CerS6," said principal investigator Casaccia. "This ceramide is responsible for inflicting mitochondrial damage, which deprives neurons of the energy they need to counteract inflammation in the brain. We therefore asked whether inactivation of these enzymes would confer neuroprotection."

The researchers found that when they genetically deleted the enzymes CerS6 and CerS5 in neurons they could prevent neurodegeneration in the experimental model of MS.

"This held true even when mice were fed a diet rich in palmitic acid," said the paper's co-first author Damien Marechal, a research associate with the Casaccia Lab. "This new information points to a specific metabolic pathway through which dietary fats can worsen MS symptoms."

Significance for MS Patients and Clinicians




The paper's findings have significant implications for individuals diagnosed with MS as well as for clinicians treating patients and neuroscientists researching the disease. The work reinforces that lifestyle choices, such as diet, can have a profound impact on the course of the disease. The study's results build on previous concepts about careful dietary choices in managing the symptoms of MS. The findings also identify potential molecules that could help slow diet-induced symptom severity.

"Our research provides a molecular explanation for how to protect neurons from the palm-oil-dependent creation of molecules that harm them," said Casaccia. "We hope this information can empower patients to make informed dietary decisions that could positively impact the course of the disease, while identifying strategies to counteract the effect of cerS5 and CerS6 in a neuron-specific fashion."

The research was funded by the National Institute of Neurological Disorders and Stroke of the National Institutes of Health (NIH).
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Revealing causal links in complex systems | ScienceDaily
Getting to the heart of causality is central to understanding the world around us. What causes one variable -- be it a biological species, a voting region, a company stock, or a local climate -- to shift from one state to another can inform how we might shape that variable in the future.


						
But tracing an effect to its root cause can quickly become intractable in real-world systems, where many variables can converge, confound, and cloud over any causal links.

Now, a team of MIT engineers hopes to provide some clarity in the pursuit of causality. They developed a method that can be applied to a wide range of situations to identify those variables that likely influence other variables in a complex system.

The method, in the form of an algorithm, takes in data that have been collected over time, such as the changing populations of different species in a marine environment. From those data, the method measures the interactions between every variable in a system and estimates the degree to which a change in one variable (say, the number of sardines in a region over time) can predict the state of another (such as the population of anchovy in the same region).

The engineers then generate a "causality map" that links variables that likely have some sort of cause-and-effect relationship. The algorithm determines the specific nature of that relationship, such as whether two variables are synergistic -- meaning one variable only influences another if it is paired with a second variable -- or redundant, such that a change in one variable can have exactly the same, and therefore redundant, effect as another variable.

The new algorithm can also make an estimate of "causal leakage," or the degree to which a system's behavior cannot be explained through the variables that are available; some unknown influence must be at play, and therefore, more variables must be considered.

"The significance of our method lies in its versatility across disciplines," says Alvaro Martinez-Sanchez, a graduate student in MIT's Department of Aeronautics and Astronautics (AeroAstro). "It can be applied to better understand the evolution of species in an ecosystem, the communication of neurons in the brain, and the interplay of climatological variables between regions, to name a few examples."

For their part, the engineers plan to use the algorithm to help solve problems in aerospace, such as identifying features in aircraft design that can reduce a plane's fuel consumption.




"We hope by embedding causality into models, it will help us better understand the relationship between design variables of an aircraft and how it relates to efficiency," says Adrian Lozano-Duran, an associate professor in AeroAstro.

The engineers, along with MIT postdoc Gonzalo Arranz, have published their results in a study appearing in Nature Communications.

Seeing connections

In recent years, a number of computational methods have been developed to take in data about complex systems and identify causal links between variables in the system, based on certain mathematical descriptions that should represent causality.

"Different methods use different mathematical definitions to determine causality," Lozano-Duran notes. "There are many possible definitions that all sound ok, but they may fail under some conditions."

In particular, he says that existing methods are not designed to tell the difference between certain types of causality. Namely, they don't distinguish between a "unique" causality, in which one variable has a unique effect on another, apart from every other variable, from a "synergistic" or a "redundant" link. An example of a synergistic causality would be if one variable (say, the action of drug A) had no effect on another variable (a person's blood pressure), unless the first variable was paired with a second (drug B).




An example of redundant causality would be if one variable (a student's work habits) affect another variable (their chance of getting good grades), but that effect has the same impact as another variable (the amount of sleep the student gets).

"Other methods rely on the intensity of the variables to measure causality," adds Arranz. "Therefore, they may miss links between variables whose intensity is not strong yet they are important."

Messaging rates

In their new approach, the engineers took a page from information theory -- the science of how messages are communicated through a network, based on a theory formulated by the late MIT professor emeritus Claude Shannon. The team developed an algorithm to evaluate any complex system of variables as a messaging network.

"We treat the system as a network, and variables transfer information to each other in a way that can be measured," Lozano-Duran explains. "If one variable is sending messages to another, that implies it must have some influence. That's the idea of using information propagation to measure causality."

The new algorithm evaluates multiple variables simultaneously, rather than taking on one pair of variables at a time, as other methods do. The algorithm defines information as the likelihood that a change in one variable will also see a change in another. This likelihood -- and therefore, the information that is exchanged between variables -- can get stronger or weaker as the algorithm evaluates more data of the system over time.

In the end, the method generates a map of causality that shows which variables in the network are strongly linked. From the rate and pattern of these links, the researchers can then distinguish which variables have a unique, synergistic, or redundant relationship. By this same approach, the algorithm can also estimate the amount of "causality leak" in the system, meaning the degree to which a system's behavior cannot be predicted based on the information available.

"Part of our method detects if there's something missing," Lozano-Duran says. "We don't know what is missing, but we know we need to include more variables to explain what is happening."

The team applied the algorithm to a number of benchmark cases that are typically used to test causal inference. These cases range from observations of predator-prey interactions over time, to measurements of air temperature and pressure in different geographic regions, and the co-evolution of multiple species in a marine environment. The algorithm successfully identified causal links in every case, compared with most methods that can only handle some cases.

The method, which the team coined SURD, for Synergistic-Unique-Redundant Decomposition of causality, is available online for others to test on their own systems.

"SURD has the potential to drive progress across multiple scientific and engineering fields, such as climate research, neuroscience, economics, epidemiology, social sciences, and fluid dynamics, among others areas," Martinez-Sanchezsays.

This research was supported, in part, by the National Science Foundation.
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Fueling greener aviation with hydrogen | ScienceDaily

"While there is a long way to go for hydrogen aviation to be realized at scale, we hope that our analysis of both onboard system design and enabling infrastructure will be used to prioritize development efforts," says Dharik Mallapragada, one of the study's coauthors.

The aviation industry's energy-related CO2 emissions have grown faster than those of rail, road and shipping in recent decades, according to the International Energy Agency. To reduce the potential climate impacts of this growth, scientists are improving aircraft design and operation, and developing low-emission fuels such as hydrogen, which is used for direct combustion or to power electric fuel cells. Hydrogen's appeal as a fuel source is that its use produces no CO2 and provides more energy per pound than jet fuel. To understand the potential impact of switching from traditional jet fuel to hydrogen fuel in aviation, Anna Cybulsky, Mallapragada and colleagues modeled its use in the electrification of regional and short-range turboprop aircraft.

The researchers calculated that the extra bulk of a hydrogen fuel tank and fuel cells retrofitted to an existing plane would need to be offset by weight reductions elsewhere, such as reducing the aircraft's payload (cargo or passengers). This could mean that more flights would be needed to deliver the same payload. The team's model suggested, however, that improvements in fuel cell power and the fuel system's gravimetric index (the weight of the fuel in relation to the weight of the full fuel tank) could eliminate the need to reduce payload, thus eliminating the environmental impact of additional flights. At the same time, they noted that shifting to hydrogen-powered flight may reduce the aviation industry's CO2 emissions by up to 90%.

A bigger challenge than switching aviation fuel types may be providing the infrastructure needed to generate and distribute hydrogen in a low-carbon and cost-effective manner. One low-carbon production method uses natural gas reforming (extracting hydrogen from methane gas) coupled with carbon capture, but it requires access to CO2 infrastructure and sequestration sites. Another green option is electrolysis, which splits water into hydrogen and oxygen, and could be done by using electricity from a nuclear plant or renewable resources. But this would add substantial demand to electrical grids. Cybulsky and colleagues noted that because grid electricity prices can be highly variable across a region, it may be more cost-effective to transport hydrogen from a low-cost production facility to end-users.

For these reasons, the researchers suggest that the rollout of hydrogen-based aviation might start at locations that have favorable conditions for hydrogen production, such as Hamburg, Germany, or Barcelona, Spain. The infrastructure required to support hydrogen use in aviation would also benefit decarbonization efforts in other industries, including road transportation and shipping, by making hydrogen fuel more available.

The authors acknowledge funding from the Massachusetts Institute of Technology Energy Initiative Low-Carbon Energy Centers for Energy Storage and Future Energy Systems Center. 
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Researchers enhance screening methods to prevent spread of drug-resistant fungal infections in hospitals | ScienceDaily

C. auris, which emerged in New York City in 2016, is a fungus that can cause serious bloodstream, wound, and ear infections. It can affect the entire body and lead to severe complications, particularly in patients with weakened immune systems. The fungal pathogen can also spread easily in health care settings since it can survive on contaminated surfaces or medical devices for several weeks.

Experts at Mount Sinai have implemented expanded hospital admission screening protocols to identify patients with C. auris by screening all admitted patients who had lived in a nursing home within a month before admission, regardless of their specific risk factors. This enhanced screening was a shift from previous approaches that often vary across health care facilities and only screen people with more obvious risk factors, such as patients with a tracheostomy or those on a ventilator.

"Our findings demonstrate a significant advancement in infection prevention and patient safety, particularly within skilled nursing facility transfers," said corresponding author Waleed Javaid, MD, MBA, MS, Professor of Medicine (Infectious Diseases) at the Icahn School of Medicine at Mount Sinai and Director of Infection Prevention and Control at Mount Sinai Downtown. "Response to Candida auris requires vigilance, rapid diagnosis, appropriate treatment, and stringent infection control protocols to limit its spread in health care facilities."

In the retrospective review, the researchers screened all 591 patients for C. auris who were admitted to Mount Sinai Brooklyn from a nursing home from January 2022 to September 2023. They used these expanded screening protocols for one year and compared outcomes for that year to the nine-month period prior to the screening change. The experts found that 14 cases, or 2.4 percent, of the cohort tested positive for C. auris. Nine cases were considered high risk, while five cases were considered low risk at the time of screening. Ultimately, the new expanded screening identified eight cases that would have gone undiagnosed under the prior protocol. More cases were caught early, enabling the Mount Sinai team to quickly implement appropriate isolation, contact, and disinfection precautions to prevent further outbreaks.

"Our study supports the need for hospitals to adopt expanded screening protocols to enhance infection control practices," said study co-author Scott Lorin, MD, MBA, President of Mount Sinai Brooklyn and Associate Professor of Medicine (Pulmonary, Critical Care and Sleep Medicine) at Icahn Mount Sinai. "Broader screening not only identifies cases early, but also allows for targeted precautions, reducing the risk of hospital-based outbreaks. The implementation of proactive protocols, based on community prevalence rates, can be a key tool in controlling the spread of this emerging global health threat."
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Researchers challenge longstanding theories in cellular reprogramming | ScienceDaily
A team led by researchers at the University of Toronto has discovered that a group of cells located in the skin and other areas of the body, called neural crest stem cells, are the source of reprogrammed neurons found by other researchers.


						
Their findings refute the popular theory in cellular reprogramming that any developed cell can be induced to switch its identity to a completely unrelated cell type through the infusion of transcription factors. The team proposes an alternative theory: there is one rare stem cell type that is unique in its ability to be reprogrammed into different types of cells.

"We believed that most cases of cell reprogramming could be attributed to a rare, multi-potential stem cell that is found throughout the body and lays dormant within populations of mature cells," said Justin Belair-Hickey, first author on the study and graduate student of U of T's Donnelly Centre for Cellular and Biomolecular Research. "It was not fully understood why reprogramming tends to be an inefficient process. Our data explain this inefficiency by demonstrating that the neural crest stem cell is one of the few stem cells that can produce the desired reprogrammed cell type."

The study was published recently in the journal Stem Cell Reports.

Neural crest cells, which can be found below the hair follicle in the skin, are genetically predisposed to develop into neurons. This is not unexpected, as many cell types in the skin originate from the same location in the embryo as neurons: the ectodermal germ layer. The ectoderm is the outermost of the three layers of cells that form during embryonic development.

The team was driven to conduct this study through their own questioning of how experimental data from cellular reprogramming research is interpreted in terms of how flexible the identity of a cell is. This includes theories of how mature cells from one embryonic layer can be directly reprogrammed to mature cells of another embryonic layer, even though the three germ layers are separated by different developmental histories. They hypothesized that cellular reprogramming can only occur from a stem cell to a mature cell, where both come from the same germ layer.

"I think claims about direct reprogramming are either overstated or based on inaccurate interpretations of the data," said Belair-Hickey. "We set out to demonstrate that the identity of a cell is much more defined and stable than the field of cellular reprogramming has proposed. At first glance, it appears that we've found skin cells that can be reprogrammed into neurons, but what we've actually found are stem cells in the skin that are derived from the brain."

Neural crest stem cells are found throughout the body, including in skin, bone and connective tissue. Their distribution throughout the body, ability to be reprogrammed into many types of cells and accessibility within the skin for collection makes them a high-potential candidate for stem cell transplantation to treat disease.

"Neural crest stem cells may have gone unnoticed by others studying cell reprogramming because, while they are widespread throughout the body, they are also rare," said Derek van der Kooy, principal investigator on the study and professor of molecular genetics at the Donnelly Centre and U of T's Temerty Faculty of Medicine. "As such, they may have been mistaken for mature cells of various types of tissue that could be reprogrammed into other cell types. I think what we've found is a unique group of stem cells that can be studied to understand the true potential of cell reprogramming."

This research was supported by the Canadian Institutes of Health Research, the Krembil Foundation and Medicine by Design.
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Microplastics increasing in freshwater, directly related to plastic production | ScienceDaily
Microplastics have been steadily increasing in freshwater environments for decades and are directly tied to rising global plastic production since the 1950s, according to a new study by an interdisciplinary team of Penn State researchers. The findings provide insight into how microplastics move and spread in freshwater environments, which could be important for creating long-term solutions to reduce pollution, the researchers said.


						
The work is available online now and will be published in the December issue of Science of the Total Environment.

"Few studies examine how microplastics change over time," said Nathaniel Warner, associate professor of civil and environmental engineering and the corresponding author on the paper. "Ours is one of the first to track microplastic levels in freshwater sediment from before the 1950s to today, showing that concentrations rise in line with plastic production."

Microplastics are tiny plastic particles that range in size from one micrometer, or 1/100 of the width of a human hair, to five millimeters, which is about the size of a pencil eraser. They can come from larger plastics that break down into smaller pieces or be made directly by manufacturers. For this study, the team examined freshwater sediment cores from four watersheds in Pennsylvania: Kiskiminetas River, Blacklick Creek, Raystown Lake and Darby Creek.

Contrary to the team's expectations, the study found no correlation between population density or land use and high levels of microplastics.

"Based on other findings in the literature, what we thought would be important turned out not to be driving forces in microplastic variation across sites, notably the percentage of microplastics related to developed area and population density," said Lisa Emili, associate professor of physical geography and environmental studies at Penn State Altoona and a co-author on the paper.

The researchers also said they were surprised to discover that while microplastic accumulation increased each decade through 2010, it decreased from 2010 to 2020.




"Although this is a preliminary finding that requires further study, this decrease could be related to increased recycling efforts," Emili said.

According to the U.S. Environmental Protection Agency, recycling efforts for plastic increased significantly between 1980 and 2010. Although plastic production also increased, the percentage of recycled plastic increased from less than 0.3% in 1980 to nearly 8% in 2010.

Additionally, Raymond Najjar, a professor of oceanography and a co-author on the paper, said that this study could shed light on the "missing plastics" paradox. This paradox challenges researchers' understanding of plastic waste in the ocean because, while estimates suggest that 7,000 to 25,000 kilotons of plastic enter the ocean each year, only about 250 kilotons are believed to be floating on the surface.

"This suggests that estuaries, especially tidal marshes, may trap river-borne plastics before they reach the ocean," said Najjar, who previously published in Frontiers in Marine Science on simulations of filter estuaries. "This could explain why there is far less plastic floating around in the surface ocean compared to how much is expected to be there given the input to the ocean from rivers."

Warner said these findings suggest that there will continue to be increasing amounts of microplastics in both water and sediment as people use more plastic.

"Humans are ingesting plastic when they eat and drink and inhaling it when they breathe, and the long-term impacts are just beginning to be studied," Warner said. "However, we need to figure out how to release less plastic into the environment and how to reduce consumption and exposure."

According to Emili, making a study like this one successful requires an interdisciplinary team.




"This research shows Penn State's broad expertise, bringing together a team from three campuses, five colleges and five disciplines," Emili said. "We brought together complementary skillsets from our fields of chemistry, engineering, hydrology, oceanography and soil science."

This research project was initially funded with an Institute of Energy and the Environment seed grant.

"That funded project really served as an 'incubator' for a continuation and expansion of our work exploring the fate and transport of microplastics in freshwater environments, with a particular focus on coastal locations," Emili said.

Najjar agreed and said he would like to get a more comprehensive assessment of the trapping of river-borne plastics in estuaries.

"We have known for a long time that estuaries heavily process river borne materials, like carbon, sediment and nutrients, and this processing has a big impact on what eventually reaches the ocean," Najjar said. "I think estuaries could be functioning in a similar way for plastics, but we need more than just a modeling study and a single core. We need to consider the likely sources and sinks of plastics for a given system, such as rivers, atmosphere, estuarine sediment and marshes."

Warner added that he hopes to examine how the composition and types of microplastics have changed over time and assess how the associated health risks have evolved.

In addition to Emili, Najjar and Warner, the other Penn State researchers who contributed to the study include, Jutamas Bussarakum, lead author and doctoral student in the Department of Civil and Environmental Engineering; William Burgos, professor in the Department of Civil and Environmental Engineering; Samual Cohen, who graduated with their master's degree in geography earlier this year; Kimberly Van Meter, assistant professor in the Department of Geography; Jon Sweetman, assistant research professor in the Department of Ecosystem Science and Management; Patrick Drohan, professor in the Department of Ecosystem Science and Management; Jill Arriola, assistant research professor in the Department of Meteorology and Atmospheric Science; and Katharina Pankratz, who graduated with their doctorate in civil and environmental engineering earlier this year.

The U.S. National Science Foundation and the Penn State's Commonwealth Campus Center Nodes (C3N) Program and the Institute of Energy and the Environment supported this research.
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        Sewage surveillance proves powerful in combating antimicrobial resistance
        Sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance with the potential to protect vulnerable communities more effectively.

      

      
        Probability training: Preventing errors of reasoning in medicine and law
        A new study shows how students can better understand and interpret conditional probabilities.

      

      
        Bach, Mozart or jazz
        Physicists have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.

      

      
        An extra year of education does not protect against brain aging, study finds
        Thanks to a 'natural experiment' involving 30,000 people, researchers were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.

      

      
        Explaining science through dance
        Explaining a theoretical science concept to high school students requires a new way of thinking altogether, which is precisely what researchers did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

      

      
        The secrets of baseball's magic mud
        The unique properties of baseball's famed 'magic' mud, which MLB equipment managers applied to every ball in the World Series, have never been scientifically quantified -- until now. Researchers now reveal what makes the magic mud so special.

      

      
        Small reductions to meat production in wealthier countries may help fight climate change, new analysis concludes
        Scientists and environmental activists have consistently called for drastic reductions in meat production as a way to reduce emissions and, in doing so, combat climate change. However, a new analysis concludes that a smaller reduction, borne by wealthier nations, could remove 125 billion tons of carbon dioxide -- exceeding the total number of global fossil fuel emissions over the past three years -- from the atmosphere.

      

      
        Handling the hype: Researcher seeks to improve science communication
        Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, researchers have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.

      

      
        From compliance to conversation: New guidelines push for ethical reflection in research reporting
        A new study highlights key challenges and tensions in research ethics, particularly in light of emerging technologies such as artificial intelligence, and calls for the adoption of new research ethics policies.

      

      
        Childhood overweight is associated with socio-economic vulnerability
        More children have overweight in regions with high rates of single parenthood, low education levels, low income and high child poverty. The pandemic may also have reinforced this trend.

      

      
        Remote medical interpreting is a double-edged sword in healthcare communication, researchers find
        Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study.

      

      
        Scientists examine how wastewater practices in Florida Keys impact water quality
        Wastewater contains nutrients that can overfeed algae, leading to harmful algal blooms and pollution issues in the ocean and other waterways. A new study tracked how these nutrients migrate from disposal sites in the Florida Keys, and the results have already informed wastewater practices in the region.

      

      
        More resources needed to protect birds in Germany
        Researchers developed citizen science platforms as a new data source to evaluate the effectiveness of the 742 protected areas for birds across Germany. This research shows that although these areas are well placed, their effectiveness varies greatly.

      

      
        Trees cool better than reflective roofs in vulnerable Houston neighborhoods
        As heatwaves become more intense, cities are looking for strategies that can help keep neighborhoods cooler. A new tool has already helped identify potential solutions in Houston, a city where the impact of heat can vary significantly in different communities.

      

      
        Indigenous cultural burning has protected Australia's landscape for millennia, study finds
        Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research.

      

      
        The harmful frequency and reach of unhealthy foods on social media
        An analysis of social media posts that mention food and beverage products finds that fast food restaurants and sugar sweetened beverages are the most common, with millions of posts reaching billions of users over the course of a year. The study highlights the sheer volume of content normalizing unhealthy eating, and argues that policies are needed to protect young people in the digital food environment.

      

      
        Autistic traits shape how we explore
        People with stronger autistic trails showed distinct exploration patterns and higher levels of persistence in a computer game, ultimately resulting in better performance than people with lower scores of autistic traits, according to a new study.

      

      
        First pediatric guideline on opioid prescribing in primary care focuses on preventing overdose
        With its emphasis on opioid overdose prevention, the first guideline for primary care providers from the American Academy of Pediatrics on prescribing opioids for acute pain in children and adolescents extends beyond responsible pain management.
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Sewage surveillance proves powerful in combating antimicrobial resistance | ScienceDaily
Waterborne diseases affect over 7 million people in the U.S. every year, according to the Centers for Disease Control and Prevention, and cost our health care system over $3 billion. But they don't impact all people equally.


						
A campuswide collaboration is using sewage surveillance as a vital strategy in the fight against diseases that spread through the water such as legionella and shigella. The ones that are most difficult to combat are diseases with antimicrobial resistance, which means they are able to survive against antibiotics that are intended to kill them.

A recent paper in Nature Water offers an encouraging insight: Monitoring sewage for antimicrobial resistance indicators is proving to be more efficient and more comprehensive than testing individuals. This approach not only detects antimicrobial resistance more effectively but also reveals its connection to socioeconomic factors, which are often key drivers of the spread of resistance.

The team is collaborating across Virginia Tech with experts such as Leigh-Anne Krometis in biological systems engineering and Alasdair Cohen and Julia Gohlke in population health sciences to focus on serving rural communities where the issues are most acute.

Globally, low-to middle-income communities bear the brunt of infectious diseases and the challenges of antimicrobial resistance. Sewage surveillance could be a game changer in addressing these disparities. This method not only captures a snapshot of antimicrobial resistance at the community level, but also reveals how socioeconomic factors drive the issue.

The National Science Foundation Research Traineeship focuses on advancing sewage surveillance to combat antimicrobial resistance. The work is integral to broader efforts led by Vikesland and the Fralin Life Sciences Institute program for technology enabled environmental surveillance and control to sense and monitor waterborne health threats.

The study analyzed data from 275 human fecal samples across 23 countries and 234 urban sewage samples from 62 countries to investigate antibiotic resistance gene levels. Socio-economic data, including health and governance indicators from World Bank databases, were incorporated to explore links between antibiotic resistance genes and socio-economic factors. The group utilized machine learning to assess antibiotic resistance gene abundance in relation to socio-economic factors, revealing significant correlations. Statistical methods supported the finding that within country antibiotic resistance gene variation was lower than between countries.

Big picture, the team's findings show sewage surveillance is emerging as a powerful tool in the fight against antimicrobial resistance. It even has the potential to protect vulnerable communities more effectively.
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Probability training: Preventing errors of reasoning in medicine and law | ScienceDaily
A new LMU study shows how students can better understand and interpret conditional probabilities.


						
How trustworthy is a positive HIV test result? How probable is an actual infection when the test is positive? Even professionals often get such questions wrong, which can lead to misdiagnoses and unnecessary surgeries in practice. In a new study with medicine and law students, a team of mathematics education scholars from the Universities of Regensburg, Kassel, and Freiburg, Heidelberg University of Education, and LMU Munich has compared four different training courses designed to help students gain a better understanding of probabilities. The findings of the German Research Foundation project TrainBayes have now been published in the journal Learning and Instruction.

The focus was on so-called Bayesian situations. An example: Let's say that at a certain point during the coronavirus pandemic, 0.1% of the population was infected with SARS-CoV-2. Then one person carries out a SARS-CoV-2 self-test. 96% of infected people receive a positive test result. However, 2% of non-infected people also get a positive test result. What does this mean? How likely is it that the person in question is actually infected if they get a positive test result?

"Many people -- even experts in the respective domains -- significantly overestimate this probability," says LMU mathematics educationalist Karin Binder, one of the authors of the study. "The positive parameters of the tests cause people to trust the test result and overlook the small proportion of infected people."

To illustrate this situation, we can imagine that 100,000 people have been tested: Only, say, 100 people are infected, of which 96 receive a positive result. Of the 99,900 healthy people, 2% -- that is, 1,998 -- also receive a positive result. Consequently, of the 2,094 people in total with positive test results, only 96 are actually infected -- corresponding to almost 5%. As such, a positive test result is not yet, by itself, cause for alarm.

Nicole Steib from the University of Regensburg, lead author of the study, explains: "The translation of probabilities (2%) into concrete frequencies (1,998 out of 99,900), combined with representation of the information in a double tree, proved to be the most effective method of helping students solve similar tasks." The probability trees generally used in schools, by contrast, only help students with particularly advanced prior mathematical knowledge. In a follow-on project, the new training approaches are to be integrated into lessons for teaching at school.
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Bach, Mozart or jazz | ScienceDaily
Physicists at the Max Planck Institute for Dynamics and Self-Organization (MPI-DS) have investigated to which extent a piece of music can evoke expectations about its progression. They were able to determine differences in how far compositions of different composers can be anticipated. In total, the scientists quantitatively analyzed more than 550 pieces from classical and jazz music.


						
It is common knowledge that music can evoke emotions. But how do these emotions arise and how does meaning emerge in music? Almost 70 years ago, music philosopher Leonard Meyer suggested that both are due to an interplay between expectation and surprise. In the course of evolution, it was crucial for humans to be able to make new predictions based on past experiences. This is how we can also form expectations and predictions about the progression of music based on what we have heard. According to Meyer, emotions and meaning in music arise from the interplay of expectations and their fulfillment or (temporary) non-fulfillment.

A team of scientists led by Theo Geisel at the MPI-DS and the University of Gottingen have asked themselves whether these philosophical concepts can be quantified empirically using modern methods of data science. In a paper published recently in Nature Communications, they used time series analysis to infer the autocorrelation function of musical pitch sequences; it measures how similar a tone sequence is to previous sequences. This results in a kind of "memory" of the piece of music. If this memory decreases only slowly with time difference, the time series is easier to anticipate; if it vanishes rapidly, the time series offers more variation and surprises.

In total, the researchers Theo Geisel and Corentin Nelias analyzed more than 450 jazz improvisations and 99 classical compositions in this way, including multi-movement symphonies and sonatas. They found that the autocorrelation function of pitches initially decreases very slowly with the time difference. This expresses a high similarity and possibility to anticipate musical sequences. However, they found that there is a time limit, after which this similarity and predictability ends relatively abruptly. For larger time differences, the autocorrelation function and memory are both negligible.

Of particular interest here are the values of the transition times of the pieces where the more predictable behavior changes into a completely unpredictable and uncorrelated behavior. Depending on the composition or improvisation, the scientists found transition times ranging from a few quarter notes to about 100 quarter notes. Jazz improvisations typically had shorter transition times than many classical compositions, and therefore were usually less predictable. Differences could also be observed between different composers. For example, the researchers found transition times between five and twelve quarter notes in various compositions by Johann Sebastian Bach, while the transition times in various compositions by Mozart ranged from eight to 22 quarter notes. This implies that the anticipation and expectation of the musical progression tends to last longer in Mozart's compositions than in Bach's compositions, which offer more variability and surprises.

For Theo Geisel, the initiator and head of this research project, this also explains a very personal observation from his high school days: "In my youth, I shocked my music teacher and conductor of our school orchestra by saying that I often couldn't show much enthusiasm for Mozart's compositions," he says. "With the transition times between highly correlated and uncorrelated behavior, we have now found a quantitative measure for the variability of music pieces, which helps me to understand why I liked Bach more than Mozart."
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An extra year of education does not protect against brain aging, study finds | ScienceDaily
Thanks to a 'natural experiment' involving 30,000 people, researchers at Radboud university medical center were able to determine very precisely what an extra year of education does to the brain in the long term. To their surprise, they found no effect on brain structure and no protective benefit of additional education against brain aging.


						
It is well-known that education has many positive effects. People who spend more time in school are generally healthier, smarter, and have better jobs and higher incomes than those with less education. However, whether prolonged education actually causes changes in brain structure over the long term and protects against brain aging, was still unknown.

It is challenging to study this, because alongside education, many other factors influence brain structure, such as the conditions under which someone grows up, DNA traits, and environmental pollution. Nonetheless, researchers Rogier Kievit (PI of the Lifespan Cognitive Dynamics lab) and Nicholas Judd from Radboudumc and the Donders Institute found a unique opportunity to very precisely examine the effects of an extra year of education.

Aging

In 1972, a change in the law in the United Kingdom raised the number of mandatory school years from fifteen to sixteen, while all other circumstances remained constant. This created an interesting 'natural experiment', an event not under the control of researchers which divides people into an exposed and unexposed group. Data from approximately 30,000 people who attended school around that time, including MRI scans taken much later (46 years after), is available. This dataset is the world's largest collection of brain imaging data.

The researchers examined the MRI scans for the structure of various brain regions, but they found no differences between those who attended school longer and those who did not. 'This surprised us', says Judd. 'We know that education is beneficial, and we had expected education to provide protection against brain aging. Aging shows up in all of our MRI measures, for instance we see a decline in total volume, surface area, cortical thickness, and worse water diffusion in the brain. However, the extra year of education appears to have no effect here.'

Brain structure

It's possible that the brain looked different immediately after the extra year of education, but that wasn't measured. 'Maybe education temporarily increases brain size, but it returns to normal later. After all, it has to fit in your head', explains Kievit. 'It could be like sports: if you train hard for a year at sixteen, you'll see a positive effect on your muscles, but fifty years later, that effect is gone.' It's also possible that extra education only produces microscopic changes in the brain, which are not visible with MRI.

Both in this study and in other, smaller studies, links have been found between more education and brain benefits. For example, people who receive more education have stronger cognitive abilities, better health, and a higher likelihood of employment. However, this is not visible in brain structure via MRI. Kievit notes: 'Our study shows that one should be cautious about assigning causation when only a correlation is observed. Although we also see correlations between education and the brain, we see no evidence of this in brain structure.'
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Explaining science through dance | ScienceDaily
Science can be difficult to explain to the public. In fact, any subfield of science can be difficult to explain to another scientist who studies in a different area. Explaining a theoretical science concept to high school students requires a new way of thinking altogether.


						
This is precisely what researchers at the University of California San Diego did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

The experiment, led by former graduate student Matthew Du and UC San Diego Associate Professor of Chemistry and Biochemistry Joel Yuen-Zhou, was published in Science Advances.

"I think the concept is simple," stated Yuen-Zhou. "But the math is much harder. We wanted to show that these complex ideas in theoretical and experimental physics and chemistry are actually not as impossible to understand as you might initially think."

Topological insulators are a relatively new type of quantum material that has insulating properties on the inside, but have conductive properties on the outside. To use a Southern California staple, if a topological insulator was a burrito, the filling would be insulating and the tortilla would be conducting.

Since topological insulators are able to withstand some disorder and deformation, they can be synthesized and used under conditions where imperfections can arise. For this reason, they hold promise in the areas of quantum computing and lasers, and in creating more efficient electronics.

To bring these quantum materials to life, the researchers made a dancefloor (topological insulator) by creating a grid with pieces of blue and red tape. Then to choreograph the dance, Du created a series of rules that governed how individual dancers moved.




These rules are based on what is known as a Hamiltonian in quantum mechanics. Electrons obey rules given by a Hamiltonian, which represents the total energy of a quantum system, including kinetic and potential energy. The Hamiltonian encodes the interactions of the electron in the potential energy of the material.

Each dancer (electron) had a pair of flags and was given a number that corresponded to a movement:
    	1 = wave flags with arms pointing up
    	0 = stand still
    	-1 = wave flags with arms pointing down

Subsequent moves were based on what a neighboring dancer did and the color of the tape on the floor. A dancer would mimic a neighbor with blue tape, but do the opposite of a neighbor with red tape. Individual mistakes or dancers leaving the floor didn't disrupt the overall dance, exhibiting the robustness of topological insulators.

In addition to topology, Yuen-Zhou's lab also studies chemical processes and photonics, and it was in thinking of light waves that they realized the movement of a group of people also resembled a wave. This gave Yuen-Zhou the idea of using dance to explain a complex topic like topological insulators. Implementing this idea seemed like a fun challenge to Du, who is currently a postdoctoral scholar at the University of Chicago and takes salsa lessons in his free time.

Du, who comes from a family of educators and is committed to scientific outreach, says the project gave him an appreciation for being able to distill science into its simplest elements.

"We wanted to demystify these concepts in a way that was unconventional and fun," he stated. "Hopefully, the students were able to see that science can be made understandable and enjoyable by relating it to everyday life."

Full list of authors: Matthew Du, Juan B. Perez-Sanchez, Jorge A. Campos-Gonzalez-Angulo, Arghadip Koner, Federico Mellini, Sindhana Pannir-Sivajothi, Yong Rui Poh, Kai Schwennicke, Kunyang Sun, Stephan van den Wildenberg, Alec Barron and Joel Yuen-Zhou (all UC San Diego); and Dylan Karzen (Orange Glen High School).

This research was supported by an National Science Foundation CAREER grant (CHE 1654732).
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The secrets of baseball's magic mud | ScienceDaily
The unique properties of baseball's famed "magic" mud have never been scientifically quantified -- until now.


						
In a new paper in Proceedings of the National Academy of Sciences (PNAS), researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) and School of Arts & Sciences (SAS) reveal what makes the magic mud so special.

"It spreads like a skin cream and grips like sandpaper," says Shravan Pradeep, the paper's first author and a postdoctoral researcher in the labs of Douglas J. Jerolmack, Edmund J. and Louise W. Kahn Endowed Term Professor in Earth and Environmental Science (EES) within SAS and in Mechanical Engineering and Applied Mechanics (MEAM) within Penn Engineering, and Paulo Arratia, Eduardo D. Glandt Distinguished Scholar and Professor in MEAM and in Chemical and Biomolecular Engineering (CBE).

In 2019, at the behest of sportswriter Matthew Gutierrez, the group analyzed the composition and flow behavior of the mud, which has been harvested for generations by the Bintliff family at a secret location in South Jersey and is applied by each team's equipment manager to every game ball in Major League Baseball (MLB), including in this year's playoffs. "We provided a quick analysis," says Jerolmack, "but not anything that rose to the level of scientific proof."

Despite numerous articles and TV segments describing the mud that cite everyone from MLB players to the Bintliffs about the mud's effects, the researchers could not find any scientific evidence that the mud actually makes balls perform better, as players claim. "I was very interested in whether the use of this mud was based in superstition," says Jerolmack.

Two years later, when Pradeep joined the labs, he took the lead in devising three sets of experiments to determine if the mud actually works: one to measure its spreadability, one to measure its stickiness and one to measure its effect on baseballs' friction against the fingertips.

The first two qualities could be measured using existing equipment -- a rheometer and atomic force microscopy, respectively -- but to measure the mud's frictional effects, the researchers had to build a new experimental setup, one that mimicked the properties of human fingers. "The question is, how do you quantify the friction between the ball, your finger and the little oils between those two?" says Arratia.




To solve the problem, the researchers created a rubber-like material with the same elasticity as human skin, and covered it with oil similar to that secreted by human skin, then carefully and systematically rubbed the oiled material against strips of baseballs that had been mudded in the manner specified by MLB.

Xiangyu Chen, a MEAM senior and coauthor of the paper, played a key role in devising the artificial finger apparatus. "We needed to have a consistent finger-like material," says Chen. "If we just held our fingers to it, it wouldn't produce very consistent results."

The researchers say their work confirms what MLB players have long professed: that the magic mud works, and is not simply a superstition like playoff beards and rally caps. "It has the right mixture to make those three things happen," says Jerolmack. "Spreading, gripping and stickiness."

MLB has explored replacing the magic mud with synthetic lubricants, but so far failed to replicate the mud's properties. The researchers suggest sticking with the original. "This family is doing something that is green and sustainable, and actually is producing an effect that is hard to replicate," says Jerolmack.

Beyond baseball, the researchers hope their work -- and the mud's star status -- will spark more interest in the use of natural materials as lubricants. "This is just a venue for us to show how geomaterials are already being used in a sustainable way," says Arratia, "and how they can give us some exquisite properties that might be hard to produce from the ground up."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and School of Arts & Sciences and supported in part by the National Science Foundation (NSF) Major Research Instrumentation Award (NSF-MRI-1920156), NSF Penn MRSEC (NSF-DMR-1720530), NSF Engineering Research Center for the Internet of Things for Precision Agriculture (NSF-EEC-1941529), NASA Planetary Science and Technology Through Analog Research Program (PSTAR Grant 80NSSC22K1313), Army Research Office (ARO Grant W911NF2010113), Penn Center for Soft and Living Matter Postdoctoral Fellowship, and the University of Pennsylvania's Singh Center for Nanotechnology, a National Nanotechnology Coordinated Infrastructure (NNCI) member supported by NSF Grant ECCS-1542153. 

Additional co-authors include Ali Seiphoori of the University of Pennsylvania and the Norwegian Geotechnical Institute, and David Vann of the University of Pennsylvania.
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Small reductions to meat production in wealthier countries may help fight climate change, new analysis concludes | ScienceDaily
Scientists and environmental activists have consistently called for drastic reductions in meat production as a way to reduce emissions and, in doing so, combat climate change. However, a new analysis concludes that a smaller reduction, borne by wealthier nations, could remove 125 billion tons of carbon dioxide -- exceeding the total number of global fossil fuel emissions over the past three years -- from the atmosphere.


						
Small cutbacks in higher-income countries -- approximately 13% of total production -- would reduce the amount of land needed for cattle grazing, the researchers note, allowing forests to naturally regrow on current pastureland. The return of trees -- long known to effectively absorb, or sequester, carbon dioxide (CO2) -- would drive significant declines in fossil fuel emissions, which the study's authors estimate would roughly equal three years' worth of global emissions.

"We can achieve enormous climate benefits with modest changes to the total global beef production," says Matthew N. Hayek, an assistant professor in New York University's Department of Environmental Studies and the lead author of the analysis, which appears in the journal Proceedings of the National Academy of Sciences (PNAS). "By focusing on regions with potentially high carbon sequestration in forests, some restoration strategies could maximize climate benefits while minimizing changes to food supplies."

The analysis found that pasturelands, especially in areas that were once forests, hold immense promise for mitigating climate change. When livestock are removed from these "potential native forest" areas, ecosystems can revert to their natural forested state, capturing carbon in trees and soil.

The paper's authors see high- and upper-middle-income countries as viable candidates for reduction in beef production because they have some current pasture areas that do not produce very much grass per acre, exist where grass grows only during a short growing season, and are in areas that could, instead, grow vast, lush forests with deep soils that work to sequester carbon. This differs significantly from other regions, including sub-Saharan Africa and South America, where much more pasture can grow year-round, producing more feed for animals per acre than northern countries. In addition, the research team sees ways lower-income regions could increase the efficiency at which cattle are fed and raised on grass as a way to offset the minor loss in production from higher-income countries.

"This isn't a one-size-fits-all solution," Hayek emphasizes. "Our findings show that strategic improvements in the efficiency of cattle herds in some areas, coupled with decreased production in others, could lead to a win-win scenario for climate and food production."

The study reveals an even more dramatic potential for climate mitigation if the scope of restoration was expanded. The researchers found that removing cattle, sheep, and other grazing livestock from all potentially natively forested areas globally could sequester a staggering 445 gigatons of CO2 by the end of this century -- the equivalent to more than a decade of current global fossil fuel emissions.




"Importantly, this approach would still allow livestock grazing to remain on native grasslands and dry rangelands, which are places where crops or forests cannot easily grow," says Hayek. "These areas support more than half of global pasture production, meaning that this ambitious forest restoration scenario would require cutting global cattle, sheep, and other livestock herds by less than half. These findings underscore the immense potential of natural forest restoration as a climate solution."

The PNAS study used remote sensing technology to track pasture productivity -- the amount of grass produced annually that livestock can consume -- in order to estimate the climate benefits that reductions would yield.

"Even if two different areas can regrow the same amount of carbon in trees, we can now know how much pasture, hence beef production, we would have to lose in each area to grow those trees back," explains Johannes Piipponen, a doctoral candidate at Finland's Aalto University and coauthor of the study, who led this technical advance. "For many consumers in high-income regions, like Europe and North America, reducing excessive meat consumption benefits both their health and the environment. However, until now, it has remained rather unclear where the required decreases in production could begin."

Maps produced by the team's research can identify areas where policies could be prioritized for reducing beef production and hastening forest recovery -- for instance, by offering forest land conservation incentives or buyouts to beef producers.

The authors acknowledge that ecosystem regrowth is not a substitute for efforts to reduce fossil fuel emissions. But, it can serve as a powerful complement to combat climate change.

"In many places, this regrowth could occur by seeds naturally dispersing and trees regrowing without any human involvement," says Hayek. "However, in some places, with especially degraded environments or soils, native and diverse tree-planting could accelerate forest restoration, giving regrowth a helping hand. This long-term regrowth would benefit the climate for decades to come, with significant regrowth and carbon capture beginning within just a few years in many areas, and lasting for 75 years or more until forests nearly mature."

The authors also emphasize that while the findings do not call for extreme changes to global food production and trade patterns, swift action is necessary in order to meet climate goals.

"Within the next two decades, countries are aiming to meet critical climate mitigation targets under international agreements, and ecosystem restoration on converted pasturelands can be a critical part of that," observes Hayek. "Our study's findings could offer paths forward for policymakers aiming to address both climate mitigation and food security concerns. As countries worldwide commit to ambitious reforestation targets, we hope that this research can help identify and prioritize the most effective areas for carbon sequestration efforts while considering global food needs."
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Handling the hype: Researcher seeks to improve science communication | ScienceDaily
Being a scientist has its challenges. Knowing how to communicate your scientific research in a socially responsible manner can be even more difficult. Thankfully, one researcher at Michigan State University and colleagues at several other universities have identified some of the trade-offs and communication strategies that environmental health scientists can use to communicate more effectively.


						
"Words matter and misleading information is prevalent everywhere," said Kevin Elliott, a professor in MSU's Lyman Briggs College and the College of Agriculture and Natural Resources at MSU. "As scientists, we need to be more sophisticated and intentional about the messages we are communicating."

Elliott and his team examined four ways of presenting information about the effects of endocrine-disrupting chemicals, which can interfere with the human body's natural hormones and affect sexual development, neurodevelopment and obesity. The different communication strategies tested were: 1) highlighting the challenges to masculinity, 2) using the term "neurodivergence," 3) discussing the developmental origins of health and disease and its relationship to obesity and 4) classifying obesity as a disease.

The researchers looked at the pros and cons of each communication method and showed how, even if the information might be factually accurate, the messaging may have unintended consequences. For example, classifying obesity as a disease could help more people who are obese qualify for weight-loss treatments, but this designation could increase the stigma around obesity and generate misconceptions about its implications for health. Scientists could perhaps lessen that stigma by discussing how fetal exposure to environmental pollutants may contribute to obesity -- but that message could, in turn, place unjustified pressure on mothers to prevent such exposures.

"We found that there are trade-offs that environmental health scientists need to make as they strive to communicate an accurate message," said Elliott. "We want to provide usable, relevant information but we also want to prevent information from being misinterpreted or misused."

Some strategies Elliott recommends are:
    	being sensitive to the social context in which scientific information is interpreted;
    	avoiding some messages altogether when they could cause more harm than good;
    	creating collaborations between scientists and communication scholars or ethicists;
    	developing relationships between scientists and community groups to create shared messaging to better serve the public.

The study appeared in the journal Environmental Health Perspectives. 




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241104112516.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



From compliance to conversation: New guidelines push for ethical reflection in research reporting | ScienceDaily
A new study highlights key challenges and tensions in research ethics, particularly in light of emerging technologies such as artificial intelligence, and calls for the adoption of new research ethics policies.


						
"Research ethics isn't just about how we treat human and animal subjects, or ensuring data accuracy -- it also includes considering the wider impact that research might have on society," said lead author Associate Professor Simon Knight from the University of Technology Sydney.

"For example, advances in facial recognition technology raise ethical concerns around its possible use in surveillance or applications in the military or in other products, as well as discrimination due to biases in the technology," he said.

The study, "Emerging technologies and research ethics: Developing editorial policy using a scoping review and reference panel," was recently published in the journal PLOS ONE.

It was written by a team of international researchers with experience as editors-in-chief of prestigious educational technology journals, including the Australasian Journal of Educational Technology, British Journal of Educational Technology and Journal of Learning Analytics.

Drawing on existing research ethics publication policies, the researchers developed new policies for the expression of research ethics in scholarly articles across disciplines, with the aim of fostering learning and discussion of ethical issues.

"Academic journal articles are a primary means of communication with other researchers, policymakers, practitioners and the public. For people to understand the values operating in our research, we need to communicate them," said Associate Professor Knight.




A failure to address ethical issues that arise from academic research can lead to diminished public trust in science, decreased funding for research, and a reluctance to adopt new technologies or medical treatments.

"These policy templates and guidelines are provided for authors, reviewers and editors to adapt or adopt into their own communities. They are intended to support learning and sharing of knowledge within and across research communities and stakeholders."

The study included a scoping review of current innovation in publication policy for research ethics, and how such policies are taken up by journals and authors. Innovative policies include adding new guidance for reviewers, and introducing a new role of 'ethics reviewer'.

The review suggests around half of all academic journals lack explicit ethics reporting requirements, and even for those with clear policies, it is often a compliance driven 'box-ticking exercise' rather than a genuine examination of ethical concerns.

"We need to shift from compliance-based ethics to fostering ethical norms and practices, and do this without introducing barriers to publication or increasing overheads. We also need to address both current and future research ethics challenges," said Associate Professor Knight.

Academic journals and editors play a crucial role in the promotion of ethical practices, and in maintaining the integrity of research. By encouraging the consideration of ethical issues, they contribute to the advancement of knowledge that is both trustworthy and socially responsible.
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Childhood overweight is associated with socio-economic vulnerability | ScienceDaily
More children have overweight in regions with high rates of single parenthood, low education levels, low income and high child poverty. The pandemic may also have reinforced this trend. This is shown by a study conducted by researchers at Uppsala University and Region Sormland in collaboration with Region Skane.


						
"During and after the pandemic, we see a greater difference between regions in terms of children's weight. It even looks like it has exacerbated health inequalities," explains Charlotte Nylander, a researcher at Uppsala University and the Centre for Clinical Research in Region Sormland, where she is also a Senior Consultant in Child Health Care.

Approximately 85 percent of all Swedish four-year-olds in 2018, 2020 and 2022 were included in the study, which in total comprises over 300,000 individuals. The researchers compiled the regions' data on overweight in childhood and then linked it to variables available from Statistics Sweden. The regions of Halland and Orebro are not included in the study due to a lack of aggregated data for 2022.

The results show that the prevalence of overweight or obesity has now fallen to the same levels as before the COVID-19 pandemic, i.e. 11.4%. During the pandemic, the prevalence was 13.3 per cent. However, in several regions, including Vasternorrland, Gavleborg and Varmland, the figures are significantly higher than the national average (see attached figure).

"We were worried when we saw the peak during the pandemic and wondered what will happen next. But it is good news that it is back to pre-pandemic levels -- we are happy about that. However, overweight in childhood is clearly still a concern that we need to work on," adds Nylander.

She and her research colleagues are concerned that there was such a significant link to socio-economic disadvantage at the regional level. There were more overweight children in regions with many single parents, low education levels, low income and high child poverty.

"Child healthcare is an important public health arena. It is a matter of highlighting socio-economically disadvantaged children in healthcare and providing early advice on lifestyle habits that can help. But we also need to shift responsibility from the individual to society, where major efforts are needed to improve the situation," notes researcher Mariette Derwig, a Senior Consultant in Child Health Care in Region Skane.
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Remote medical interpreting is a double-edged sword in healthcare communication, researchers find | ScienceDaily
Remote medical interpreting (RMI) may be hindering healthcare communication rather than helping it, according to a new study from the University of Surrey.


						
As the healthcare sector leaned heavily on technology during the COVID-19 pandemic, interpreters reported mixed experiences that raises serious questions about the effectiveness of remote communication platforms in critical medical settings.

The study, led by Surrey's Dr Wei Zhang alongside Dr Elena Davitti and Professor Sabine Braun, surveyed 47 professional interpreters with experience in remote interpreting across various healthcare contexts.

This research found that while remote interpreting technologies like telephone and video interpreting are widely adopted, they may affect the quality of communication between healthcare providers and patients. Many interpreters expressed concerns about the negative impacts these remote methods have on their performance and the overall patient experience and outcomes.

Key findings highlighted:
    	Video interpreting (VI) and telephone interpreting (TI) as remote medical interpreting (RMI) modalities have many shared challenges and limitations, e.g., lack of visual cues in TI and lower efficiency of such cues in VI, compared to in-person interpreting.
    	Interpreters rated both VI and TI as negatively impacting effective communication and human interaction, but VI was rated as being more effective than TI.
    	The COVD-19 pandemic has exacerbated existing challenges shared by TI and VI in both technical and interactional aspects.

The survey revealed that interpreters often faced technical challenges, including poor sound quality and lack of visual cues, as well as prevalent logistical challenges, such as lack of briefing and the constraints to nonverbal and emotional cues shared in both TI and VI, which all negatively impacted their ability to interpret effectively. Notably, interpreters described TI as especially challenging in complex medical situations involving multiple speakers and/or a high density of nonverbal or emotional communication, such as delivering bad news to patients.

Dr Wei Zhang, PhD in Translation Studies and lead author of the study at the University of Surrey, said:

"Our findings suggest that while remote interpreting offers accessibility, it may sometimes compromise the quality of communication.




"Interpreters frequently reported the limitations of remote interpreting on both video interpreting and telephone interpreting. Nonverbal and emotional communication were less effective. Interpreters may feel detached and frustrated when they need to cope with poor equipment, inappropriate spatial arrangements such as positioning in relation to camera and microphone, or poor remote work etiquette at their clients' ends. These can adversely affect interpreters' ability to facilitate effective and emotional-supportive communication in healthcare settings."

Participants for the study were recruited through professional interpreter associations, language service providers, and healthcare institutions. The survey consisted of five blocks of questions designed to assess interpreters' experiences, perceptions, and the technologies used in both telephone interpreting and video interpreting settings.

The research also found that the shift to remote interpreting during the pandemic resulted in a reliance on less suitable communication methods for certain medical contexts. For example, while interpreters felt comfortable using TI for straightforward interactions, they found VI to be more effective in longer and/or complex healthcare encounters. VI was perceived as an acceptable but not fully equivalent alternative to traditional face-to-face interpreting, particularly in settings where emotional or nonverbal communication is essential. This suggests that the choice of interpreting method should be carefully considered based on the nature of the medical interaction.

Sabine Braun, Professor of Translation Studies and co-author of the study at the University of Surrey, said:

"There is a critical need for healthcare institutions to recognise the potential pitfalls of relying solely on remote interpreting technologies. As healthcare continues to evolve in the digital age, understanding the limitations of these systems is crucial for fostering effective communication and ensuring patient safety."

Dr Elena Davitti, Associate Professor of Translation Studies, said:

"Healthcare communication is not just about language; it's about connection. As we embrace technology, we must prioritise the human elements of interpreting to ensure that all patients receive the care they deserve."

As interpreters navigate the challenges of technology, the findings serve as a critical reminder of the inherent value of human interaction in medical settings.
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Scientists examine how wastewater practices in Florida Keys impact water quality | ScienceDaily
Wastewater contains nutrients that can overfeed algae, leading to harmful algal blooms and pollution issues in the ocean and other waterways. A new study by researchers at Penn State tracked how these nutrients migrate from disposal sites in the Florida Keys, and the results have already informed wastewater practices in the region.


						
The scientists reported their findings, which summarize two years of wastewater and groundwater monitoring data, in the journal ACS ES&T Water. The data were made public as they were collected.

Many treatment facilities in the Florida Keys perform initial biological and chemical treatment of wastewater and then inject it into shallow wells, less than 100 feet underground. In theory, remaining nutrients like inorganic phosphate would adsorb or stick to the surface of the porous limestone bedrock as the wastewater plume travels in the subsurface before reaching coastal waters, the scientists said.

But Penn State researchers and other groups of scientists have detected potential wastewater contamination in groundwater and nearshore waters, suggesting current wastewater treatment and disposal techniques may be insufficient. Citing previous studies by other researchers and preliminary data from this study led by Penn State researchers, an environmental group sued the city of Marathon, Florida, in 2022, over alleged pollution from shallow wells. The city agreed to settle the lawsuit by transitioning away from the use of such wells.

In 2021, Penn State scientists installed monitoring wells around the injection site of a city of Marathon wastewater treatment facility, and gathered two years of data on nutrients, dissolved ions and human-produced compounds, such as the artificial sweetener sucralose and pharmaceuticals, in groundwater and nearshore waters.

They found the shallow injection process removed more than 90% of soluble reactive phosphorus (SRP), a type of inorganic phosphate. But SRP and sucralose were both detected in nearshore waters, indicating incomplete removal from wastewater, according to the researchers.

"Our findings suggest the use of shallow injection as a disposal mechanism for treated wastewater should be reevaluated at facilities with large discharge capacities," said Miquela Ingalls, assistant professor of geosciences at Penn State and corresponding author on the study. "Further analytical and quantitative approaches like the ones we used here may help determine whether wastewater injection can be considered the direct equivalent of a point-source contaminant discharge."

The Clean Water Act makes it illegal to directly discharge contaminants into fresh water -- like sewage spilling from a pipe into a river. But whether something is considered the equivalent of direct discharge is complicated and involves factors like how far the water must travel and the path it takes, the researchers said.




In the Florida Keys, the water travels through bedrock comprising a porous carbonate material made of ancient coral reefs that can bind phosphate to its surface through a process called adsorption.

"The idea is that any remaining phosphate that wasn't remediated in the initial treatment steps, once they pump it into the ground, will be adsorbed onto the bedrock's surface and taken out of the solution," Ingalls said. "We studied how effective this remediation mechanism was by investigating the efficiency and permanence of phosphate adsorption."

The scientists said about 75% of the SRP was removed from the plume in the first 10 days of transit by adsorption. A slower removal mechanism in which SRP is incorporated into calcium phosphate minerals, like those that make up our bones and teeth, brought the total phosphate removal efficiency above 90%.

The researchers also injected fluorescent green dye to trace the movement of wastewater from the injection well through the array of sampling well sites.

Groundwater in the Florida Keys has a high salinity due to its proximity to the ocean and is therefore very dense, the scientists said. When less dense wastewater is injected underground, it quickly buoys back up to the surface.

This is an issue because contaminants or nutrients that were not removed in the initial treatment or adsorbed onto the bedrock may travel directly to nearshore waters along the coastline, the scientists said.




"It's sort of a confluence of issues because of the geography of the Keys," Ingalls said. "You have this salty groundwater that causes the less dense wastewater to buoy to the surface. And the Keys themselves are such narrow land bodies that once it returns to the surface, there is very little transport distance before it's back in the ocean."

Ingalls said the team is continuing to analyze data collected from the shallow injection wells and is currently focusing on levels of nitrogen -- another wastewater pollutant.

"With phosphate, it's about the chemical binding to the carbonate bedrock," she said. "With nitrogen, it's entirely about the microbial communities that live in the subsurface and consume nitrate and other nitrogen species. The reason to study both is because both can have similar negative impacts on clean water. Both can cause eutrophication, which increases algae growth and low-oxygen conditions that are harmful to fragile shallow marine ecosystems."

Lee Kump, the John Leone Dean in the College of Earth and Mineral Sciences and a professor of geosciences, and Kate Meyers and Megan Martin, who earned their master's degrees from Penn State in 2023 and 2022, respectively, also contributed to this work.

The U.S. Environmental Protection Agency provided funding for this work.
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More resources needed to protect birds in Germany | ScienceDaily
Member states of the European Union are obliged to designate Special Protection Areas (SPAs) as part of the Natura 2000 network. These areas are designed to guarantee the preservation and restoration of bird populations. However, due to the paucity of data about rare species, it was not known how well these areas worked. Researchers at the University of Gottingen and Dachverband Deutscher Avifaunisten (DDA) developed citizen science platforms as a new data source to evaluate the effectiveness of the 742 protected areas for birds across Germany. This research shows that although these areas are well placed, their effectiveness varies greatly. When protected areas were compared with unprotected sites that showed similar geographical characteristics, only a few species thrived better inside the SPAs. The results were published in the journal Biological Conservation.


						
Citizen science platforms enable thousands of people to contribute to research with their observations -- whether a single blackbird at a bird feeder or a long list of species seen during a day trip to the seashore. The study used the platform ornitho.de (https://www.ornitho.de/), which contains more than 90 million records. The advantage of such platforms is that they provide almost complete coverage of the country. However, the poorly standardised and unsystematic data collection process means that there are multiple sources of error. For this reason, the researchers limited their analysis just to particularly valuable, complete lists that provide information on all birds registered during an observation. To find out how the protected areas fared, the researchers compared them with areas that were not protected but had similar natural features.

The analyses showed that 62 per cent of the species studied were more likely to be found in a Special Protection Area than outside it. Dr Femke Pfluger, first author of the study, based at the DDA and Gottingen University's Department of Conservation Biology, highlights these positive findings: "Conservationists obviously did a good job in selecting the right areas in the 2000s." However, a comparison over time showed more mixed results and she adds: "For the period 2012 to 2022, we were only able to identify positive developments in protected areas for 17 per cent of the species. These concerned mainly meadow birds such as black-tailed godwits and curlews, which have benefited from targeted habitat management." For 83 per cent of the species, there was either no measurable effect or the development was less favourable inside the protected areas than outside. The study also defined situations as 'effective protection' if the probability of finding a species decreased over time, both inside and outside the protected areas, but to a lesser extent within them.

Professor Johannes Kamp, Head of the Department of Conservation Biology at the University of Gottingen who led the analyses, says: "This shows that designating a Special Protection Area is not enough to stop a downward trend. The areas need better staffing and funding to restore habitats and to target measures specifically to support endangered species." Dr Jakob Katzenberger, who coordinates the DDA's research, is delighted that thousands of citizens contributed: "We were able to show that collecting biodiversity data from online platforms has huge potential. It was possible to track large-scale changes in birdlife really effectively."

This research was made possible thanks to funding by the German Federal Agency for Nature Conservation (BfN) as part of the project 'Implementation of measures for nationwide harmonised bird monitoring in EU special protection areas'.
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Trees cool better than reflective roofs in vulnerable Houston neighborhoods | ScienceDaily
As heatwaves become more intense, cities are looking for strategies that can help keep neighborhoods cooler. A new tool developed by researchers at The University of Texas at Austin has already helped identify potential solutions in Houston, a city where the impact of heat can vary significantly in different communities.


						
Researchers Kwun Yip Fung, Zong-Liang Yang, and Dev Niyogi at the UT Jackson School of Geosciences, along with colleagues from Spain and Canada, have created a new physics-based computer modeling framework that integrates indices of human comfort and social vulnerability with heat island mitigation strategies and a state-of-the-art urban climate modeling system.

The work was published in PNAS Nexus.

When the researchers applied the index to Houston, they discovered that trees, rather than roof treatments, provided the best relief from the heat in the most vulnerable areas. Vulnerability is assessed based on sensitivity factors such as socioeconomic status, household composition, and minority status as well as adaptive capacity factors such as housing type and access to transportation.

Heat islands occur in cities where structures such as buildings and roads absorb the sun's heat more than natural landscapes such as trees and grass. This higher heat leads to increased energy consumption from air conditioning, increased emissions from using more electricity, and compromises human health and comfort. This heat island effect can vary in different parts of the city, leading to differences in impact.

Most people are familiar with wind chill indexes used in the winter to describe how cold temperatures and wind interact to make people feel colder. Similarly, the heat index relies on both temperature and humidity to describe how conditions can make people feel hotter. Before this study, little research had been done to quantitively assess how the sun beating down on people makes them feel in an urban setting.

"If construction workers work under direct sunlight versus under the shade of tree cover, the comfort level will be very different," said Yang.




The universal thermal comfort index combines human comfort based on temperature, humidity, wind speed, and radiation. The researchers said it could be used in any community.

In their study, the researchers considered three different heat island mitigation strategies: painting roofs white to increase solar reflectance; planting vegetation on roofs to increase evaporation through the plants; and planting more trees, which increases evaporation and provides shade. In a generic city block, painting roofs white led to the biggest decrease in the index, especially during the day.

However, looking at different neighborhoods in Houston, the results became more nuanced.

The U.S. Centers for Disease Control and Prevention has developed a social vulnerability index as a measure of how sensitive neighborhoods are to socioeconomic factors and their capacity for adaptation. Classifying the neighborhoods in Houston according to this vulnerability index and then applying the human comfort index revealed that while painting roofs white was the best cooling option in places with low vulnerabilities, in places with higher vulnerabilities, planting trees was a better strategy.

"Now that we have developed the index of cooling and we have the vulnerability data, if we combine both of them, we can see which methods provide more cooling for those vulnerable neighborhoods," said lead author Fung, who conducted the research as part of his doctoral studies at the Jackson School.

The research revealed that places with high vulnerabilities also had more available space where trees could be planted, so the potential for adding trees was greater. They also had less roof area available for painting white or planting with vegetation.




"Now that we know the vulnerable neighborhoods have more space for planting trees, we should prioritize trees at those regions," said Fung. "And in those less vulnerable neighborhoods, we should prioritize other strategies like cool roofs and green roofs."

Applying the methodology to other cities may require other considerations. For example, in arid places like Arizona, trees would need to be selected for heat and drought tolerance. In northern cities, a lack of air conditioning plays a role in communities that are vulnerable to heat.

The new methodology could also be used to develop hybrid strategies, combining both rooftop treatments and tree planting, as well as other strategies such as reflective pavements.

"We see this as a baseline, but we are still exploring," said Fung. "Now that the index and the methodology have been developed, they can be applied to many other scenarios."
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Indigenous cultural burning has protected Australia's landscape for millennia, study finds | ScienceDaily
Ancient cultural burning practices carried out by Indigenous Australians limited fuel availability and prevented high intensity fires in southeastern Australia for thousands of years, according to new research from The Australian National University (ANU) and the University of Nottingham.


						
The research, published in Science, highlights how the intensity of forest fires in fire-prone southeastern Australia decreased over time alongside an increase in Indigenous populations in the area.

Dr Simon Connor from ANU said a better understanding of the link between human-induced climate change and the projected rise in the frequency and intensity of forest fires will lead to improved forest management and conservation in Australia.

"We often think about forests and woodlands in terms of trees, but this research shows that some of the biggest changes have happened not in the tree canopy but in the shrub layer. That's something we weren't expecting to find," he said.

"Indigenous peoples have shaped Australian landscapes over tens of thousands of years. They did this through cultural practices. We need to keep that in mind when we're thinking of the best way to live in the Australian environment."

Using tiny fossils preserved in ancient sediment, the research team reconstructed ancient landscapes across southeastern Australia to understand how the vegetation has changed over time.

The researchers focused on the shrub layer because this is what allows flames to climb from the ground to the canopy, leading to high intensity fires.




The team then compared this with archaeological data to analyse how human activity has impacted levels of shrub cover in Australian landscapes over time.

Lead researcher Dr Michela Mariani, from the University of Nottingham, said the expansion of Indigenous populations and a subsequent increase in the use of cultural burning led to a 50 per cent decrease in shrub cover, which in turn led to a decline in high intensity fires.

"The shrub layer in forests can often act as ladders for wildfires to climb up to tree canopies and spread," Dr Mariani said.

"Following British colonization and extensive fire suppression, shrub cover in Australia has increased to the highest ever recorded, which significantly increases the risk of high intensity fires in the future.

"Australia's fire crisis can be tamed with the involvement of Indigenous practitioners in fire management. It's important to rekindle ancient cultural burning practices together with Traditional Owners to reduce the risk of catastrophic blazes."

This work also involved researchers from the University of Melbourne, Monash University and the University of Tasmania.
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The harmful frequency and reach of unhealthy foods on social media | ScienceDaily
An analysis of social media posts that mention food and beverage products finds that fast food restaurants and sugar sweetened beverages are the most common, with millions of posts reaching billions of users over the course of a year. The study, published in the open access journal PLOS Digital Health, highlights the sheer volume of content normalising unhealthy eating, and argues that policies are needed to protect young people in the digital food environment.


						
Obesity is a health challenge around the world and food environments, including in the digital space, can influence what people eat. Monique Potvin Kent of the University of Ottawa, and colleagues, investigated the frequency and reach of user generated social media posts in Canada in 2020. They identified the 40 food brands with the highest brand shares in Canada and searched for mentions of them on Twitter, Reddit, Tumblr and YouTube by general users of the sites.

Over the course of 2020, the brands were mentioned 16,851,990 times, reaching an estimated 42,244,995,156 users. The food categories with the most posts and reach were fast food restaurants with 60.5% of posts and 58.1% of total reach, and sugar sweetened beverages with 29.3% of posts and 37.9% of total reach. More men mentioned and were reached by the posts compared to women. Although the study did not separate out users by age, past evidence has shown that young people are heavy users of social media and has demonstrated high rates of exposure to these types of content.

With so many posts mentioning these food categories and certain brands, the authors believe the digital environment is contributing to the normalization of unhealthy food and beverage intake by youth. They argue that given the popularity of social media use by young people, this study supports the need for policies to protect this vulnerable group in the digital food environment.
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Autistic traits shape how we explore | ScienceDaily
People with stronger autistic trails showed distinct exploration patterns and higher levels of persistence in a computer game, ultimately resulting in better performance than people with lower scores of autistic traits, according to a new study published this week in PLOS Computational Biology by Francesco Poli of Radboud Universiteit, the Netherlands, and colleagues.


						
Scientists know that individuals display curiosity and explore their environments to learn. How a person selects what they want to explore plays a pivotal role in how they learn and research has shown that exploration levels are highly variable across individuals.

In the new study, researchers tested 77 university students in a curiosity-driven exploration task in which participants had to learn the hiding patterns of multiple characters to predict where they would be. Levels of autistic traits were separately gauged using both self-reported and parent-reported social behavioral questionnaires.

People with lower scores of general autistic traits were less persistent and sought learning opportunities by engaging with characters more in the early stages of exploration. People with higher scores of autistic traits were more persistent and explored for longer times, even when learning was not easy. On this task, this meant that they performed better.

"This research underscores the importance of recognizing that individuals, especially those with autistic traits, may possess unique strategies for exploration and learning. This realization can guide educators and policy-makers in crafting more tailored learning environments," the authors say.

Poli adds: "People explore their environment in different ways. When they are free to explore as they want, individuals with higher autistic traits in our study showed a strong motivation to learn, persisted longer, and often performed better."
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First pediatric guideline on opioid prescribing in primary care focuses on preventing overdose | ScienceDaily
With its emphasis on opioid overdose prevention, the first guideline for primary care providers from the American Academy of Pediatrics (AAP) on prescribing opioids for acute pain in children and adolescents extends beyond responsible pain management. If opioids are prescribed, according to the guideline, families need to be counseled on the warning signs of overdose and have on hand naloxone, the medication that rapidly reverses an opioid overdose. The guideline also urges providers to advise families on safe disposal of unused opioid medication after their child's pain resolves, instead of keeping it at home for future use.


						
"Parents need to know how to respond to signs of overdose if their child is prescribed opioids, and they need to understand that safe disposal of unused opioids also is critical to preventing a tragedy," said co-author of the AAP guideline Mehul Raval, MD, MS, Division Head of Pediatric Surgery at Ann & Robert H. Lurie Children's Hospital of Chicago and Professor of Surgery and Pediatrics at Northwestern University Feinberg School of Medicine.

Dr. Raval served on the core team that developed the guideline. This team included family perspectives, as well as input from pediatricians, anesthesiologists and surgeons.

"Our inclusive and multidisciplinary development process is a major strength of this guideline," said Dr. Raval. "We offer practical recommendations for pediatricians that support multimodal pain management and appropriate opioid use, which involves prescribing the minimum dose for the shortest duration. Overdose prevention strategies are key to safe opioid prescribing and need to become standard practice."

For more on safe medication disposal and nearby disposal locations, visit:

https://www.luriechildrens.org/en/blog/how-to-properly-dispose-of-medications/

Dr. Raval holds the Orvar Swenson Founders' Board Chair in Pediatric Surgery at Lurie Children's.
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      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        How gophers brought Mount St. Helens back to life in one day
        When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable and still visible 40 years later.

      

      
        Interstellar methane as progenitor of amino acids?
        Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.

      

      
        AI-driven mobile robots team up to tackle chemical synthesis
        Researchers have developed AI-driven mobile robots that can carry out chemical synthesis research with extraordinary efficiency. Researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

      

      
        New haptic patch transmits complexity of touch to the skin
        Thin, flexible device could help people with visual impairments 'feel' surroundings. Device comprises a hexagonal array of 19 actuators encapsulated in soft silicone. Device only uses energy when actuators change position, operating for longer periods of time on a single battery charge.

      

      
        Asteroid grains shed light on the outer solar system's origins
        Tiny grains from asteroid Ryugu are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago. The findings suggest the distal solar system harbored a weak magnetic field, which could have played a role in forming the giant planets and other objects.

      

      
        Mighty radio bursts linked to massive galaxies
        Researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low - mass ones.

      

      
        The egg or the chicken? An ancient unicellular says egg
        Chromosphaera perkinsii is a single-celled species discovered in 2017 in marine sediments around Hawaii. The first signs of its presence on Earth have been dated at over a billion years, well before the appearance of the first animals. A team has observed that this species forms multicellular structures that bear striking similarities to animal embryos. These observations suggest that the genetic programs responsible for embryonic development were already present before the emergence of animal li...

      

      
        Explaining science through dance
        Explaining a theoretical science concept to high school students requires a new way of thinking altogether, which is precisely what researchers did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

      

      
        Deaf male mosquitoes don't mate
        Romance is a complex affair in humans. There's personality, appearance, seduction, all manner of physical and social cues. Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.

      

      
        The secrets of baseball's magic mud
        The unique properties of baseball's famed 'magic' mud, which MLB equipment managers applied to every ball in the World Series, have never been scientifically quantified -- until now. Researchers now reveal what makes the magic mud so special.

      

      
        Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events?
        Extraordinarily well preserved fossils of feathered dinosaurs and other creatures got that way after being frozen in time by by volcanic eruptions, researchers have long suggested. Not so fast, says a new study.

      

      
        Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago
        Evolutionary biologists report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.

      

      
        Dance of electrons measured in the glow from exploding neutron-stars
        The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time.

      

      
        Astronomers discover the fastest-feeding black hole in the early universe
        Astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.

      

      
        Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery
        Biomedical engineers have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.

      

      
        NASA's Hubble, Webb probe surprisingly smooth disk around Vega
        Teams of astronomers used the combined power of NASA's Hubble and James Webb space telescopes to revisit the legendary Vega disk.

      

      
        Echolocating bats use an acoustic cognitive map for navigation
        Echolocating bats have been found to possess an acoustic cognitive map of their home range, enabling them to navigate over kilometer-scale distances using echolocation alone.

      

      
        New methods for whale tracking and rendezvous using autonomous robots
        Today, a research team has proposed a new reinforcement learning framework with autonomous drones to find sperm whales and predict where they will surface.
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How gophers brought Mount St. Helens back to life in one day | ScienceDaily
When Mount St. Helens erupted in 1980, lava incinerated anything living for miles around. As an experiment, scientists dropped gophers onto parts of the scorched mountain for only 24 hours. The benefits from that single day were undeniable -- and still visible 40 years later.


						
Once the blistering blast of ash and debris cooled, scientists theorized that, by digging up beneficial bacteria and fungi, gophers might be able to help regenerate lost plant and animal life on the mountain. Two years after the eruption, they tested this theory.

"They're often considered pests, but we thought they would take old soil, move it to the surface, and that would be where recovery would occur," said UC Riverside's Michael Allen.

They were right. But the scientists did not expect the benefits of this experiment would still be visible in the soil today, in 2024. A paper out this week in the journal Frontiers in Microbiomes details an enduring change in the communities of fungi and bacteria where gophers had been, versus nearby land where they were never introduced.

"In the 1980s, we were just testing the short-term reaction," said UCR microbiologist Michael Allen. "Who would have predicted you could toss a gopher in for a day and see a residual effect 40 years later?"

In 1983, Allen and Utah State University's James McMahon helicoptered to an area where the lava had turned the land into collapsing slabs of porous pumice. At that time, there were only about a dozen plants that had learned to live on these slabs. A few seeds had been dropped by birds, but the resulting seedlings struggled.

After scientists dropped a few local gophers on two pumice plots for a day, the land exploded again with new life. Six years post-experiment, there were 40,000 plants thriving on the gopher plots. The untouched land remained mostly barren.




All this was possible because of what isn't always visible to the naked eye. Mycorrhizal fungi penetrate into plant root cells to exchange nutrients and resources. They can help protect plants from pathogens in the soil, and critically, by providing nutrients in barren places, they help plants establish themselves and survive.

"With the exception of a few weeds, there is no way most plant roots are efficient enough to get all the nutrients and water they need by themselves. The fungi transport these things to the plant and get carbon they need for their own growth in exchange," Allen said.

A second aspect of this study further underscores how critical these microbes are to the regrowth of plant life after a natural disaster. On one side of the mountain was an old-growth forest. Ash from the volcano blanketed the trees, trapping solar radiation and causing needles on the pine, spruce, and Douglas firs to overheat and fall off. Scientists feared the loss of the needles would cause the forest to collapse.

That is not what happened. "These trees have their own mycorrhizal fungi that picked up nutrients from the dropped needles and helped fuel rapid tree regrowth," said UCR environmental microbiologist and paper co-author Emma Aronson. "The trees came back almost immediately in some places. It didn't all die like everyone thought."

On the other side of the mountain, the scientists visited a forest that had been clearcut prior to the eruption. Logging had removed all the trees for acres, so naturally there were no dropped needles to feed soil fungi.

"There still isn't much of anything growing in the clearcut area," Aronson said. "It was shocking looking at the old growth forest soil and comparing it to the dead area."

These results underscore how much there is to learn about rescuing distressed ecosystems, said lead study author and University of Connecticut mycologist Mia Maltz, who was a postdoctoral scholar in Aronson's lab at UCR when the study began.

"We cannot ignore the interdependence of all things in nature, especially the things we cannot see like microbes and fungi," Maltz said.
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Interstellar methane as progenitor of amino acids? | ScienceDaily
Gamma radiation can convert methane into a wide variety of products at room temperature, including hydrocarbons, oxygen-containing molecules, and amino acids, reports a research team in the journal Angewandte Chemie. This type of reaction probably plays an important role in the formation of complex organic molecules in the universe -- and possibly in the origin of life. They also open up new strategies for the industrial conversion of methane into high value-added products under mild conditions.


						
With these research results, the team led by Weixin Huang at the University of Science and Technology of China (Hefei) has contributed to our fundamental understanding of the early development of molecules in the universe. "Gamma rays, high-energy photons commonly existing in cosmic rays and unstable isotope decay, provide external energy to drive chemical reactions of simple molecules in the icy mantles of interstellar dust and ice grains," states Huang. "This can result in more complex organic molecules, presumably starting from methane (CH4), which is widely present throughout the interstellar medium."

Although higher pressures and temperatures reign on Earth and on planets in the so-called habitable zone, most studies of cosmic processes are only simulated under vacuum and at extremely low temperatures. In contrast, the Chinese team studied the reactions of methane at room temperature in the gas and aqueous phases under irradiation with a cobalt-60 emitter.

The composition of the products varies depending on the starting materials. Pure methane reacts -- with very low yield -- to give ethane, propane and hydrogen. The addition of oxygen increases the conversion, resulting mainly in CO2 as well as CO, ethylene, and water. In the presence of water, aqueous methane reacts to give acetone and tertiary butyl alcohol; in the gas phase, it gives ethane and propane. When both water and oxygen are added, the reactions are strongly accelerated. In the aqueous phase, formaldehyde, acetic acid, and acetone are formed. If ammonia is also added, acetic acid forms glycine, an amino acid also found in space. "Under gamma radiation, glycine can be made from methane, oxygen, water, and ammonia, molecules that are found in large amounts in space," says Huang. The team developed a reaction scheme that explains the routes by which the individual products are formed. Oxygen ([?]O2[?]) and [?]OH radicals play an important role in this. The rates of these radical reaction mechanisms are not temperature-dependent and could thus also take place in space.

In addition, the team was able to demonstrate that various solid particles that are components of interstellar dust -- silicon dioxide, iron oxide, magnesium silicate, and graphene oxide -- change the product selectivity in different ways. The varied composition of interstellar dust may thus have contributed to the observed uneven distribution of molecules in space.

Silicon dioxide leads to a more selective conversion of methane to acetic acid. Says Huang, "because gamma radiation is an easily available, safe, and sustainable source of energy, this could be a new approach for using methane as a carbon source that can be efficiently converted into value-added products under mild conditions -- a long-standing challenge for industrial synthetic chemistry."
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AI-driven mobile robots team up to tackle chemical synthesis | ScienceDaily
Researchers at the University of Liverpool have developed AI-driven mobile robots that can carry out chemical synthesis research with axtraordinairy efficiency.


						
In a study publishing in the journal Nature, researchers show how mobile robots that use AI logic to make decisions were able to perform exploratory chemistry research tasks to the same level as humans, but much faster.

The 1.75-meter-tall mobile robots were designed by the Liverpool team to tackle three primary problems in exploratory chemistry: performing the reactions, analysing the products, and deciding what to do next based on the data.

The two robots performed these tasks in a cooperative manner as they addressed problems in three different areas of chemical synthesis -- structural diversification chemistry (relevant to drug discovery), supramolecular host-guest chemistry, and photochemical synthesis.

The results found that with the AI function the mobile robots made the same or similar decisions as a human researcher but these decisions were made on a far quicker timescale than a human, which could take hours.

Professor Andrew Cooper from the University of Liverpool's Department of Chemistry and Materials Innovation Factory, who led the project explained:

"Chemical synthesis research is time consuming and expensive, both in the physical experiments and the decisions about what experiments to do next so using intelligent robots provides a way to accelerate this process.




"When people think about robots and chemistry automation, they tend to think about mixing solutions, heating reactions, and so forth. That's part of it, but the decision making can be at least as time consuming. This is particularly true for exploratory chemistry, where you're not sure of the outcome. It involves subtle, contextual decisions about whether something is interesting or not, based on multiple datasets. It's a time-consuming task for research chemists but a tough problem for AI."

Decision-making is a key problem in exploratory chemistry. For example, a researcher might run several trial reactions and then decide to scale up only the ones that give good reaction yields, or interesting products. This is hard for AI to do as the question of whether something is 'interesting' and worth pursuing can have multiple contexts, such as novelty of the reaction product, or the cost and complexity of the synthetic route.

Dr Sriram Vijayakrishnan, a former University of Liverpool PhD student and the Postdoctoral Researcher with the Department of Chemistry who led the synthesis work, explained: "When I did my PhD, I did many of the chemical reactions by hand. Often, collecting and figuring out the analytical data took just as long as setting up the experiments. This data analysis problem becomes even more severe when you start to automate the chemistry. You can end up drowning in data."

"We tackled this here by building an AI logic for the robots. This processes analytical datasets to make an autonomous decision -- for example, whether to proceed to the next step in the reaction. This decision is basically instantaneous, so if the robot does the analysis at 3:00 am, then it will have decided by 3:01 am which reactions to progress. By contrast, it might take a chemist hours to go through the same datasets."

Professor Cooper added: "The robots have less contextual breadth than a trained researcher so in its current form, it won't have a "Eureka!" moment. But for the tasks that we gave it here, the AI logic made more or less the same decisions as a synthetic chemist across these three different chemistry problems, and it makes these decisions in the blink of an eye. There is also huge scope to expand the contextual understanding of the AI, for example by using large language models to link it directly to relevant scientific literature."

In the future, the Liverpool team wants to use this technology to discover chemical reactions that are relevant to pharmaceutical drug synthesis, as well as new materials for applications such as carbon dioxide capture.

Two mobile robots were used in this study, but there is no limit to the size of the robot teams that could be used. Hence, this approach could scale to the largest industrial laboratories.
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New haptic patch transmits complexity of touch to the skin | ScienceDaily
A Northwestern University-led team of engineers has developed a new type of wearable device that stimulates skin to deliver various complex sensations.


						
The thin, flexible device gently adheres to the skin, providing more realistic and immersive sensory experiences. Although the new device obviously lends itself to gaming and virtual reality (VR), the researchers also envision applications in healthcare. For example, the device could help people with visual impairments "feel" their surroundings or give feedback to people with prosthetic limbs.

The study will be published on Wednesday (Nov. 6) in the journal Nature.

The device is the latest advance in wearable technology from Northwestern bioelectronics pioneer John A. Rogers. The new study builds on work published in 2019 in Nature, in which his team introduced "epidermal VR," a skin-interfaced system that communicates touch through an array of miniature vibrating actuators across large areas of the skin, with fast wireless control.

"Our new miniaturized actuators for the skin are far more capable than the simple 'buzzers' that we used as demonstration vehicles in our original 2019 paper," Rogers said. "Specifically, these tiny devices can deliver controlled forces across a range of frequencies, providing constant force without continuous application of power. An additional version allows the same actuators to provide a gentle twisting motion at the surface of the skin to complement the ability to deliver vertical force, adding realism to the sensations."

Rogers is the Louis A. Simpson and Kimberly Querrey Professor of Materials Science and Engineering, Biomedical Engineering and Neurological Surgery, with appointments in Northwestern's McCormick School of Engineering and Northwestern University Feinberg School of Medicine. He also directs the Querrey Simpson Institute for Bioelectronics.

Rogers co-led the work with Northwestern's Yonggang Huang, the Jan and Marcia Achenbach Professorship in Mechanical Engineering at McCormick; Hanqing Jiang of Westlake University in China; and Zhaoqian Xie of Dalian University of Technology in China. Jiang's team built the small modifying structures needed to enable twisting motions.




Leveraging skin-stored energy

The new device comprises a hexagonal array of 19 small magnetic actuators encapsulated within a thin, flexible silicone-mesh material. Each actuator can deliver different sensations, including pressure, vibration and twisting. Using Bluetooth technology in a smartphone, the device receives data about a person's surroundings for translation into tactile feedback -- substituting one sensation (like vision) for another (touch).

Although the device is powered by a small battery, it saves energy using a clever "bistable" design. This means it can stay in two stable positions without needing constant energy input. When the actuators press down, it stores energy in the skin and in the device's internal structure. When the actuators push back up, the device uses the small amount of energy to release the stored energy. So, the device only uses energy when the actuators change position. With this energy-efficient design, the device can operate for longer periods of time on a single battery charge.

"Instead of fighting against the skin, the idea was ultimately to actually use the energy that's stored in skin mechanically as elastic energy and recover that during the operation of the device," said Matthew Flavin, the paper's first author. "Just like stretching a rubber band, compressing the elastic skin stores energy. We can then reapply that energy while we're delivering sensory feedback, and that was ultimately the basis for how we create the created this really energy-efficient system."

At the time of the research, Flavin was a postdoctoral researcher in Rogers' lab. Now, he is an assistant professor of electrical and computer engineering at the Georgia Institute of Technology.

Sensory substitution

To test the device, the researchers blindfolded healthy subjects to test their abilities to avoid objects in their path, change foot placement to avoid injury and alter their posture to improve balance.




One experiment involved a subject navigating a path through obstructing objects. As the subject approached an object, the device delivered feedback in the form of light intensity in its upper right corner. As the person moved nearer to the object, the feedback became more intense, moving closer to the center of the device.

With only a short period of training, subjects using the device were able to change behavior in real time. By substituting visual information with mechanical, the device "would operate very similarly to how a white cane would, but it's integrating more information than someone would be able to get with a more common aid," Flavin said.

"As one of several application examples, we show that this system can support a basic version of 'vision' in the form of haptic patterns delivered to the surface of the skin based on data collected using the 3D imaging function (LiDAR) available on smartphones," Rogers said. "This sort of 'sensory substitution' provides a primitive, but functionally meaningful, sense of one's surroundings without reliance on eyesight -- a capability useful for individuals with vision impairments."
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Asteroid grains shed light on the outer solar system's origins | ScienceDaily
Tiny grains from a distant asteroid are revealing clues to the magnetic forces that shaped the far reaches of the solar system over 4.6 billion years ago.


						
Scientists at MIT and elsewhere have analyzed particles of the asteroid Ryugu, which were collected by the Japanese Aerospace Exploration Agency's (JAXA) Hayabusa2 mission and brought back to Earth in 2020. Scientists believe Ryugu formed on the outskirts of the early solar system before migrating in toward the asteroid belt, eventually settling into an orbit between Earth and Mars.

The team analyzed Ryugu's particles for signs of any ancient magnetic field that might have been present when the asteroid first took shape. Their results suggest that if there was a magnetic field, it would have been very weak. At most, such a field would have been about 15 microtesla. (The Earth's own magnetic field today is around 50 microtesla.)

Even so, the scientists estimate that such a low-grade field intensity would have been enough to pull together primordial gas and dust to form the outer solar system's asteroids and potentially play a role in giant planet formation, from Jupiter to Neptune.

The team's results, which are published today in the journal AGU Advances, show for the first time that the distal solar system likely harbored a weak magnetic field. Scientists have known that a magnetic field shaped the inner solar system, where Earth and the terrestrial planets were formed. But it was unclear whether such a magnetic influence extended into more remote regions, until now.

"We're showing that, everywhere we look now, there was some sort of magnetic field that was responsible for bringing mass to where the sun and planets were forming," says study author Benjamin Weiss, the Robert R. Shrock Professor of Earth and Planetary Sciences at MIT. "That now applies to the outer solar system planets."

The study's lead author is Elias Mansbach PhD '24, who is now a postdoc at Cambridge University. MIT co-authors include Eduardo Lima, Saverio Cambioni, and Jodie Ream, along with Michael Sowell and Joseph Kirschvink of Caltech, Roger Fu of Harvard University, Xue-Ning Bai of Tsinghua University, Chisato Anai and Atsuko Kobayashi of the Kochi Advanced Marine Core Research Institute, and Hironori Hidaka of Tokyo Institute of Technology.




A far-off field

Around 4.6 billion years ago, the solar system formed from a dense cloud of interstellar gas and dust, which collapsed into a swirling disk of matter. Most of this material gravitated toward the center of the disk to form the sun. The remaining bits formed a solar nebula of swirling, ionized gas. Scientists suspect that interactions between the newly formed sun and the ionized disk generated a magnetic field that threaded through the nebula, helping to drive accretion and pull matter inward to form the planets, asteroids, and moons.

"This nebular field disappeared around 3 to 4 million years after the solar system's formation, and we are fascinated with how it played a role in early planetary formation," Mansbach says.

Scientists previously determined that a magnetic field was present throughout the inner solar system -- a region that spanned from the sun to about 7 astronomical units (AU), out to where Jupiter is today. (One AU is the distance between the sun and the Earth.) The intensity of this inner nebular field was somewhere between 50 to 200 microtesla, and it likely influenced the formation of the inner terrestrial planets. Such estimates of the early magnetic field are based on meteorites that landed on Earth and are thought to have originated in the inner nebula.

"But how far this magnetic field extended, and what role it played in more distal regions, is still uncertain because there haven't been many samples that could tell us about the outer solar system," Mansbach says.

Rewinding the tape

The team got an opportunity to analyze samples from the outer solar system with Ryugu, an asteroid that is thought to have formed in the early outer solar system, beyond 7 AU, and was eventually brought into orbit near the Earth. In December 2020, JAXA's Hayabusa 2 mission returned samples of the asteroid to Earth, giving scientists a first look at a potential relic of the early distal solar system.




The researchers acquired several grains of the returned samples, each about a millimeter in size. They placed the particles in a magnetometer -- an instrument in Weiss' lab that measures the strength and direction of a sample's magnetization. They then applied an alternating magnetic field to progressively demagnetize each sample.

"Like a tape recorder, we are slowly rewinding the sample's magnetic record," Mansbach explains. "We then look for consistent trends that tell us if it formed in a magnetic field."

They determined that the samples held no clear sign of a preserved magnetic field. This suggests that either there was no nebular field present in the outer solar system where the asteroid first formed, or the field was so weak that it was not recorded in the asteroid's grains. If the latter is the case, the team estimates such a weak field would have been no more than 15 microtesla in intensity.

The researchers also reexamined data from previously studied meteorites. They specifically looked at "ungrouped carbonaceous chondrites" -- meteorites that have properties that are characteristic of having formed in the distal solar system. Scientists had estimated the samples were not old enough to have formed before the solar nebula disappeared. Any magnetic field record the samples contain, then, would not reflect the nebular field. But Mansbach and his colleagues decided to take a closer look.

"We reanalyzed the ages of these samples and found they are closer to the start of the solar system than previously thought," Mansbach says. "We think these samples formed in this distal, outer region. And one of these samples does actually have a positive field detection of about 5 microtesla, which is consistent with an upper limit of 15 microtesla."

This updated sample, combined with the new Ryugu particles, suggest that the outer solar system, beyond 7 AU, hosted a very weak magnetic field, that was nevertheless strong enough to pull matter in from the outskirts to eventually form the outer planetary bodies, from Jupiter to Neptune.

"When you're further from the sun, a weak magnetic field goes a long way," Weiss notes. "It was predicted that it doesn't need to be that strong out there, and that's what we're seeing."

The team plans to look for more evidence of distal nebular fields with samples from another far-off asteroid, Bennu, which were delivered to Earth in September 2023 by NASA's OSIRIS-REx spacecraft.

"Bennu looks a lot like Ryugu, and we're eagerly awaiting first results from those samples," Mansbach says.

This research was supported, in part, by NASA.
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Mighty radio bursts linked to massive galaxies | ScienceDaily
Since their discovery in 2007, fast radio bursts -- extremely energetic pulses of radio-frequency light -- have lit up the sky repeatedly, leading astronomers on a chase to uncover their origins. Currently, confirmed fast radio bursts, or FRBs, number in the hundreds, and scientists have assembled mounting evidence for what triggers them: highly magnetized neutron stars known as magnetars (neutron stars are a type of dead star). One key piece of evidence came when a magnetar erupted in our own galaxy and several observatories, including Caltech's STARE2 (Survey for Transient Astronomical Radio Emission 2) project, caught the actionin real time.


						
Now, reporting in the journal Nature, Caltech-led researchers have uncovered where FRBs are more likely to occur in the universe -- massive star-forming galaxies rather than low-mass ones. This finding has, in turn, led to new ideas about how magnetars themselves form. Specifically, the work suggests that these exotic dead stars, whose magnetic fields are 100 trillion times stronger than Earth's, often form when two stars merge and later blow up in a supernova. Previously, it was unclear whether magnetars form in this way, from the explosion of two merged stars, or whether they might form when a single star explodes.

"The immense power output of magnetars makes them some of the most fascinating and extreme objects in the universe," says Kritti Sharma, lead author of the new study and a graduate student working with Vikram Ravi, an assistant professor of astronomy at Caltech. "Very little is known about what causes the formation of magnetars upon the death of massive stars. Our work helps to answer this question."

The project began with a search for FRBs using the Deep Synoptic Array-110 (DSA-110), a Caltech project funded by the National Science Foundation and based at the Owens Valley Radio Observatory near Bishop, California. To date, the sprawling radio array has detected and localized 70 FRBs to their specific galaxy of origin (only 23 other FRBs have been localized by other telescopes). In the current study, the researchers analyzed 30 of these localized FRBs.

"DSA-110 has more than doubled the number of FRBs with known host galaxies," says Ravi. "This is what we built the array to do."

Although FRBs are known to occur in galaxies that are actively forming stars, the team, to its surprise, found that the FRBs tend to occur more often in massive star-forming galaxies than low-mass star-forming galaxies. This alone was interesting because the astronomers had previously thought that FRBs were going off in all types of active galaxies.

With this new information, the team started to ponder what the results revealed about FRBs. Massive galaxies tend to be metal-rich because the metals in our universe -- elements that are manufactured by stars -- take time to build up over the course of cosmic history. The fact that FRBs are more common in these metal-rich galaxies implies that the source of FRBs, magnetars, are also more common to these types of galaxies.




Stars that are rich in metals -- which in astronomical terms means elements heavier than hydrogen and helium -- tend to grow larger than other stars. "Over time, as galaxies grow, successive generations of stars enrich galaxies with metals as they evolve and die," Ravi says.

What is more, massive stars that explode in supernovae and can become magnetars are more commonly found in pairs. In fact, 84 percent of massive stars are binaries. So, when one massive star in a binary is puffed up due to extra metal content, its excess material gets yanked over to its partner star, which facilitates the ultimate merger of the two stars. These merged stars would have a greater combined magnetic field than that of a single star.

"A star with more metal content puffs up, drives mass transfer, culminating in a merger, thus forming an even more massive star with a total magnetic field greater than what the individual star would have had," Sharma explains.

In summary, since FRBs are preferentially observed in massive and metal-rich star-forming galaxies, then magnetars (which are thought to trigger FRBs) are probably also forming in metal-rich environments conducive to the merging of two stars. The results therefore hint that magnetars across the universe originate from the remnants of stellar mergers.

In the future, the team hopes to hunt down more FRBs and their places of origin using DSA-110, and eventually the DSA-2000, an even bigger radio array planned to be built in the Nevada desert and completed in 2028.

"This result is a milestone for the whole DSA team. A lot of the authors on this paper helped build the DSA-110," Ravi says. "And the fact that the DSA-110 is so good at localizing FRBs bodes well for the success of DSA-2000."
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The egg or the chicken? An ancient unicellular says egg | ScienceDaily

The first life forms to appear on Earth were unicellular, i.e. composed of a single cell, such as yeast or bacteria. Later, animals -- multicellular organisms -- evolved, developing from a single cell, the egg cell, to form complex beings. This embryonic development follows precise stages that are remarkably similar between animal species and could date back to a period well before the appearance of animals. However, the transition from unicellular species to multicellular organisms is still very poorly understood.

Recently appointed as an assistant professor at the Department of Biochemistry in the UNIGE Faculty of Science, and formerly an SNSF Ambizione researcher at EPFL, Omaya Dudin and his team have focused on Chromosphaera perkinsii, or C. perkinsii, an ancestral species of protist. This unicellular organism separated from the animal evolutionary line more than a billion years ago, offering valuable insight into the mechanisms that may have led to the transition to multicellularity.

By observing C. perkinsii, the scientists discovered that these cells, once they have reached their maximum size, divide without growing any further, forming multicellular colonies resembling the early stages of animal embryonic development. Unprecedentedly, these colonies persist for around a third of their life cycle and comprise at least two distinct cell types, a surprising phenomenon for this type of organism.

''Although C. perkinsii is a unicellular species, this behaviour shows that multicellular coordination and differentiation processes are already present in the species, well before the first animals appeared on Earth'', explains Omaya Dudin, who led this research.

Even more surprisingly, the way these cells divide and the three-dimensional structure they adopt are strikingly reminiscent of the early stages of embryonic development in animals. In collaboration with Dr John Burns (Bigelow Laboratory for Ocean Sciences), analysis of the genetic activity within these colonies revealed intriguing similarities with that observed in animal embryos, suggesting that the genetic programmes governing complex multicellular development were already present over a billion years ago.

Marine Olivetta, laboratory technician at the Department of Biochemistry in the UNIGE Faculty of Science and first author of the study, explains: "It's fascinating, a species discovered very recently allows us to go back in time more than a billion years." In fact, the study shows that either the principle of embryonic development existed before animals, or multicellular development mechanisms evolved separately in C. perkinsii.

This discovery could also shed new light on a long-standing scientific debate concerning 600 million-year-old fossils that resemble embryos, and could challenge certain traditional conceptions of multicellularity.
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Explaining science through dance | ScienceDaily
Science can be difficult to explain to the public. In fact, any subfield of science can be difficult to explain to another scientist who studies in a different area. Explaining a theoretical science concept to high school students requires a new way of thinking altogether.


						
This is precisely what researchers at the University of California San Diego did when they orchestrated a dance with high school students at Orange Glen High School in Escondido as a way to explain topological insulators.

The experiment, led by former graduate student Matthew Du and UC San Diego Associate Professor of Chemistry and Biochemistry Joel Yuen-Zhou, was published in Science Advances.

"I think the concept is simple," stated Yuen-Zhou. "But the math is much harder. We wanted to show that these complex ideas in theoretical and experimental physics and chemistry are actually not as impossible to understand as you might initially think."

Topological insulators are a relatively new type of quantum material that has insulating properties on the inside, but have conductive properties on the outside. To use a Southern California staple, if a topological insulator was a burrito, the filling would be insulating and the tortilla would be conducting.

Since topological insulators are able to withstand some disorder and deformation, they can be synthesized and used under conditions where imperfections can arise. For this reason, they hold promise in the areas of quantum computing and lasers, and in creating more efficient electronics.

To bring these quantum materials to life, the researchers made a dancefloor (topological insulator) by creating a grid with pieces of blue and red tape. Then to choreograph the dance, Du created a series of rules that governed how individual dancers moved.




These rules are based on what is known as a Hamiltonian in quantum mechanics. Electrons obey rules given by a Hamiltonian, which represents the total energy of a quantum system, including kinetic and potential energy. The Hamiltonian encodes the interactions of the electron in the potential energy of the material.

Each dancer (electron) had a pair of flags and was given a number that corresponded to a movement:
    	1 = wave flags with arms pointing up
    	0 = stand still
    	-1 = wave flags with arms pointing down

Subsequent moves were based on what a neighboring dancer did and the color of the tape on the floor. A dancer would mimic a neighbor with blue tape, but do the opposite of a neighbor with red tape. Individual mistakes or dancers leaving the floor didn't disrupt the overall dance, exhibiting the robustness of topological insulators.

In addition to topology, Yuen-Zhou's lab also studies chemical processes and photonics, and it was in thinking of light waves that they realized the movement of a group of people also resembled a wave. This gave Yuen-Zhou the idea of using dance to explain a complex topic like topological insulators. Implementing this idea seemed like a fun challenge to Du, who is currently a postdoctoral scholar at the University of Chicago and takes salsa lessons in his free time.

Du, who comes from a family of educators and is committed to scientific outreach, says the project gave him an appreciation for being able to distill science into its simplest elements.

"We wanted to demystify these concepts in a way that was unconventional and fun," he stated. "Hopefully, the students were able to see that science can be made understandable and enjoyable by relating it to everyday life."

Full list of authors: Matthew Du, Juan B. Perez-Sanchez, Jorge A. Campos-Gonzalez-Angulo, Arghadip Koner, Federico Mellini, Sindhana Pannir-Sivajothi, Yong Rui Poh, Kai Schwennicke, Kunyang Sun, Stephan van den Wildenberg, Alec Barron and Joel Yuen-Zhou (all UC San Diego); and Dylan Karzen (Orange Glen High School).

This research was supported by an National Science Foundation CAREER grant (CHE 1654732).
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Deaf male mosquitoes don't mate | ScienceDaily
Mosquitoes are much more blunt. Mating occurs for a few seconds in midair. And all it takes to woo a male is the sound of a female's wingbeats. Imagine researchers' surprise when a single change completely killed the mosquitoes' libidos.


						
Now a study out of UC Santa Barbara reveals that this is really all there is to it. Researchers in Professor Craig Montell's lab created deaf mosquitoes and found that the males had absolutely no interest in mating. "You could leave them together with the females for days, and they will not mate," Montell said.

The dramatic change was simple to produce. "The absence of a single gene, trpVa, produced this profound effect on mosquito mating behavior," explained co-lead author Dhananjay Thakur, a postdoctoral scholar in the Department of Molecular, Cellular, and Developmental Biology.

The results, published in the Proceedings of the National Academy of Sciences could have major implications for how we manage disease transmission by better controlling the populations of mosquito vectors, such as Aedes aegypti, that infect hundreds of millions of people every year with viruses that cause diseases.

Frisky skeeters

"On summer evenings, we often see swarms of mosquitoes gathered by the water or under streetlights. These gatherings are essentially mass mating events," said co-lead author Yijin Wang, a former postdoc at UCSB. Although mosquitoes possess an extraordinary ability to reproduce, scientists still have a limited understanding of the molecular and neurological mechanisms at work.

Courtship for Aedes aegypti usually progresses like this: Females flap their wings at around 500 Hz. When males hear this, they take off, buzzing at about 800 Hz. The males also rapidly modulate this frequency when the ladies are around. Then there's a quick midair rendezvous, and the paramours go their separate ways. Males are always scouting out new potential partners, but a female that's successfully mated generally won't do so again.




Montell and co-lead authors Yijin Wang, Thakur and Emma Duge suspected that hearing played a role in this behavior, so they investigated the insect's auditory neurons. These lie at the base of the antennae in a structure called the Johnston's organ. The antennae are magnificent multi-sensory apparatuses, chock-full of olfactory, mechanosensory and even thermal infrared sensilla, as Montell's lab recently discovered. In the current study, the team focused on a particular sensory channel called TRPVa -- and the corresponding gene, trpVa -- which is the mosquito analogue of a channel required for hearing in fruit flies.

The team used CRISPR-Cas9 to knock out the gene that codes for TRPVa in Aedes aegypti mosquitoes. The resulting animals showed no reaction to sound. In fact, they found that sound elicited no electrical activity from neurons in the Johnston's organ. The insects were truly deaf.

And when the authors placed deaf males in chambers with females ... nothing happened. "If they can't hear the female wingbeat, they're not interested," Montell said. Their hearing counterparts, on the other hand, wasted no time in getting busy: mating many times in the course of a few minutes.

A romantic soundtrack

Hearing is not only necessary for males to mate, it seems to be sufficient to rouse their desires. When the authors played the sound of female wingbeats to normal males, the males typically responded with abdominal thrusts. They were primed and ready for action. Deaf males barely twitched.

Females, however, were a different story. Deaf females still had some lust left in them. "The impact on the female is minimal, but the impact on the male is absolute," Montell said. The team plans to study these differences in future work.




"I think the reason why our major finding is so shocking is because, in most organisms, mating behavior is dependent on a combination of several sensory cues," said Duge, one of Montell's doctoral students. "The fact that taking away a single sense can completely abolish mating is fascinating."

And the authors believe that their results -- the role of sound in mating and the function TRPVa plays in hearing -- generalize to other species of mosquito.

Looking inside

A mosquito's physiology reveals just how important hearing is to these insects. Male mosquitoes have the most auditory neurons of any known insect, Montell explained. Females have half as many. That's still a lot, but hearing is much more crucial for males.

To identify which neurons express the trpVa gene, the authors added a gene coding for green fluorescent protein into the mosquito genome. They did this in a way such that the fluorescent protein was expressed indirectly under the control of the trpVa promoter. A promoter is a DNA sequence usually located at the start of a gene where enzymes bind to initiate transcription, in this case triggering the production of those green fluorescent proteins. Now the mutant mosquitoes would produce green fluorescent protein in all the places that normally would produce TRPVa. So the same mosquitoes provided test subjects for the experiment and a bright green map of TRPVa expression for the analysis.

Unsurprisingly, the team found that trpVa is expressed in the Johnston's organ. And they could clearly follow the paths of auditory neurons from there into the brain, as well as see differences in these paths between male and female mosquitoes.

Hijacking mosquito courtship

Pathogens spread by the mosquito Aedes aegypti infect some 400 million people a year, of which about 100 million develop diseases like dengue, zika and yellow fever. This means that understanding its behavior and lifecycle can provide us tools and insights in disease prevention.

One potential method to control insect vectors is the sterile insect technique (SIT), which works by releasing a large number of sterile males to mate with females. In certain insects, like mosquitoes, successful mating prevents females from seeking other partners. And, if the female mates with a sterile male, she doesn't actually produce offspring. In theory, this can suppress the population.

The technique works marvelously for certain agricultural pests like the California medfly. "The fact that you haven't heard of this pest is a testament to how successful SIT is, because 30 years ago it was all over the news," Montell said.

But the success of SIT in Aedes aegypti is limited by the competitiveness of the sterile males; they have to get to the females first for the ploy to work. Currently, the technique doesn't cause enough suppression in mosquito populations for them to drop below the critical threshold and send the population plummeting. Given the central role of hearing in mosquito courtship, trpVa might provide a target for increasing the effectiveness of SIT. Montell's lab is working on several ways to make sterile males that can outcompete their natural counterparts. Hopefully, the trick will be as straightforward as these unfussy lovers.
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The secrets of baseball's magic mud | ScienceDaily
The unique properties of baseball's famed "magic" mud have never been scientifically quantified -- until now.


						
In a new paper in Proceedings of the National Academy of Sciences (PNAS), researchers at the University of Pennsylvania School of Engineering and Applied Science (Penn Engineering) and School of Arts & Sciences (SAS) reveal what makes the magic mud so special.

"It spreads like a skin cream and grips like sandpaper," says Shravan Pradeep, the paper's first author and a postdoctoral researcher in the labs of Douglas J. Jerolmack, Edmund J. and Louise W. Kahn Endowed Term Professor in Earth and Environmental Science (EES) within SAS and in Mechanical Engineering and Applied Mechanics (MEAM) within Penn Engineering, and Paulo Arratia, Eduardo D. Glandt Distinguished Scholar and Professor in MEAM and in Chemical and Biomolecular Engineering (CBE).

In 2019, at the behest of sportswriter Matthew Gutierrez, the group analyzed the composition and flow behavior of the mud, which has been harvested for generations by the Bintliff family at a secret location in South Jersey and is applied by each team's equipment manager to every game ball in Major League Baseball (MLB), including in this year's playoffs. "We provided a quick analysis," says Jerolmack, "but not anything that rose to the level of scientific proof."

Despite numerous articles and TV segments describing the mud that cite everyone from MLB players to the Bintliffs about the mud's effects, the researchers could not find any scientific evidence that the mud actually makes balls perform better, as players claim. "I was very interested in whether the use of this mud was based in superstition," says Jerolmack.

Two years later, when Pradeep joined the labs, he took the lead in devising three sets of experiments to determine if the mud actually works: one to measure its spreadability, one to measure its stickiness and one to measure its effect on baseballs' friction against the fingertips.

The first two qualities could be measured using existing equipment -- a rheometer and atomic force microscopy, respectively -- but to measure the mud's frictional effects, the researchers had to build a new experimental setup, one that mimicked the properties of human fingers. "The question is, how do you quantify the friction between the ball, your finger and the little oils between those two?" says Arratia.




To solve the problem, the researchers created a rubber-like material with the same elasticity as human skin, and covered it with oil similar to that secreted by human skin, then carefully and systematically rubbed the oiled material against strips of baseballs that had been mudded in the manner specified by MLB.

Xiangyu Chen, a MEAM senior and coauthor of the paper, played a key role in devising the artificial finger apparatus. "We needed to have a consistent finger-like material," says Chen. "If we just held our fingers to it, it wouldn't produce very consistent results."

The researchers say their work confirms what MLB players have long professed: that the magic mud works, and is not simply a superstition like playoff beards and rally caps. "It has the right mixture to make those three things happen," says Jerolmack. "Spreading, gripping and stickiness."

MLB has explored replacing the magic mud with synthetic lubricants, but so far failed to replicate the mud's properties. The researchers suggest sticking with the original. "This family is doing something that is green and sustainable, and actually is producing an effect that is hard to replicate," says Jerolmack.

Beyond baseball, the researchers hope their work -- and the mud's star status -- will spark more interest in the use of natural materials as lubricants. "This is just a venue for us to show how geomaterials are already being used in a sustainable way," says Arratia, "and how they can give us some exquisite properties that might be hard to produce from the ground up."

This study was conducted at the University of Pennsylvania School of Engineering and Applied Science and School of Arts & Sciences and supported in part by the National Science Foundation (NSF) Major Research Instrumentation Award (NSF-MRI-1920156), NSF Penn MRSEC (NSF-DMR-1720530), NSF Engineering Research Center for the Internet of Things for Precision Agriculture (NSF-EEC-1941529), NASA Planetary Science and Technology Through Analog Research Program (PSTAR Grant 80NSSC22K1313), Army Research Office (ARO Grant W911NF2010113), Penn Center for Soft and Living Matter Postdoctoral Fellowship, and the University of Pennsylvania's Singh Center for Nanotechnology, a National Nanotechnology Coordinated Infrastructure (NNCI) member supported by NSF Grant ECCS-1542153. 

Additional co-authors include Ali Seiphoori of the University of Pennsylvania and the Norwegian Geotechnical Institute, and David Vann of the University of Pennsylvania.
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Did the world's best-preserved dinosaurs really die in 'Pompeii-type' events? | ScienceDaily
Between about 120 million and 130 million years ago, during the age of dinosaurs, temperate forests and lakes hosted a lively ecosystem in what is now northeast China. Diverse fossils from that time remained pretty much undisturbed until the 1980s, when villagers started finding exceptionally preserved creatures, which fetched high prices from collectors and museums. This started a fossil gold rush. Both locals and scientists have now dug so much, their work can be seen from space -- perhaps the most extensive paleontological excavations anywhere.


						
By the 1990s, it was clear that the so-called Yixian Formation contained uniquely well preserved remains of dinosaurs, birds, mammals, insects, frogs, turtles and other creatures. Unlike the skeletal and often fragmentary fossils unearthed in most other places, many animals came complete with internal organs, feathers, scales, fur and stomach contents. It suggested some kind of sudden, unusual preservation process at work. The finds even included a cat-size mammal and a small dinosaur locked in mortal combat, stopped in mid-action when they died. The world's first known non-avian feathered dinosaurs showed up -- some so intact that scientists worked out the feathers' colors. The discoveries revolutionized paleontology, clarifying the evolution of feathered dinosaurs, and proving without a doubt that modern birds are descended from them.

How did these fossils come to be so perfect? The leading hypothesis up to now has been sudden burial by volcanism, perhaps like the waves of hot ash from Mt. Vesuvius that entombed many citizens of Pompeii in A.D. 79. The Yixian deposits have been popularly dubbed the "Chinese Pompeii."

A new study says the Pompeii idea is highly appealing -- and totally wrong. Instead, the creatures were preserved by more mundane events including collapses of burrows and rainy periods that built up sediments that buried the dead in oxygen-free pockets. Earlier studies have suggested that multiple Pompeii-type events took place in pulses over about a million years. The current study uses newly sophisticated technology to date the fossils to a compact period of less than 93,000 years when nothing particular happened.

The study was just published in the journal Proceedings of the National Academy of Sciences.

"These are probably the most important dinosaur discoveries of the last 120 years," said study coauthor Paul Olsen, a paleontologist at the Columbia Climate School's Lamont-Doherty Earth Observatory. "But what was said about their method of preservation highlights an important human bias. That is, to ascribe extraordinary causes, i.e. miracles, to ordinary events when we don't understand their origins. These [fossils] are just a snapshot of everyday deaths in normal conditions over a relatively brief time."

The Yixian Formation fossils come in two basic varieties: intact, perfectly articulated 3D skeletons from deposits formed mainly on land, and flattened but highly detailed carcasses found in lake sediments, some containing soft tissues.




To come up with fossil ages, the study's lead author, Scott MacLennan of South Africa's University of the Witwatersrand, analyzed tiny grains of the mineral zircon, taken from both surrounding rocks and the fossils themselves. Within these, he measured ratios of radioactive uranium against lead, using a new, extremely precise method called chemical abrasion isotope dilution thermal ionization mass spectroscopy, or CA-ID-TIMS. The fossils and surrounding material consistently dated to 125.8 million years ago, centered around a period of less than 93,000 years, though the exact number is not clear.

Further calculations showed that this timeframe contained three periods controlled by variations in the Earth's orbit when the weather was relatively wet. This caused sediments to build up in lakes and on land far more rapidly than previously had been thought. Many deceased creatures were quickly buried, and oxygen that normally would fuel decomposition was sealed out. The sealing effect was fastest in lakes, resulting in the preservation of soft tissues.

The researchers rule out volcanism on multiple counts. Some previous studies have suggested that creatures were encased by lahars, fast-moving concrete-like slurries of mud that flow off volcanoes following eruptions. But lahars are extremely violent, said Olsen, and apt to rip apart any living or dead thing they encounter, so this explanation does not work.

Others have said pyroclastic flows -- fast-moving waves of searing ash and poisonous gases a la Mt. Vesuvius -- were responsible. These struck down residents of Pompeii, then wrapped the bodies in protective layers of material that preserved them as they were at the moment of death. Even when remains decayed, voids in the ashes remained, from which investigators have made lifelike plaster casts. The remains characteristically are curled in so-called pugilistic positions, torturously doubled over and with limbs severely drawn up, as blood boiled and bodies crumpled in the explosive heat. Victims of modern fires exhibit similar poses.

While there are in fact layers of volcanic ash, lava and intrusions of magma in the Yixian Formation, the remains there don't match those of the unfortunate Pompeiians. For one thing, feathers, fur and everything else would almost certainly have been burned in a pyroclastic flow. For another, the dinosaurs and other animals are not in pugilistic positions; rather, many are found with arms and tails tucked cozily around their bodies, as if they were sleeping, perhaps dreaming dinosaur dreams, when death found them.

The evidence points instead to sudden burrow collapses, say the researchers. Cores of rock surrounding the skeletonized fossils generally consist of coarse grains, but grains immediately around and within the skeletons tend to be much finer. The researchers interpret this to mean that there was enough oxygen around for a while for bacteria or insects to degrade at least the animals' skin and organs, and as this happened, whatever fine grains were in the surrounding material preferentially seeped in and filled the voids; the more decay-resistant bones remained intact. Even today, burrow collapses are a common cause of death for birds such as penguins, said Olsen. The frozen-in-time mammal-dinosaur battle may well have happened as the mammal invaded the dinosaur's burrow to try and eat it or its babies, he said.




As to what caused the burrow collapses, this is speculation, he said. One thought: bigger dinosaurs (whose remains don't appear here but who were almost certainly around) could have squished burrows simply by tromping around. Exceptionally rainy times could have helped destabilize the ground.

Olsen believes the Yixian Formation is not unique. "It's just that there is no place else where such intense collecting has been done in this kind of environment," he said. China has tried to limit for-profit fossil sales, but the market is still thriving, and huge government resources are going into development of tourism around the fossil sites.

Olsen's personal Holy Grail is feathered dinosaurs, but these are exceedingly rare even in the richest deposits, he pointed out. "You have to dig out, say, 100,000 fish to find one feathered dinosaur, and no one is digging on the Yixian scale," he said. Just in the eastern United States, several places that once had environments similar to the Yixian could yield such fossils, Olsen said. These include a rock quarry straddling the North Carolina-Virginia border where he has found thousands of perfectly preserved insects; sites in Connecticut where small excavations have shown promise; and a former quarry in North Bergen, N.J., now sandwiched between a highway and a strip mall that in the past yielded fabulously preserved fish and reptiles. Systematic excavations of such spots are more or less the size of a bathroom, he said.

"It takes enormous effort, which is expensive. And land is valuable in these areas," he said. "So no one is doing it. At least not yet."

The study was coauthored by Sean Kinney and Clara Chang of Lamont-Doherty Earth Observatory, and researchers from the Nanjing Institute of Geology and Paleontology, the Institute of Paleontology and Paleoanthropology at the Chinese Academy of Sciences, and Princeton University.
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Fossil of huge terror bird offers new information about wildlife in South America 12 million years ago | ScienceDaily
Researchers including a Johns Hopkins University evolutionary biologist report they have analyzed a fossil of an extinct giant meat-eating bird -- which they say could be the largest known member of its kind -- providing new information about animal life in northern South America millions of years ago.


						
The evidence lies in the leg bone of the terror bird described in new paper published Nov. 4 in Palaeontology. The study was led by Federico J. Degrange, a terror bird specialist, and included Siobhan Cooke, Ph.D., associate professor of functional anatomy and evolution at the Johns Hopkins University School of Medicine. The bone, found in the fossil-rich Tatacoa Desert in Colombia, which sits at the northern tip of South America, is believed to be the northernmost evidence of the bird in South America thus far.

The size of the bone also indicates that this terror bird may be the largest known member of the species identified to date, approximately 5%-20% larger than known Phorusrhacids, Cooke says. Previously discovered fossils indicate that terror bird species ranged in size from 3 feet to 9 feet tall.

"Terror birds lived on the ground, had limbs adapted for running, and mostly ate other animals," Cooke says.

The bird's leg bone was found by Cesar Augusto Perdomo, curator of the Museo La Tormenta, nearly 20 years ago, but was not recognized as a terror bird until 2023. In January 2024, researchers created a three-dimensional virtual model of the specimen using a portable scanner from Johns Hopkins Medicine, allowing them to analyze it further.

The fossil, the end of a left tibiotarsus, a lower leg bone in birds equivalent to that of a human tibia or shin bone, dates back to the Miocene epoch around 12 million years ago. The bone, with deep pits unique to the legs of all Phorusrhacids, is also marked with probable teeth marks of an extinct caiman -- Purussaurus -- a species that is thought to have been up to 30 feet long, Cooke says.

"We suspect that the terror bird would have died as a result of its injuries given the size of crocodilians 12 million years ago," she says.




Most terror bird fossils have been identified in the southern part of South America, including Argentina and Uruguay.

The Phorusrhacid fossil discovery as far north as Colombia suggests that it was an important part of predatory wildlife in the region. Importantly, this fossil helps the researchers better understand the animals living in the region 12 million years ago. Now a desert, scientists believe this region was once an environment full of meandering rivers. This giant bird lived among primates, hoofed mammals, giant ground sloths and armadillo relatives, glyptodonts, that were the size of cars. Today, the seriema, a long-legged bird native to South America that stands up to 3-feet-tall, is thought to be a modern relative of Phorusrhacid.

"It's a different kind of ecosystem than we see today or in other parts of the world during a period before South and North America were connected," Cooke says

Believed to be the first of its kind from the site, the fossil indicates that the species would have been relatively uncommon among the animals there 12 million years ago, Cooke says.

"It's possible there are fossils in existing collections that haven't been recognized yet as terror birds because the bones are less diagnostic than the lower leg bone we found," she says.

For Cooke, the finding helps her imagine an environment one can no longer find in nature.

"It would have been a fascinating place to walk around and see all of these now extinct animals," she says.

In addition to Cooke and Perdomo, the study's authors include first author Federico Javier Degrange of Centro de Investigaciones en Ciencias de la Tierra; Luis G. Ortiz-Pabon of Universidad de Los Andes, Carrera, Bogota, Colombia and Universidad Nacional de Colombia, Carrera, Bogota; Jonathan Pelegrin of Universidad del Valle, Colombia, and Universidad Santiago de Cali, Colombia; Rodolfo Salas-Gismondi of Universidad Nacional Mayor de San Marcos, Avenida Arenales, Peru; and Andres Link of Universidad de Los Andes, Carrera Bogota, Colombia.
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Dance of electrons measured in the glow from exploding neutron-stars | ScienceDaily
The temperature of elementary particles has been observed in the radioactive glow following the collision of two neutron stars and the birth of a black hole. This has, for the first time, made it possible to measure the microscopic, physical properties in these cosmic events. Simultaneously, it reveals how snapshot observations made in an instant represents an object stretched out across time. The discovery was made by astrophysicists from the Niels Bohr Institute, University of Copenhagen and is published in the international scientific journal Astronomy & Astrophysics.


						
New method of observation shows the creation of heavy elements

The collision of two neutron stars has created the smallest black hole yet observed. The dramatic, cosmic collision resulted in, apart from the birth of a black hole, a ball of fire, expanding with nearly the speed of light. In the following days it shone with a luminosity comparable to hundreds of millions of Suns.

This luminous object, aka a kilonova, shines this bright because of the emission of large amounts of radiation from the decay of the heavy, radioactive elements created in the explosion.

By combining the measurements of the kilonova light, made with telescopes across the Globe, an international team of researchers, led by The Cosmic DAWN Center at the Niels Bohr Institute, have closed in on the enigmatic nature of the explosion and come closer to the answer of an old, astrophysical question: Where do the elements, heavier than iron, come from?

Observatories all over the Globe took part in the observations

"This astrophysical explosion develops dramatically hour by hour, so no single telescope can follow its entire story. The viewing angle of the individual telescopes to the event are blocked by the rotation of the Earth.




But by combining the existing measurements from Australia, South Africa and The Hubble Space Telescope we can follow its development in great detail.

We show that the whole shows more than the sum of the individual sets of data" says Albert Sneppen, PhD student at the Niels Bohr Institute and leader of the new study.

The explosion resembles The Universe shortly after the Big Bang

Just after the collision the fragmented star-matter has a temperature of many billion degrees. A thousand times hotter than even the center of the Sun and comparable to the temperature of the Universe just one second after the Big Bang.

Temperatures this extreme results in electrons not being attached to atomic nuclei, but instead floating around in a so-called ionized plasma.

The electrons "dance" around. But in the ensuing moments, minutes, hours and days, the star-matter cools, just like the entire Universe after the Big Bang.




The fingerprint of Strontium is evidence of the creation of heavy elements

370,000 years after the Big Bang the Universe had cooled sufficiently for the electrons to attach to atomic nuclei and make the first atoms. Light could now travel freely in the Universe because it was no longer blocked by the free electrons.

This means that the earliest light we can see in the history of the Universe is this so-called "cosmic background radiation" -- a patchwork of light, constituting the remote background of the night sky. A similar process of the unification of electrons with atomic nuclei can now be observed in the star-matter of the explosion.

One of the concrete results is the observation of heavy elements like Strontium and Yttrium. They are easy to detect, but it is likely that many other heavy elements which we were unsure of the origin of, were also created in the explosion.

"We can now see the moment where atomic nuclei and electrons are uniting in the afterglow. For the first time we see the creation of atoms, we can measure the temperature of the matter and see the micro physics in this remote explosion. It is like admiring three cosmic background radiation surrounding us from all sides, but here, we get to see everything from the outside. We see before, during and after the moment of birth of the atoms," says Rasmus Damgaard, PhD student at Cosmic DAWN Center and co-author of the study.

Kasper Heintz, co-author and assistant professor at the Niels Bohr Institute continues: "The matter expands so fast and gains in size so rapidly, to the extent where it takes hours for the light to travel across the explosion. This is why, just by observing the remote end of the fire ball, we can see further back in the history of the explosion.

Closer to us the electrons have hooked on to atomic nuclei, but on the other side, on the far side of the newborn black hole, the "present" is still just future.
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Astronomers discover the fastest-feeding black hole in the early universe | ScienceDaily
Using data from NASA's JWST and Chandra X-ray Observatory, a team of U.S. National Science Foundation NOIRLab astronomers have discovered a supermassive black hole at the center of a galaxy just 1.5 billion years after the Big Bang that is consuming matter at a phenomenal rate -- over 40 times the theoretical limit. While short lived, this black hole's 'feast' could help astronomers explain how supermassive black holes grew so quickly in the early Universe.


						
Supermassive black holes exist at the center of most galaxies, and modern telescopes continue to observe them at surprisingly early times in the Universe's evolution. It's difficult to understand how these black holes were able to grow so big so rapidly. But with the discovery of a low-mass supermassive black hole feasting on material at an extreme rate, seen just 1.5 billion years after the Big Bang, astronomers now have valuable new insights into the mechanisms of rapidly growing black holes in the early Universe.

LID-568 was discovered by a cross-institutional team of astronomers led by International Gemini Observatory/NSF NOIRLab astronomer Hyewon Suh. They used the James Webb Space Telescope (JWST) to observe a sample of galaxies from the Chandra X-ray Observatory's COSMOS legacy survey. This population of galaxies is very bright in the X-ray part of the spectrum, but are invisible in the optical and near-infrared. JWST's unique infrared sensitivity allows it to detect these faint counterpart emissions.

LID-568 stood out within the sample for its intense X-ray emission, but its exact position could not be determined from the X-ray observations alone, raising concerns about properly centering the target in JWST's field of view. So, rather than using traditional slit spectroscopy, JWST's instrumentation support scientists suggested that Suh's team use the integral field spectrograph on JWST's NIRSpec. This instrument can get a spectrum for each pixel in the instrument's field of view rather than being limited to a narrow slice.

"Owing to its faint nature, the detection of LID-568 would be impossible without JWST. Using the integral field spectrograph was innovative and necessary for getting our observation," says Emanuele Farina, International Gemini Observatory/NSF NOIRLab astronomer and co-author of the paper appearing in Nature Astronomy.

JWST's NIRSpec allowed the team to get a full view of their target and its surrounding region, leading to the unexpected discovery of powerful outflows of gas around the central black hole. The speed and size of these outflows led the team to infer that a substantial fraction of the mass growth of LID-568 may have occurred in a single episode of rapid accretion. "This serendipitous result added a new dimension to our understanding of the system and opened up exciting avenues for investigation," says Suh.

In a stunning discovery, Suh and her team found that LID-568 appears to be feeding on matter at a rate 40 times its Eddington limit. This limit relates to the maximum luminosity that a black hole can achieve, as well as how fast it can absorb matter, such that its inward gravitational force and outward pressure generated from the heat of the compressed, infalling matter remain in balance. When LID-568's luminosity was calculated to be so much higher than theoretically possible, the team knew they had something remarkable in their data.

"This black hole is having a feast," says International Gemini Observatory/NSF NOIRLab astronomer and co-author Julia Scharwachter. "This extreme case shows that a fast-feeding mechanism above the Eddington limit is one of the possible explanations for why we see these very heavy black holes so early in the Universe."

These results provide new insights into the formation of supermassive black holes from smaller black hole 'seeds', which current theories suggest arise either from the death of the Universe's first stars (light seeds) or the direct collapse of gas clouds (heavy seeds). Until now, these theories lacked observational confirmation. "The discovery of a super-Eddington accreting black hole suggests that a significant portion of mass growth can occur during a single episode of rapid feeding, regardless of whether the black hole originated from a light or heavy seed," says Suh.

The discovery of LID-568 also shows that it's possible for a black hole to exceed its Eddington limit, and provides the first opportunity for astronomers to study how this happens. It's possible that the powerful outflows observed in LID-568 may be acting as a release valve for the excess energy generated by the extreme accretion, preventing the system from becoming too unstable. To further investigate the mechanisms at play, the team is planning follow-up observations with JWST.
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Revolutionary high-speed 3D bioprinter hailed a game changer for drug discovery | ScienceDaily
Biomedical engineers from the University of Melbourne have invented a 3D printing system, or bioprinter, capable of fabricating structures that closely mimic the diverse tissues in the human body, from soft brain tissue to harder materials like cartilage and bone.


						
This cutting-edge technology offers cancer researchers an advanced tool for replicating specific organs and tissues, significantly improving the potential to predict and develop new pharmaceutical therapies. This would pave the way for more advanced and ethical drug discovery by reducing the need for animal testing.

Head of the Collins BioMicrosystems Laboratory at the University of Melbourne, Associate Professor David Collins said: "In addition to drastically improving print speed, our approach enables a degree of cell positioning within printed tissues. Incorrect cell positioning is a big reason most 3D bioprinters fail to produce structures that accurately represent human tissue.

"Just as a car requires its mechanical components to be arranged precisely for proper function, so too must the cells in our tissues be organised correctly. Current 3D bioprinters depend on cells aligning naturally without guidance, which presents significant limitations.

"Our system, on the other hand, uses acoustic waves generated by a vibrating bubble to position cells within 3D printed structures. This method provides the necessary head start for cells to develop into the complex tissues found in the human body."

Most commercially available 3D bioprinters rely on a slow, layer-by-layer fabrication approach, which presents several challenges. This method can take hours to finish, jeopardising the viability of living cells during the printing process. Additionally, once printed, the cell structures must be carefully transferred into standard laboratory plates for analysis and imaging -- a delicate step that risks compromising the integrity of these fragile structures.

The University of Melbourne research team has flipped the current process on its head by developing a sophisticated optical-based system, replacing the need for a layer-by-layer approach.




The innovative technique uses vibrating bubbles to 3D print cellular structures in just a matter of seconds, which is around 350 times faster than traditional methods and enables researchers to accurately replicate human tissues with cellular resolution.

By dramatically reducing the 3D printing time and printing directly into standard lab plates, the team has been able to significantly increase the cell survival rate, whilst eliminating the need for physical handling. Ensuring the printed structures remain intact and sterile throughout the process.

PhD student Callum Vidler, the lead author on this work, said the groundbreaking technology was already generating excitement in the medical research sector.

"Biologists recognise the immense potential of bioprinting, but until now, it has been limited to applications with a very low output," he said. "We've developed our technology to address this gap, offering significant advancements in speed, precision, and consistency. This creates a crucial bridge between lab research and clinical applications.

"So far, we've engaged with around 60 researchers from institutions including the Peter MacCallum Cancer Centre, Harvard Medical School, and the Sloan Kettering Cancer Centre, and the feedback has been overwhelmingly positive."
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NASA's Hubble, Webb probe surprisingly smooth disk around Vega | ScienceDaily
In the 1997 movie "Contact," adapted from Carl Sagan's 1985 novel, the lead character scientist Ellie Arroway (played by actor Jodi Foster) takes a space-alien-built wormhole ride to the star Vega. She emerges inside a snowstorm of debris encircling the star -- but no obvious planets are visible.


						
It looks like the filmmakers got it right.

A team of astronomers at the University of Arizona, Tucson used NASA's Hubble and James Webb space telescopes for an unprecedented in-depth look at the nearly 100-billion-mile-diameter debris disk encircling Vega. "Between the Hubble and Webb telescopes, you get this very clear view of Vega. It's a mysterious system because it's unlike other circumstellar disks we've looked at," said Andras Gaspar of the University of Arizona, a member of the research team. "The Vega disk is smooth, ridiculously smooth."

The big surprise to the research team is that there is no obvious evidence for one or more large planets plowing through the face-on disk like snow tractors. "It's making us rethink the range and variety among exoplanet systems," said Kate Su of the University of Arizona, lead author of the paper presenting the Webb findings.

Webb sees the infrared glow from a disk of particles the size of sand swirling around the sizzling blue-white star that is 40 times brighter than our Sun. Hubble captures an outer halo of this disk, with particles no bigger than the consistency of smoke that are reflecting starlight.

The distribution of dust in the Vega debris disk is layered because the pressure of starlight pushes out the smaller grains faster than larger grains. "Different types of physics will locate different-sized particles at different locations," said Schuyler Wolff of the University of Arizona team, lead author of the paper presenting the Hubble findings. "The fact that we're seeing dust particle sizes sorted out can help us understand the underlying dynamics in circumstellar disks."

The Vega disk does have a subtle gap, around 60 AU (astronomical units) from the star (twice the distance of Neptune from the Sun), but otherwise is very smooth all the way in until it is lost in the glare of the star. This shows that there are no planets down at least to Neptune-mass circulating in large orbits, as in our solar system, say the researchers.




"We're seeing in detail how much variety there is among circumstellar disks, and how that variety is tied into the underlying planetary systems. We're finding a lot out about the planetary systems -- even when we can't see what might be hidden planets," added Su. "There's still a lot of unknowns in the planet-formation process, and I think these new observations of Vega are going to help constrain models of planet formation."

Disk Diversity

Newly forming stars accrete material from a disk of dust and gas that is the flattened remnant of the cloud from which they are forming. In the mid-1990s Hubble found disks around many newly forming stars. The disks are likely sites of planet formation, migration, and sometimes destruction. Fully matured stars like Vega have dusty disks enriched by ongoing "bumper car" collisions among orbiting asteroids and debris from evaporating comets. These are primordial bodies that can survive up to the present 450-million-year age of Vega (our Sun is approximately ten times older than Vega). Dust within our solar system (seen as the Zodiacal light) is also replenished by minor bodies ejecting dust at a rate of about 10 tons per second. This dust is shoved around by planets. This provides a strategy for detecting planets around other stars without seeing them directly -- just by witnessing the effects they have on the dust.

"Vega continues to be unusual," said Wolff. "The architecture of the Vega system is markedly different from our own solar system where giant planets like Jupiter and Saturn are keeping the dust from spreading the way it does with Vega."

For comparison, there is a nearby star, Fomalhaut, which is about the same distance, age and temperature as Vega. But Fomalhaut's circumstellar architecture is greatly different from Vega's. Fomalhaut has three nested debris belts.

Planets are suggested as shepherding bodies around Fomalhaut that gravitationally constrict the dust into rings, though no planets have been positively identified yet. "Given the physical similarity between the stars of Vega and Fomalhaut, why does Fomalhaut seem to have been able to form planets and Vega didn't?" said team member George Rieke of the University of Arizona, a member of the research team. "What's the difference? Did the circumstellar environment, or the star itself, create that difference? What's puzzling is that the same physics is at work in both," added Wolff.




First Clue to Possible Planetary Construction Yards

Located in the summer constellation Lyra, Vega is one of the brightest stars in the northern sky. Vega is legendary because it offered the first evidence for material orbiting a star -- presumably the stuff for making planets -- as potential abodes of life. This was first hypothesized by Immanuel Kant in 1775. But it took over 200 years before the first observational evidence was collected in 1984. A puzzling excess of infrared light from warm dust was detected by NASA's IRAS (Infrared Astronomy Satellite). It was interpreted as a shell or disk of dust extending twice the orbital radius of Pluto from the star.

In 2005, NASA's infrared Spitzer Space Telescope mapped out a ring of dust around Vega. This was further confirmed by observations using submillimeter telescopes including Caltech's Submillimeter Observatory on Mauna Kea, Hawaii, and also the Atacama Large Millimeter/submillimeter Array (ALMA) in Chile, and ESA's (European Space Agency's) Herschel Space Telescope, but none of these telescopes could see much detail. "The Hubble and Webb observations together provide so much more detail that they are telling us something completely new about the Vega system that nobody knew before," said Rieke.

Two papers (Wolff et al. and Su et. al.) from the Arizona team will be published in The Astrophysical Journal.
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Echolocating bats use an acoustic cognitive map for navigation | ScienceDaily
Echolocating bats have been found to possess an acoustic cognitive map of their home range, enabling them to navigate over kilometer-scale distances using echolocation alone. This finding, recently published in Science, was demonstrated by researchers from the Max Planck Institute of Animal Behavior, the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour at the University of Konstanz Germany, Tel Aviv University, and the Hebrew University of Jerusalem, Israel.


						
Would you be able to instantly recognize your location and find your way home from any random point within a three-kilometer radius, in complete darkness, with only a flashlight to guide you? Echolocating bats face a similar challenge, with a local and directed beam of sound -- their echolocation -- to guide their way. Bats have long been known for their use of echolocation to avoid obstacles and orient themselves. However, the research team, led by Aya Goldshtein from Iain Couzin's group at the Max Planck Institute of Animal Behavior and the Cluster of Excellence Centre for the Advanced Study of Collective Behaviour at the University of Konstanz, has now shown that bats can identify their location even after being displaced and use echolocation to perform map-based navigation over long distances.

Study with 6-gram light bats

To explore this, the team conducted experiments with Kuhl's pipistrelle (Pipistrellus kuhlii), a bat species weighing only 6 grams, in Israel's Hula Valley. Over several nights, the researchers tracked 76 bats near their roosts and relocated them to various points within a three-kilometer radius, but still within their home range. Each bat was tagged with an innovative lightweight reverse GPS tracking system called ATLAS, which provided high-resolution, real-time tracking.

Some bats were fitted solely with the ATLAS system, while others were additionally manipulated to assess how their vision, sense of smell, magnetic sense, and echolocation influenced their ability to navigate back to their roosts. Remarkably, even with echolocation alone, 95 percent of the bats returned to their roosts within minutes, demonstrating that bats can conduct kilometer-scale navigation using only this highly directional, and relatively local, mode of sensing. However, it was also shown that, when available, bats improve their navigation using vision. "We were surprised to discover that these bats also use vision," notes Aya Goldshtein. "That was not what we expected. It was incredible to see that, even with such small eyes, they can rely on vision under these conditions."

Modulation of each bat's flight

In addition to the field experiments, the team created a detailed map of the entire valley. "We wanted to visualize what each bat experienced during flight and understand how they used acoustic information to navigate," explains Xing Chen, from Yossi Yovel's lab at Tel Aviv University, who developed the valley's reconstruction.

The model revealed that bats tend to fly near environmental features with higher 'echoic entropy' -- areas that provide richer acoustic information. "During the localization phase, bats conduct a meandering flight that, at a certain point, changes to a directional flight toward their destination, suggesting they already know where they are," says Goldshtein. "Bats fly near environmental features with more acoustic information and make navigation decisions." Bats can use this acoustic information to distinguish between environmental features such as a tree and a road, and thus use them as acoustic landmarks.

Bats have an acoustic mental map

The study concludes that Kuhl's pipistrelles can navigate over several kilometers using echolocation alone. However, when vision is available, they enhance their navigation performance by combining both senses. After being displaced, these small bats first identify their new location and then fly home, using environmental features with distinctive acoustic cues as landmarks. This behavior suggests they possess an acoustic mental map of their home range.
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New methods for whale tracking and rendezvous using autonomous robots | ScienceDaily
Project CETI (Cetacean Translation Initiative) aims to collect millions to billions of high-quality, highly contextualized vocalizations in order to understand how sperm whales communicate. But finding the whales and knowing where they will surface to capture the data is challenging -- making it difficult to attach listening devices and collect visual information.


						
Today, a Project CETI research team led by Stephanie Gil, Assistant Professor of Computer Science at the Harvard John A. Paulson School of Engineering and Applied Sciences (SEAS), have proposed a new reinforcement learning framework with autonomous drones to find sperm whales and predict where they will surface.

The research is published in Science Robotics. 

This new study uses various sensing devices, such as Project CETI aerial drones with very high frequency (VHF) signal sensing capability that leverage signal phase along with the drone's motion to emulate an 'antenna array in air' for estimating directionality of received pings from CETI's on-whale tags. It demonstrates that it's possible to predict when and where a whale may surface by using these various sensor data as well as predictive models of sperm whales dive behavior. With that information, Project CETI can now design algorithms for the most efficient route for a drone to rendezvous -- or encounter -- a whale at the surface. This also opens up possible conservation applications to help ships avoid striking whales while at the surface.

Presenting the Autonomous Vehicles for whAle Tracking And Rendezvous by remote Sensing, or AVATARS framework, this study jointly develops two interrelated components of autonomy and sensing: autonomy, which determines the positioning commands of the autonomous robots to maximize visual whale encounters; and sensing, which measures the Angle-of-Arrival (AOA) from whale tags to inform the decision-making process. Measurements from our autonomous drone to surfaced tags, acoustic AOA from existing underwater sensors, and whale motion models from previous biological studies of sperm whales are provided as inputs to the AVATARS autonomous decision-making algorithm, which in turn aims to minimize missed rendezvous opportunities with whales.

AVATARS is the first co-development of VHF sensing and reinforcement learning decision-making for maximizing rendezvous of robots and whales at sea. A well-known application of time-critical rendezvous is used with rideshare apps, which uses real-time sensing to note the dynamic paths and positions of drivers and potential riders. When a rider requests a ride, it can assign a driver to rendezvous with the rider as efficiently and as timely as possible. Project CETI's case is similar in that they are real-time tracking the whale, with the goal of coordinating the drone's rendezvous to meet the whale at the surface.

This research advances Project CETI's goal of obtaining millions to billions of high-quality, highly contextualized whale vocalizations. The addition of diverse types of data will improve location estimates and routing algorithms -- helping Project CETI meet that goal more efficiently.




"I'm excited to contribute to this breakthrough for Project CETI. By leveraging autonomous systems and advanced sensor integration, we're able to solve key challenges in tracking and studying whales in their natural habitats. This is not only a technological advancement, but also a critical step in helping us understand the complex communications and behaviors of these creatures," said Gil.

"This research is a major milestone for Project CETI's mission. We can now significantly enhance our ability to gather high-quality and large-scale dataset on whale vocalizations and the associated behavioral context, putting us one step closer to better listening to and translating what sperm whales are saying," said David Gruber, Founder and Lead of Project CETI.

"'This research was an amazing opportunity to test our systems and algorithms in a challenging marine environment. This interdisciplinary work, that combines wireless sensing, artificial intelligence and marine biology, is a prime example of how robotics can be part of the solution for further deciphering the social behavior of sperm whales," said Ninad Jadhav, Harvard University PhD candidate and first author on the paper.

"This project provides an excellent opportunity to test our algorithms in the field, where robotics and artificial intelligence can enrich data collection and expedite research for broader science in language processing and marine biology, ultimately protecting the health and habitat of sperm whales," said Sushmita Bhattacharya, a postdoctoral researcher in Gil's REACT Lab at SEAS.

More information:

https://www.projectceti.org/
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