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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Eating high-processed foods impacts muscle quality, study finds
        A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a new study. Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.

      

      
        Research study shows the cost-effectiveness of AI-enhanced heart failure screening
        Earlier research showed that primary care clinicians using AI-ECG tools identified more unknown cases of a weak heart pump, also called low ejection fraction, than without AI. New study findings suggest that this type of screening is also cost-effective in the long term, especially in outpatient settings.

      

      
        Peer support could help millions with sleep apnea slumber easier, study says
        Continuous positive airway pressure, or CPAP, therapy can improve the lives of people with obstructive sleep apnea, but nearly half of adults with CPAP machines fail to adhere to a regular regimen of CPAP use. A new study found that peer support improved CPAP adherence and patient satisfaction, which can improve sleep and overall health.

      

      
        Manta rays inspire fast swimming soft robot yet
        A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.

      

      
        New tool enhances control of cellular activity
        Receptors are cellular components that trigger internal changes based on external signals. Researchers have built a new synthetic receptor with incredibly broad potential to program cell activity, including immune response and neurological signaling.

      

      
        Mammoth as key food source for ancient Americans
        Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.

      

      
        Male African elephants develop distinct personality traits as they age
        Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a new study.

      

      
        New insights on preventing brain injury after cardiac arrest
        Researchers uncovered a population of cells that may provide protection from brain injury following cardiac arrest, leading them to examine a drug that can activate these cells to improve neurological outcomes.

      

      
        Natural 'biopesticide' against malaria mosquitoes successful in early field tests
        An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests.

      

      
        How did humans and dogs become friends? Connections in the Americas began 12,000 years ago
        A new study sheds light on how long humans in the Americas have had relationships with the ancestors of today's dogs -- and asks an 'existential question': What is a dog?

      

      
        Massive asteroid impacts did not change Earth's climate in the long term
        Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study.

      

      
        Climate-ready crop
        A team has engineered potato to be more resilient to global warming showing 30% increases in tuber mass under heatwave conditions. This adaptation may provide greater food security for families dependent on potatoes, as these are often the same areas where the changing climate has already affected multiple crop seasons.

      

      
        The heart has its own 'brain'
        New research shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases.

      

      
        20th century lead exposure damaged American mental health
        Exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive, according to researchers. They estimate that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

      

      
        Preventing brain injury complications with specialized optical fibers
        Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.

      

      
        AI helps researchers dig through old maps to find lost oil and gas wells
        Undocumented orphaned wells pose hazards to both the environment and the climate. Scientists are building modern tools to help locate, assess, and pave the way for ultimately plugging these forgotten relics.

      

      
        Perceptions of parent cannabis use shape teen attitudes
        Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new study. The research also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

      

      
        Owning a home in the US linked to longer life
        A new study finds that owning a home in early adult life adds approximately four months to the lives of male Americans born in the early twentieth century.

      

      
        CRISPR-Cas technology: Balancing efficiency and safety
        Researchers have uncovered a serious side effect of using the CRISPR-Cas gene scissors. A molecule designed to make the process more efficient destroys parts of the genome.

      

      
        Insects wearing two hats solve botanical mystery
        The discovery of a unique case where the same insect species both pollinate a plant and distribute its seeds not only solves a long-standing botanical mystery. The find also stresses the diverse roles insects play in our ecosystem.

      

      
        We might feel love in our fingertips ---- but did the Ancient Mesopotamians?
        A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago.

      

      
        Lasting effects of common herbicide on brain health
        New research identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the mo...

      

      
        Novel all-in-one computational pipeline identifies protein biomarkers associated with Alzheimer's disease and predicts 3D structural alterations
        Researchers have developed a novel computational pipeline designed to identify protein biomarkers associated with complex diseases, including Alzheimer's disease (AD). This innovative tool analyzes biomarkers that can induce 3D structural changes in proteins, providing critical insights into disease mechanisms and highlighting potential targets for therapeutic intervention. The findings could lead to advancements in early detection and treatment strategies for Alzheimer's disease, which has long ...

      

      
        Scientists develop coral-inspired material to revolutionize bone repair
        Researchers have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.

      

      
        Study shows significant rise in psychotherapy use among adults, but gains are uneven across socioeconomic groups
        Access to psychotherapy has risen substantially among U.S. adults with mild to moderate distress since 2018, according to a new study. The increase in psychotherapy use is particularly notable among younger adults, women, college-educated individuals, and those with higher family incomes. Privately insured individuals also experienced greater gains in psychotherapy use compared to those who are publicly insured or uninsured.

      

      
        The surprising effect of stress on your brain's reward system
        Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

      

      
        Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women
        An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research.

      

      
        Long-term benefit from anti-hormonal treatment is influenced by menopausal status
        Today, women with estrogen-sensitive breast cancer receive anti-hormonal therapy. Researchers now show that postmenopausal women with low-risk tumors have a long-term benefit for at least 20 years, while the benefit was more short-term for younger women with similar tumor characteristics who had not yet gone through the menopause.

      

      
        Can plastic-eating bugs help with our microplastic problem?
        Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. Zoologists have now tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option. After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the micr...

      

      
        Research on neurodegeneration in spider brain leads neuroscientists to groundbreaking new discovery in Alzheimer's-affected human brains
        What do spiders and Alzheimer's disease have in common? A team of researchers may have just uncovered the answer. Researchers from have made a groundbreaking connection between brain 'waste canals' and Alzheimer's disease -- a discovery inspired by studying spider brains. Their findings offer a new perspective on the cellular mechanisms behind neurodegeneration and the development of hallmark features like amyloid plaques and tau tangles.

      

      
        Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain
        New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.

      

      
        Record efficiency: Tandem solar cells made from perovskite and organic material
        Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. Physicists now combine perovskite with organic absorbers to form a record-level tandem solar cell.

      

      
        Alaska's changing environment
        The University of Alaska Fairbanks released a new report this week highlighting environmental changes and extremes that impact Alaskans and their livelihoods. 'Alaska's Changing Environment' provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

      

      
        Backyard chickens are here to stay
        Chickens have been a mainstay in Australian backyards for generations. New research reveals that owners see their chickens as a blend between pet and livestock as well as a trustworthy source of food.

      

      
        Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals
        A research group has discovered that in mammals, a protein kinase A (PKA) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin promote sleep. This study revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness at the molecular level.

      

      
        Brain scan predicts effectiveness of spinal cord surgery
        A 10-minute brain scan can predict the effectiveness of a risky spinal surgery to alleviate intractable pain. The result gives doctors a much-needed biomarker to discuss with patients considering spinal cord stimulation.

      

      
        Training AI through human interactions instead of datasets
        Researchers have developed a platform to help AI learn to perform complex tasks more like humans. Called 'GUIDE,' it works by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. Rather than relying on huge datasets, human trainers offer detailed guidance that fosters incremental improvements and deeper understanding. In its debut study, GUIDE helps AI learn how best to play hide-and-seek.

      

      
        Tiny dancers: Scientists synchronize bacterial motion
        Researchers at TU Delft have discovered that E. coli bacteria can synchronize their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. These findings have potential applications in engineering controllable biological oscillator networks.

      

      
        Discovery may open new way to attack prostate cancer
        A special protein can play a key role in the fight against certain types of prostate cancer. Until now, treatments have involved blocking the protein in question that builds a so-called signalling pathway, but now the researchers show that by instead doing the opposite and activating the protein and signalling pathway, the cancer is counteracted.

      

      
        Ecosystems: New study questions common assumption about biodiversity
        Plant species can fulfill different functions within an ecosystem, even if they are closely related to each other. This surprising conclusion was reached by a global analysis of around 1.7 million datasets on plant communities. The findings overturn previous assumptions in ecology.

      

      
        DNA secreted by tumor cell extracellular vesicles prompts anti-metastatic immune response
        Specially packaged DNA secreted by tumor cells can trigger an immune response that inhibits the metastatic spread of the tumor to the liver, according to a new study. The discovery improves the scientific understanding of cancer progression and anticancer immunity, and could yield new clinical tools for assessing and reducing metastasis risk.

      

      
        Countdown to an ice-free Arctic: New research warns of accelerated timelines
        Scientists demonstrate how a series of extreme weather events could lead to the Arctic's first ice-free day within just a few years.

      

      
        Building green and blue spaces, such as parks, in new communities is crucial for cleaner air
        With house building a priority for the new UK Government, researchers are urging city planners not to forget to build 'greening areas' such as parks in new communities.

      

      
        Microfiber plastics appear to tumble, roll and move slowly in the environment
        The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces. The findings mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

      

      
        New hope for schizophrenia: iTBS over the left DLPFC improves negative and cognitive symptoms
        Theta burst stimulation (TBS) is a non-invasive brain stimulation technique known for modifying human behavior and treating neurological diseases. A group of scientists conducted a systematic review and network meta-analysis to determine the effective TBS protocols for addressing schizophrenia symptoms and cognitive impairment. Their findings suggest that intermittent TBS over the left dorsolateral prefrontal cortex may offer a promising alternative to antipsychotic drug-based treatment.

      

      
        The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not
        Hepatitis B virus (HBV) has a narrow host range, mainly infecting hominoids. A new study reveals the structural differences in the liver cell receptor (NTCP) between humans and monkeys, explaining why HBV infects humans but not monkeys. This marks a significant medical breakthrough, by identifying new molecular targets for anti-HBV drug development for treating hepatitis B, a disease that places a tremendous burden on the global economy.

      

      
        Taking high-dose vitamin D supplements for five years did not affect the incidence of type 2 diabetes
        Using significantly higher doses of vitamin D than recommended for five years did not affect the incidence of type 2 diabetes in elderly men and women, according to a new study.

      

      
        New hydrogel could preserve waterlogged wood from shipwrecks
        From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers have developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.

      

      
        Scientists identify brain cell type as master controller of urination
        Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.

      

      
        Brain mapping advances understanding of human speech and hallucinations in schizophrenia
        Voice experiments in people with epilepsy have helped trace the circuit of electrical signals in the brain that allow its hearing center to sort out background sounds from their own voices.

      

      
        
          	
          	
            Sections
          
          	
            All Top News
          
        

      

    

  
	
	Articles
	Sections
	Next



Eating high-processed foods impacts muscle quality, study finds | ScienceDaily
A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a study being presented today at the annual meeting of the Radiological Society of North America (RSNA). Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.


						
The use of natural and minimally processed ingredients in many modern diets has decreased, more often being replaced with ingredients that have been industrially processed, artificially flavored, colored or chemically altered.

Foods such as breakfast cereals, margarines/spreads, packaged snacks, hot dogs, soft drinks and energy drinks, candies and desserts, frozen pizzas, ready-to-eat meals, mass-produced packaged breads and buns, and more, include synthesized ingredients and are highly processed.

These ultra-processed foods usually have longer shelf lives and are highly appealing, as they are convenient and contain a combination of sugar, fat, salt and carbohydrates which affect the brain's reward system, making it hard to stop eating.

For the study, researchers set out to assess the association of ultra-processed food intake and their relationship to intramuscular fat in the thigh.

"The novelty of this study is that it investigates the impact of diet quality, specifically the role of ultra-processed foods in relation to intramuscular fat in the thigh muscles assessed by MRI," said author Zehra Akkaya, M.D., researcher and former Fulbright Scholar in the Department of Radiology and Biomedical Imaging at the University of California, San Francisco. "This is the first imaging study looking into the relationship between MRI-based skeletal muscle quality and quality of diet."

For the study, researchers analyzed data from 666 individuals who participated in the Osteoarthritis Initiative who were not yet affected by osteoarthritis, based on imaging. The Osteoarthritis Initiative is a nationwide research study, sponsored by the National Institutes of Health, that helps researchers better understand how to prevent and treat knee osteoarthritis.




"Research from our group and others has previously shown that quantitative and functional decline in thigh muscles is potentially associated with onset and progression of knee osteoarthritis," Dr. Akkaya said. "On MRI images, this decline can be seen as fatty degeneration of the muscle, where streaks of fat replace muscle fibers."

Of the 666 individuals, (455 men, 211 women) the average age was 60 years. On average, participants were overweight with a body mass index (BMI) of 27. Approximately 40% of the foods that they ate in the past year were ultra-processed.

The researchers found that the more ultra-processed foods people consumed, the more intramuscular fat they had in their thigh muscles, regardless of energy (caloric) intake.

"In an adult population at risk for but without knee or hip osteoarthritis, consuming ultra-processed foods is linked to increased fat within the thigh muscles," Dr. Akkaya said. "These findings held true regardless of dietary energy content, BMI, sociodemographic factors or physical activity levels."

Targeting modifiable lifestyle factors -- mainly prevention of obesity via a healthy, balanced diet and adequate exercise -- has been the mainstay of initial management for knee osteoarthritis, Dr. Akkaya noted.

"Osteoarthritis is an increasingly prevalent and costly global health issue. It is the largest contributor to non-cancer related health care costs in the U.S. and around the world," Dr. Akkaya said. "Since this condition is highly linked to obesity and unhealthy lifestyle choices, there are potential avenues for lifestyle modification and disease management."

By exploring how ultra-processed food consumption impacts muscle composition, this study provides valuable insights into dietary influences on muscle health.

"Understanding this relationship could have important clinical implications, as it offers a new perspective on how diet quality affects musculoskeletal health," Dr. Akkaya said.

Co-authors are Gabby B. Joseph, Ph.D., Katharina Ziegeler, M.D., Wynton M. Sims, John A. Lynch, Ph.D., and Thomas M. Link, M.D., Ph.D.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204145421.htm
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Research study shows the cost-effectiveness of AI-enhanced heart failure screening | ScienceDaily
Earlier research showed that primary care clinicians using AI-ECG tools identified more unknown cases of a weak heart pump, also called low ejection fraction, than without AI. New study findings published in Mayo Clinic Proceedings: Digital Health suggest that this type of screening is also cost-effective in the long term, especially in outpatient settings.


						
Incremental drops in heart function are treatable with medication but can be hard to spot. Patients may or may not have symptoms when their heart is not pumping effectively, and doctors may not order an echocardiogram or other diagnostic test to check ejection fraction unless there are symptoms. Peter Noseworthy, M.D., a Mayo Clinic cardiologist and co-author of the study, notes that using AI to catch the hidden signals of heart failure during a routine visit can mean earlier treatment for patients, delaying or stopping disease progression, and fewer related medical costs over time.

According to the study, the cost-effectiveness ratio of using AI-ECG was $27,858 per quality-adjusted life year -- a measure of the quality of life and years lived. The program was especially cost-effective in outpatient settings, with a much lower cost-effectiveness ratio of $1,651 per quality-adjusted life year.

The researchers studied the economic impact of using the AI-ECG tool by using real-world information from 22,000 participants in the established EAGLE trial and following which patients had weak heart pumps and which did not. They simulated the progression of disease in the longer term, assigning values for the health burden on patients and the resulting effect on economic value.

"We categorized patients as either AI-ECG positive, meaning we would recommend further testing for low ejection fraction, or AI-ECG negative with no further tests needed. Then we followed the normal path of care and looked at what that would cost. Did they have an echocardiogram? Did they stay healthy or develop heart failure later and need hospitalization? We considered different scenarios, costs and patient outcomes," says Xiaoxi Yao, Ph.D., a professor of Health Services Research at Mayo Clinic.

Dr. Yao, who is the senior author of the study, notes that cost-effectiveness is an important aspect of the evaluation of AI technologies when considering what to implement in clinical practice.

"We know that earlier diagnosis can lead to better and more cost-effective treatment options. To get there, we have been establishing a framework for AI evaluation and implementation. The next step is finding ways to streamline this process so we can reduce the time and resources required for such rigorous evaluation," says Dr. Yao.

This study was funded by Mayo Clinic Robert D. and Patricia E. Kern Center for the Science of Health Care Delivery. Mayo Clinic and some of the researchers have a financial interest in the technology referenced in this news release. Mayo Clinic will use any revenue it receives to support its not-for-profit mission in patient care, education and research.
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Peer support could help millions with sleep apnea slumber easier, study says | ScienceDaily
Continuous positive airway pressure, or CPAP, therapy can improve the lives of people with obstructive sleep apnea, but nearly half of adults with CPAP machines fail to adhere to a regular regimen of CPAP use. A new University of Arizona Health Sciences study published in the American Journal of Respiratory and Critical Care Medicine found that peer support improved CPAP adherence and patient satisfaction, which can improve sleep and overall health.


						
According to the National Council on Aging, 39 million U.S. adults have been diagnosed with obstructive sleep apnea, which is characterized by repeated episodes of upper airway collapse during sleep leading to fragmented sleep and reduced oxygen levels, as well as heart, kidney and metabolic health complications when left untreated. It is commonly treated with CPAP, which is associated with improvements in quality of life, hypertension, accidents and mortality.

"The CPAP is the gold standard treatment for patients with sleep apnea. But the problem is that it's a complicated external device that requires willpower by patients to put it on their faces. It requires a behavioral change, and that keeps many people from using it," said first author Sairam Parthasarathy, MD, director of the U of A Health Sciences Center for Sleep, Circadian and Neuroscience Research and professor and chief of the Division of Pulmonary, Allergy, Critical Care and Sleep Medicine at the U of A College of Medicine -- Tucson's Department of Medicine. "Watching videos or reading instruction manuals only gets you so far. But peer-driven intervention puts a personal touch on showing patients how to use the machine. It helps those with sleep apnea demystify CPAP and use it to their advantage."

Researchers enrolled 263 sleep apnea patients who were new to CPAP treatment in a six-month clinical trial. Participants were randomly divided into two groups. One group received usual care paired with educational materials. The other group interacted with trained peer mentors via in-person visits and phone calls.

The study found that 62% of study participants with sleep apnea who received peer support used the CPAP machine correctly and consistently, compared with 51% of those who only received educational materials. Participants in the peer intervention group averaged 4.5 hours of CPAP use per night, while those in the group without support averaged 3.7 hours.

Additionally, participants who received peer support reported they were significantly more satisfied with their CPAP-related support and believed their care was better coordinated than those in the control group did.

The peer support system trained people with sleep apnea who use CPAP to support people with obstructive sleep apnea as they began using a CPAP device. Study participants interacted with their peer mentors during in-person visits and eight phone calls over the first four weeks, followed by six calls over the next two months.




The peer support system was supported by an automated interactive voice program that patients could use to get answers to questions without directly talking to their peer mentor.

The study highlights the cost-effective nature of the peer support system. By leveraging peer support and technology, the burden on health care providers is reduced while promoting better health outcomes. The study suggests that incorporating peer support interventions into health care reimbursement policies could result in broader implementation and benefit patients nationwide.

The approach could also be adapted for other chronic conditions requiring long-term patient management.

"Peer intervention is scalable and exportable," Parthasarathy said. "It could help patients with diabetes, blood pressure or any other chronic condition that requires significant self-care. The ability to talk to a person who has been through the same struggle that you have and being able to interact with someone rather than being left to your own devices can make for a world of difference."
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Manta rays inspire fast swimming soft robot yet | ScienceDaily
A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.


						
"Two years ago, we demonstrated an aquatic soft robot that was able to reach average speeds of 3.74 body lengths per second," says Jie Yin, corresponding author of a paper on the work and an associate professor of mechanical and aerospace engineering at North Carolina State University. "We have improved on that design. Our new soft robot is more energy efficient and reaches a speed of 6.8 body lengths per second. In addition, the previous model could only swim on the surface of the water. Our new robot is capable of swimming up and down throughout the water column."

The soft robot has fins shaped like those of a manta ray, and is made of a material that is stable when the fins are spread wide. The fins are attached to a flexible, silicone body that contains a chamber that can be pumped full of air. Inflating the air chamber forces the fins to bend -- similar to the down stroke when a manta flaps its fins. When the air is let out of the chamber, the fins spontaneously snap back into their initial position. 

"Pumping air into the chamber introduces energy into the system," says Haitao Qing, first author of the paper and a Ph.D. student at NC State. "The fins want to return to their stable state, so releasing the air also releases the energy in the fins. That means we only need one actuator for the robot and allows for more rapid actuation."

Studying the fluid dynamics of manta rays also played a key role in controlling the vertical movement of the soft robot.

"We observed the swimming motion of manta rays and were able to mimic that behavior in order to control whether the robot swims toward the surface, swims downward, or maintains its position in the water column," says Jiacheng Guo, co-author of the paper and a Ph.D. student at the University of Virginia. "When manta rays swim, they produce two jets of water that move them forward. Mantas alter their trajectory by altering their swimming motion. We adopted a similar technique for controlling the vertical movement of this swimming robot. We're still working on techniques that will give us fine control over lateral movements."

"Specifically, simulations and experiments showed us that the downward jet produced by our robot is more powerful than its upward jet," says Yuanhang Zhu, co-author of the paper and an assistant professor of mechanical engineering at the University of California, Riverside. "If the robot flaps its fins quickly, it will rise upward. But if we slow down the actuation frequency, this allows the robot to sink slightly in between flapping its fins -- allowing it to either dive downward or swim at the same depth."

"Another factor that comes into play is that we are powering this robot with compressed air," Qing says. "That's relevant because when the robot's fins are at rest, the air chamber is empty, reducing the robot's buoyancy. And when the robot is flapping its fins slowly, the fins are at rest more often. In other words, the faster the robot flaps its fins, the more time the air chamber is full, making it more buoyant."




The researchers have demonstrated the soft robot's functionality in two different ways. First, one iteration of the robot was able to navigate a course of obstacles arrayed on the surface and floor of a water tank. Second, the researchers demonstrated that the untethered robot was capable of hauling a payload on the surface of the water, including its own air and power source.

"This is a highly engineered design, but the fundamental concepts are fairly simple," Yin says. "And with only a single actuation input, our robot can navigate a complex vertical environment. We are now working on improving lateral movement, and exploring other modes of actuation, which will significantly enhance this system's capabilities. Our goal is to do this with a design that retains that elegant simplicity."

The paper, "Spontaneous Snapping-Induced Jet Flows for Fast, Maneuverable Surface and Underwater Soft Flapping Swimmer," is published open access in the journal Science Advances. The paper was co-authored by Yinding Chi and Yaoye Hong, former Ph.D. students at NC State; and by Daniel Quinn and Haibo Dong of UVA.

This work was done with support from the National Science Foundation under grants 2126072 and 2329674; and from the Office of Naval Research under grant N00014-22-1-2616.
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New tool enhances control of cellular activity | ScienceDaily
A basic function of cells is that they act in response to their environments. It makes sense, then, that a goal of scientists is to control that process, making cells respond how they want to what they want.


						
One avenue for this ambition is cell receptors, which function like ignition slots on a cell, requiring keys -- such as specific hormones, drugs, or antigens -- to start up specific cellular activities. There are already synthetic receptors that give us some control over this sequence of events, most famously the chimeric antigen receptors used in CAR-T cell cancer therapy. But existing synthetic receptors are limited in the variety of keys they can accept and the activities they can trigger.

Now, detailed in a paper published Dec. 4 in Nature, Stanford researchers have developed a new synthetic receptor that accommodates a broader range of inputs and produces a more diverse set of outputs.

This innovation, called "Programmable Antigen-gated G protein-coupled Engineered Receptors" (PAGER), is built around G protein-coupled receptors, a set of over 800 proteins in the human body that turn on molecular switches inside the cell, called G-proteins, to control many vital functions. The researchers demonstrated PAGER's versatility by successfully controlling neuronal activity, triggering immune responses, and delivering therapeutic treatments in lab experiments.

"I think PAGER has potential for impact, both in the G protein coupled receptor biology field, and in synthetic circuits or cell-based therapies," said Alice Ting, professor of genetics at the School of Medicine and of biology in the School of Humanities and Sciences and senior author of the paper. "When you put a technology out there, it's always exciting to see all the creative ways that people use and transform the technology in ways that you never even imagined. There's so much more that's possible."

Holding the keys

While G-protein coupled receptors can activate various cellular activities, researchers had previously avoided them for programmable applications because customizing their "keys" was challenging, literally requiring researchers to direct the evolution of the receptors for years to create just one desired option.




"G-protein coupled receptors, normally, can be activated by specific small molecules that bind in a pocket in the receptor," explained Nicholas Kalogriopoulos, a postdoctoral fellow in the Ting lab and co-lead author of the paper. "Essentially, what we did is fuse something that blocks that pocket, and it only opens up when it binds something you've chosen."

In other words, the researchers added a layer of security -- a nanobody coupled with a peptide antagonist -- that guards the ignition. Like a car's owner considering whether to lend it to a friend, the nanobody and peptide antagonist only allow for insertion of the key under specific conditions. This configuration not only limits access to the receptor but also makes it possible to swap out the "owner" to change the access criteria. This modularity, combined with the abundant influence of G-proteins, means PAGER could enable an incredible diversity of cell responses.

It all works

To put PAGER through its paces, the researchers partnered with Ivan Soltesz, the James R. Doty Professor in Neurosurgery and Neurosciences at Stanford Medicine, and Yulong Li, the Boya Professor at Peking University, who are both co-authors of the paper.

"The very collaborative environment of Stanford expedited the study. I think it really led to the success of the experiment and the project," said Reika Tei, a postdoctoral fellow in the Ting lab and co-lead author of the paper.

In lab experiments, the researchers used PAGER to alter neuronal activity in a cell culture and a section of mouse brain, control T-cell migration, change the inflammatory state of macrophages (a type of immune cell), and secrete therapeutic antibodies in response to the presence of tumor antigens.




"We didn't expect all four applications to work right away, but they did, which made me feel really good about the technology," said Ting. "We didn't have any application where we tried it and it didn't work -- which is not a promise to everyone that it'll work for them -- but it was robust."

The next steps for PAGER involve exploring different applications, simplifying its structure, and enhancing its ability to operate autonomously -- such as automatically delivering drugs upon receptor binding. Although still in early stages, the researchers are confident in PAGER's potential, especially as other labs begin to experiment with it.

"We've made PAGER easily programmable, and we would love to apply it to all sorts of places, but we don't have the expertise for that," said Kalogriopoulos. "We need people who actually study the biology of a specific disease or cellular function because they know the proper inputs and outputs. So I'm really excited for people to take it and start using it."

Kalogriopoulos, Ting, Ravalin, and Tei are inventors on a provisional patent (U.S. Provisional Patent Application No.: 63/516,900) related to this work. Ting is a scientific advisor to Third Rock Ventures and Nereid Therapeutics.
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Mammoth as key food source for ancient Americans | ScienceDaily
Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.


						
The study, featured on the Dec. 4 cover of the journal Science Advances, used stable isotope analysis to model the diet of the mother of an infant discovered at a 13,000-year-old Clovis burial site in Montana. Before this study, prehistoric diet was inferred by analyzing secondary evidence, such as stone tools or the preserved remains of prey animals.

The findings support the hypothesis that Clovis people specialized in hunting large animals rather than primarily foraging for smaller animals and plants.

The Clovis people inhabited North America around 13,000 years ago. During that time period, animals like mammoths lived across both northern Asia and the Americas. They migrated long distances, which made them a reliable fat- and protein-rich resource for highly mobile humans.

"The focus on mammoths helps explain how Clovis people could spread throughout North America and into South America in just a few hundred years," said co-lead author James Chatters of McMaster University.

"What's striking to me is that this confirms a lot of data from other sites. For example, the animal parts left at Clovis sites are dominated by megafauna, and the projectile points are large, affixed to darts, which were efficient distance weapons," said co-lead author Ben Potter, an archaeology professor at the University of Alaska Fairbanks.

Hunting mammoths provided a flexible way of life, Potter said. It allowed the Clovis people to move into new areas without having to rely on smaller, localized game, which could vary significantly from one region to the next.




"This mobility aligns with what we see in Clovis technology and settlement patterns," Potter said. "They were highly mobile. They transported resources like toolstone over hundreds of miles."

Researchers were able to model the Clovis people's diet by first analyzing isotopic data published during earlier studies by other researchers of the remains of Anzick-1, an 18-month-old Clovis child. By adjusting for nursing, they were able to estimate values for his mother's diet.

"Isotopes provide a chemical fingerprint of a consumer's diet and can be compared with those from potential diet items to estimate the proportional contribution of different diet items," said Mat Wooller, an author on the study and director of the Alaska Stable Isotope facility at UAF.

The team compared the mother's stable isotopic fingerprint to those from a wide variety of food sources from the same time period and region. They found that about 40% of her diet came from mammoth, with other large animals like elk and bison making up the rest. Small mammals, sometimes thought to have been an important food source, played a very minor role in her diet.

Finally, the scientists compared the mother's diet to those of other omnivores and carnivores from the same time period, including American lions, bears and wolves. The mother's diet was most similar to that of the scimitar cat, a mammoth specialist.

Findings also suggest that early humans may have contributed to the extinction of large ice age animals, especially as environmental changes reduced their habitats.




"If the climate is changing in a way that reduces the suitable habitat for some of these megafauna, then it makes them potentially more susceptible to human predation. These people were very effective hunters," said Potter.

"You had the combination of a highly sophisticated hunting culture -- with skills honed over 10,000 years in Eurasia -- meeting naive populations of megafauna under environmental stress," said Chatters.

An important aspect of this research, according to Potter and Chatters, is their outreach to Native Americans in Montana and Wyoming about their concerns and interest in this work.

"It is important and ethical to consult with Indigenous peoples on questions relating to their heritage," they said.

They worked with Shane Doyle, executive director of Yellowstone Peoples, who reached out to numerous tribal government representatives throughout Montana, Wyoming and Idaho. "The response has been one of appreciative consideration and inclusion," said Doyle.

"I congratulate the team for their astounding discovery about the lifeways of Clovis-era Native people and thank them for being tribally inclusive and respectful throughout their research," he said. "This study reshapes our understanding of how Indigenous people across America thrived by hunting one of the most dangerous and dominant animals of the day, the mammoth."

Other authors of the paper include Stuart J. Fiedel, independent researcher; Juliet E. Morrow, University of Arkansas; and Christopher N. Jass, Royal Alberta Museum.
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Male African elephants develop distinct personality traits as they age | ScienceDaily
Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a study publishing December 4, 2024, in the open-access journal PLOS ONE by Caitlin O'Connell-Rodwell at Stanford University and Harvard University Center for the Environment, Jodie L. Berezin of Utopia Scientific, U.S., and colleagues.


						
Many animals show consistent individual differences in behavior, sometimes described as 'personality' or 'temperament'. Elephants are highly intelligent and have rich social lives, and previous research has shown that captive elephants display distinct personality types. In the wild, females spend their entire lives in their family groups, but males disperse when they reach adulthood to join looser, all-male societies governed by dominance hierarchies.

To expand our understanding of personality traits in wild elephants, researchers observed the behavior of 34 male African savannah elephants (Loxodonta africana) in Etosha National Park in Namibia between 2007 and 2011. They identified five types of behavior that were consistently different between individuals, including aggression and dominance behaviors, friendly social interactions, and self-comforting. However, the elephant's behavior was also influenced by the social context. When younger males were present, other males were more likely to perform friendly and dominance behaviors.

In contrast, when a socially influential male was present, the other males performed fewer friendly social interactions. The most dominant and socially influential male elephants in the society performed aggressive and friendly social behaviours equally frequently. Younger males were more similar in temperament than older males, suggesting that their unique personalities develop as they age.

The study is the first to show that adult male elephants display distinct personality traits in the wild. Although they showed consistency over time, male elephants were also flexible, adjusting their behavior depending on the social context. The results also suggest that the most socially successful male elephants are those that strike a balance between aggression and friendliness, and that having mixed age groups within male elephant populations was extremely important to their wellbeing. A deeper understanding of wild elephant behavior could inform better conservation decision-making and improve the management of captive elephants, the authors say.

The authors add: "Male elephants display five distinct character traits (affiliative, aggressive, dominant, anxious, and calm) consistently across time and context, and are also distinct from each other in how they display these five character-traits."
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New insights on preventing brain injury after cardiac arrest | ScienceDaily
Despite improvements in CPR and rates of getting patients to the hospital, only about 10 percent of people ultimately survive after out-of-hospital cardiac arrest (OHCA), translating to about 300,000 deaths per year in the United States. Once in the hospital, most patients who have had a cardiac arrest die of brain injury, and no medications are currently available to prevent this outcome. A team led by researchers from Mass General Brigham is seeking to address this. Using samples from patients who have had an OHCA, the team uncovered changes in immune cells just six hours after cardiac arrest that can predict brain recovery 30 days later. They pinpointed a particular population of cells that may provide protection against brain injury and a drug that can activate these cells, which they tested in preclinical models. Their results are published in Science Translational Medicine.


						
"Cardiac arrest outcomes are grim, but I am optimistic about jumping into this field of study because, theoretically, we can treat a patient at the moment injury happens," said co-senior and corresponding author Edy Kim, MD, PhD, of the Division of Pulmonary and Critical Care Medicine at Brigham and Women's Hospital, a founding member of the Mass General Brigham healthcare system. "Immunology is a super powerful way of providing treatment. Our understanding of immunology has revolutionized cancer treatment, and now we have the opportunity to apply the power of immunology to cardiac arrest."

As a resident physician in the Brigham's cardiac intensive care unit, Kim noticed that some cardiac arrest patients would have high levels of inflammation on their first night in the hospital and then rapidly improve. Other patients would continue to decline and eventually die. In order to understand why some patients survive and others do not, Kim and colleagues began to build a biobank -- a repository of cryopreserved cells donated by patients with consent from their families just hours after their cardiac arrest.

The researchers used a technique known as single-cell transcriptomics to look at the activity of genes in every cell in these samples. They found that one cell population -- known as diverse natural killer T (dNKT) cells -- increased in patients who would have a favorable outcome and neurological recovery. The cells appeared to be playing a protective role in preventing brain injury.

To further test this, Kim and colleagues used a mouse model, treating mice after cardiac arrest with sulfatide lipid antigen, a drug that activates the protective NKT cells. They observed that the mice had improved neurological outcomes.

The researchers note that there are many limitations to mouse models, but making observations from human samples first could increase the likelihood of successfully translating their findings into intervention that can help patients. Further studies in preclinical models are needed, but their long-term goal is to continue to clinical trials in people to see if the same drug can offer protection against brain injury if given shortly after cardiac arrest.

"This represents a completely new approach, activating T cells to improve neurological outcomes after cardiac arrest," said Kim. "And a fresh approach could lead to life-changing outcomes for patients."
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Natural 'biopesticide' against malaria mosquitoes successful in early field tests | ScienceDaily
An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests led by researchers at the Johns Hopkins Bloomberg School of Public Health.


						
The biopesticide is a powder made from the dead cells of a common soil-dwelling bacterial species. The researchers showed that the biopesticide efficiently kills both ordinary and chemical-pesticide-resistant mosquitoes when included in standard baits. Even at sub-lethal doses, the biopesticide inhibits malaria transmission and makes mosquitoes more vulnerable to standard chemical pesticides. The encouraging findings from initial trials in western Africa suggest larger field tests could, if successful, one day lead to broad use of the new biopesticide in malaria-endemic parts of the world.

The study was published online December 4in Science Advances.

"This biopesticide has a unique set of features that suggest it could be a powerful new weapon against malaria," says study senior author George Dimopoulos, PhD, deputy director of the Johns Hopkins Malaria Research Institute in the Bloomberg School's Department of Molecular Microbiology and Immunology.

Malaria, a parasitic disease spread by Anopheles mosquitoes, has long been one of the world's top killers. According to World Health Organization estimates, there are about 250 million cases and 600,000 deaths annually, mostly children under five in sub-Saharan Africa. Malaria vaccines have been developed, but are not broadly available or very efficient in preventing disease. While mosquito-killing chemical pesticides have been the most effective weapons against malaria to date, the insects have developed significant resistance to these compounds. New antimalarial tools are urgently needed.

The new biopesticide emerged from a project conducted by Dimopoulos and his team in Panama more than a decade ago. The team caught wild mosquitoes and catalogued bacterial species in their gastrointestinal tracts to see if any could affect the mosquito's ability to harbor and transmit pathogens. Ultimately, they found one, a species of Chromobacterium, that at low doses inhibits the insects' ability to transmit pathogens such as the malaria parasite and dengue virus -- and at higher doses kills both adult and larval mosquitoes. This discovery suggested the bacterium could be the first biopesticide for use against disease-transmitting mosquitoes.

To avoid the complications of working with a live organism, the researchers developed a powder preparation made from dead, dried cells of the bacterium. They found that the powder retains the bacterium's mosquitocidal properties, and also has a years-long shelf life and very high heat stability. Early tests also found that the biopesticide has no evident toxic effects on mammalian cells, is readily ingested by mosquitoes when dissolved in standard mosquito baits, and -- unlike chemical insecticides -- does not lead to the development of genetic resistance in mosquitoes even after ten generations of mild exposure.




In the new study, the researchers tested the new biopesticide in laboratory conditions, and in "MosquitoSphere" facilities -- large, net-enclosed spaces simulating village and agricultural settings -- in Burkina Faso. The biopesticide killed both laboratory and wild-caught strains of Anopheles, including those with resistance to different kinds of chemical pesticides. Even when the biopesticide didn't kill the insects, it largely reversed their chemical insecticide resistance.

At the highest dose of 200 mg/ml, the biopesticide wiped out the vast majority of the mosquitoes in the MosquitoSphere facilities, and the researchers' mathematical modeling suggested that it would dramatically reduce local mosquito populations in real-world conditions.

Mosquitoes exposed to the biopesticide even at low doses were also severely impaired in their ability to seek out a host for blood meals. In the relatively few insects that succeeded in ingesting malaria parasite-infected blood in experiments, the ability of the parasites to infect the mosquito was sharply reduced as well. These results suggest that the biopesticide overall could have a very potent effect at reducing malaria transmission.

The researchers' results so far suggest that the biopesticide works by modifying the activity of a key detoxification enzyme in mosquitoes, essentially turning the insects' detox systems against them -- which would explain why the biopesticide has such a strong synergy with chemical pesticides.

The researchers now plan to seek U.S. Environmental Protection Agency approval for the new biopesticide, and to set up larger-scale field tests to further assess its ability to reduce malaria incidence.

They also plan more experiments to identify the component or components of the Chromobacterium that account for its potent anti-mosquito effects.

"It was never my intention to focus on biopesticides," says Dimopoulos, whose primary focus has been malaria mosquito immunity. "But that's how these discoveries have worked out, and it's exciting that we've identified something novel with malaria control potential."

"Chromobacterium biopesticide overcomes insecticide resistance in malaria vector mosquitoes" was co-authored by Chinmay Tikhe, Sare Issiaka, Yuemei Dong, Mary Kefi, Mihra Tavadia, Etienne Bilgo, Rodrigo Corder, John Marshall, Abdoulaye Diabate, and George Dimopoulos.

Funding was provided by the U.S. Agency for International Development (USAID), the Innovative Vector Control Consortium, and the Johns Hopkins Malaria Research Institute.
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How did humans and dogs become friends? Connections in the Americas began 12,000 years ago | ScienceDaily
"Dog is man's best friend" may be an ancient cliche, but when that friendship began is a longstanding question among scientists.


						
A new study led by a University of Arizona researcher is one step closer to an answer on how Indigenous people in the Americas interacted with early dogs and wolves.

The study, published today in the journal Science Advances and based on archaeological remains from Alaska, shows that people and the ancestors of today's dogs began forming close relationships as early as 12,000 years ago -- about 2,000 years earlier than previously recorded in the Americas.

"We now have evidence that canids and people had close relationships earlier than we knew they did in the Americas," said lead study author Francois Lanoe, an assistant research professor in the U of A School of Anthropology in the College of Social and Behavioral Sciences.

"People like me who are interested in the peopling of the Americas are very interested in knowing if those first Americans came with dogs," Lanoe added. "Until you find those animals in archaeological sites, we can speculate about it, but it's hard to prove one way or another. So, this is a significant contribution."

Lanoe and his colleagues unearthed a tibia, or lower-leg bone, of an adult canine in 2018 at a longstanding archeological site in Alaska called Swan Point, about 70 miles southeast of Fairbanks. Radiocarbon dating showed that the canine was alive about 12,000 years ago, near the end of the Ice Age.

Another excavation by the researchers in June 2023 -- of an 8,100-year-old canine jawbone at a nearby site called Hollembaek Hill, south of Delta Junction -- also shows signs of possible domestication.




The smoking gun? A belly of fish

Chemical analyses of both bones found substantial contributions from salmon proteins, meaning the canine had regularly eaten the fish. This was not typical of canines in the area during that time, as they hunted land animals almost exclusively. The most likely explanation for salmon showing up in the animal's diet? Dependence on humans.

"This is the smoking gun because they're not really going after salmon in the wild," said study co-author Ben Potter, an archaeologist with the University of Alaska Fairbanks.

The researchers are confident that the Swan Point canine helps establish the earliest known close relationships between humans and canines in the Americas. But it's too early to say whether the discovery is the earliest domesticated dog in the Americas.

That is why the study is valuable, Potter said: "It asks the existential question, what is a dog?"

The Swan Point and Hollembaek Hill specimens may be too old to be genetically related to other known, more recent dog populations, Lanoe said.




"Behaviorally, they seem to be like dogs, as they ate salmon provided by people," Lanoe said, "but genetically, they're not related to anything we know."

He noted that they could have been tamed wolves rather than fully domesticated dogs.

'We still had our companions'

The study represents another chapter in a longstanding partnership with tribal communities in Alaska's Tanana Valley, where archaeologists have worked since the 1930s, said study co-author Josh Reuther, an archaeologist with the University of Alaska Museum of the North.

Researchers regularly present their plans to the Healy Lake Village Council, which represents the Mendas Cha'ag people indigenous to the area, before undertaking studies, including this one. The council also authorized the genetic testing of the study's new specimens.

Evelynn Combs, a Healy Lake member, grew up in the Tanana Valley, exploring dig sites as a kid and taking in what she learned from archaeologists. She's known Lanoe, Potter and Reuther since she was a teenager. Now an archaeologist herself, Combs works for the tribe's cultural preservation office.

"It is little -- but it is profound -- to get the proper permission and to respect those who live on that land," Combs said.

Healy Lake members, Combs said, have long considered their dogs to be mystic companions. Today, nearly every resident in her village, she said, is closely bonded to one dog. Combs spent her childhood exploring her village alongside Rosebud, a Labrador retriever mix.

"I really like the idea that, in the record, however long ago, it is a repeatable cultural experience that I have this relationship and this level of love with my dog," she said. "I know that throughout history, these relationships have always been present. I really love that we can look at the record and see that thousands of years ago, we still had our companions."
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Massive asteroid impacts did not change Earth's climate in the long term | ScienceDaily
Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study by UCL researchers.


						
The rocks, both several miles wide, hit Earth about 25,000 years apart, leaving the 60-mile (100km) Popigai crater in Siberia, Russia, and the 25-55 mile (40-85km) crater in the Chesapeake Bay, in the United States -- the fourth and fifth largest known asteroid craters on Earth.

The new study, published in the journal Communications Earth & Environment, found no evidence of a lasting shift in climate in the 150,000 years that followed the impacts.

The researchers inferred the past climate by looking at isotopes (atom types) in the fossils of tiny, shelled organisms that lived in the sea or on the seafloor at the time. The pattern of isotopes reflects how warm the waters were when the organisms were alive.

Co-author Professor Bridget Wade (UCL Earth Sciences) said: "What is remarkable about our results is that there was no real change following the impacts. We expected the isotopes to shift in one direction or another, indicating warmer or cooler waters, but this did not happen. These large asteroid impacts occurred and, over the long term, our planet seemed to carry on as usual.

"However, our study would not have picked up shorter-term changes over tens or hundreds of years, as the samples were every 11,000 years. Over a human time scale, these asteroid impacts would be a disaster. They would create a massive shockwave and tsunami, there would be widespread fires, and large amounts of dust would be sent into the air, blocking out sunlight.

"Modelling studies of the larger Chicxulub impact, whichkilled off the dinosaurs,also suggest a shift in climate on a much smaller time scale of less than 25 years.




"So we still need to know what is coming and fund missions to prevent future collisions."

The research team, including Professor Wade and MSc Geosciences student Natalie Cheng, analysed isotopes in over 1,500 fossils of single-celled organisms called foraminifera, both those that lived close to the surface of the ocean (planktonic foraminifera) and on the seafloor (benthic foraminifera).

These fossils ranged from 35.5 to 35.9 million years old and were found embedded within three metres of a rock core taken from underneath the Gulf of Mexico by the scientific Deep Sea Drilling Project.

The two major asteroids that hit during that time have been estimated to be 3-5 miles (5-8km) and 2-3 miles (3-5km) wide. The larger of the two, which created the Popigai crater, was about as wide as Everest is tall.

In addition to these two impacts, existing evidence suggests three smaller asteroids also hit Earth during this time -- the late Eocene epoch -- pointing to a disturbance in our solar system's asteroid belt.

Previous investigations into the climate of the time had been inconclusive, the researchers noted, with some linking the asteroid impacts with accelerated cooling and others with episodes of warmer temperatures.




However, these studies were conducted at lower resolution, looking at samples at greater intervals than 11,000 years, and their analysis was more limited -- for instance, only looking at species of benthic foraminifera that lived on the seafloor.

By using fossils that lived at different ocean depths, the new study provides a more complete picture of how the oceans responded to the impact events.

The researchers looked at carbon and oxygen isotopes in multiple species of planktonic and benthic foraminifera.

They found shifts in isotopes about 100,000 years prior to the two asteroid impacts, suggesting a warming of about 2 degrees C in the surface ocean and a 1 degree C cooling in deep water. But no shifts were found around the time of the impacts or afterwards.

Within the rock, the researchers also found evidence of the two major impacts in the form of thousands of tiny droplets of glass, or silica. These form after silica-containing rocks get vaporised by an asteroid. The silica end up in the atmosphere, but solidify into droplets as they cool.

Co-author and MSc Geosciences graduate Natalie Cheng said: "Given that the Chicxulub impact likely led to a major extinction event, we were curious to investigate whether what appeared as a series of sizeable asteroid impacts during the Eocene also caused long-lasting climate changes. We were surprised to discover that there were no significant climate responses to these impacts.

"It was fascinating to read Earth's climate history from the chemistry preserved in microfossils. It was especially interesting to work with our selection of foraminifera species and discover beautiful specimens of microspherules along the way."

The study received funding from the UK's Natural Environment Research Council (NERC).
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Climate-ready crop | ScienceDaily
A team from the University of Illinois has engineered potato to be more resilient to global warming showing 30% increases in tuber mass under heatwave conditions. This adaptation may provide greater food security for families dependent on potatoes, as these are often the same areas where the changing climate has already affected multiple crop seasons.


						
"We need to produce crops that can withstand more frequent and intense heatwave events if we are going to meet the population's need for food in regions most at risk from reduced yields due to global warming," said Katherine Meacham-Hensold, scientific project manager for the Realizing Increased Photosynthetic Efficiency (RIPE) at Illinois. "The 30% increase in tuber mass observed in our field trials shows the promise of improving photosynthesis to enable climate-ready crops."

Meacham-Hensold led this work for RIPE, an international research project that aims to increase global food access to food by developing food crops that turn the sun's energy into food more efficiently. RIPE was supported from 2017-2023 by the Bill & Melinda Gates Foundation, Foundation for Food & Agriculture Research, and U.K. Foreign, Commonwealth & Development Office and is currently supported by Bill & Melinda Gates Agricultural Innovations (Gates Ag One).

The Challenge

Photorespiration is a photosynthetic process that has been shown to reduce the yield of soybean, rice, and vegetable crops by up to 40%. Photorespiration occurs when Rubisco reacts with an oxygen molecule rather than CO2, which occurs around 25% of the time under ideal conditions but more frequently in high temperatures. Plants then have to use a large amount of energy to metabolize the toxic byproduct caused by photorespiration (glycolate). Energy that could have been used for greater growth.

"Photorespiration is a large energy cost for the plant," said Meacham-Hensold. "It takes away from food production as energy is diverted to metabolizing the toxin. Our goal was to reduce the amount of wasted energy by bypassing the plant's original photorespiratory pathway."

Previous RIPE team members had shown that by adding two new genes, glycolate dehydrogenase and malate synthase, to model plants' pathways, they could improve photosynthetic efficiency. The new genetics would metabolize the toxin (glycolate) in the chloroplast, the leaf compartment responsible for photosynthesis, rather than needing to move it through other regions of the cell.




The solution

These energy savings drove growth gains in the model crop, which the current team hoped would translate to increased mass in their food crop. Not only did they see a difference, the benefits, recently published in Global Change Biology, were tripled under heatwave conditions, which are becoming more frequent and more intense as global warming progresses.

Three weeks into the 2022 field season, while the potatoes were still in their early vegetative growth phase, a heatwave kept temperatures above 95degF (35degC) for four straight days, breaking 100degF (38degC) twice. After a couple of days of reprieve the temperatures shot up near 100deg again.

Rather than withering in the heat, the modified potatoes grew 30% more tubers than the control group potatoes, taking full advantage of their increased thermotolerance of photosynthetic efficiency.

"Another important feature of this study was the demonstration that our genetic engineering of photosynthesis that produced these yield increases had no impact on the nutritional quality of the potato," said Don Ort, Robert Emerson Professor of Plant Biology and Crop Sciences and Deputy Director of the RIPE project. "Food security is not just about the amount of calories that can be produced but we must also consider the quality of the food."

Multi-location field trials are needed to confirm the team's findings in varying environments, but encouraging results in potatoes could mean similar results could be achieved in other root tuber crops like cassava, a staple food in Sub-Saharan African countries expected to be heavily impacted by rising global temperatures.
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The heart has its own 'brain' | ScienceDaily
New research from Karolinska Institutet and Columbia University shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases. The study, conducted on zebrafish, is published in Nature Communications.


						
The heart has long been thought to be controlled solely by the autonomic nervous system, which transmits signals from the brain. The heart's neural network, which is embedded in the superficial layers of the heart wall, has been considered a simple structure that relays the signals from the brain. However, recent research suggests that it has a more advanced function than that.

Controlling the heartbeat

Scientists have now discovered that the heart has its own complex nervous system that is crucial to controlling its rhythm.

"This 'little brain' has a key role in maintaining and controlling the heartbeat, similar to how the brain regulates rhythmic functions such as locomotion and breathing," explains Konstantinos Ampatzis, principal researcher and docent at the Department of Neuroscience, Karolinska Institutet, Sweden, who led the study.

The researchers identified several types of neurons in the heart that have different functions, including a small group of neurons with pacemaker properties. The finding challenges the current view on how the heartbeat is controlled, which may have clinical implications.

Similar to the human heart

"We were surprised to see how complex the nervous system within the heart is," says Konstantinos Ampatzis. "Understanding this system better could lead to new insights into heart diseases and help develop new treatments for diseases such as arrhythmias."




The study was conducted on zebrafish, an animal model that exhibits strong similarities to human heart rate and overall cardiac function. The researchers were able to map out the composition, organisation and function of neurons within the heart using a combination of methods such as single-cell RNA sequencing, anatomical studies and electrophysiological techniques.

New therapeutic targets

"We will now continue to investigate how the heart's brain interacts with the actual brain to regulate heart functions under different conditions such as exercise, stress, or disease," says Konstantinos Ampatzis. "We aim to identify new therapeutic targets by examining how disruptions in the heart's neuronal network contribute to different heart disorders."

The study was done in close collaboration with researchers at Columbia University, USA, and was funded by, among others, the Dr. Margaretha Nilsson Foundation, Erik and Edith Fernstrom Foundation, StratNeuro and Karolinska Institutet. There are no reported conflicts of interest.
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20th century lead exposure damaged American mental health | ScienceDaily
In 1923, lead was first added to gasoline to help keep car engines healthy. However, automotive health came at the great expense of our own well-being.


						
A new study calculates that exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive. The research estimates that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

The findings, from Aaron Reuben, a postdoctoral scholar in neuropsychology at Duke University, and colleagues at Florida State University, suggest that Americans born before 1996 experienced significantly higher rates of mental health problems as a result of lead, and likely experienced changes to their personalities that would have made them less successful and resilient in life.

Leaded gas for cars was banned in the U.S. in 1996, but the researchers say that anyone born before then, and especially during the peak of its use in the 1960s and 1970s, had concerningly high lead exposures as children.

The team's paper will appear the week of December 4 in the Journal of Child Psychology and Psychiatry.

Lead is neurotoxic and can erode brain cells and alter brain function after it enters the body. As such, there is no safe level of exposure at any point in life, health experts say. Young children are especially vulnerable to lead's ability to impair brain development and alter brain health. Unfortunately, no matter what age, our brains are ill-equipped for keeping lead toxicity at bay.

Because water systems in older American cities still contain lead pipes, the EPA issued regulations in October that give cities 10 years to identify and replace lead plumbing, and $2.6 billion to get it done. Earlier this year the EPA also lowered the level of lead in soil that it considers to be potentially hazardous, resulting in an estimated 1 in 4 U.S. households having soil that may require cleanup.




"Humans are not adapted to be exposed to lead at the levels we have been exposed to over the past century," Reuben said. "We have very few effective measures for dealing with lead once it is in the body, and many of us have been exposed to levels 1,000 to 10,000 times more than what is natural."

Over the past century, lead was used in paint, pipes, solder, and, most disastrously, automotive fuel. Numerous studies have linked lead exposure to neurodevelopmental and mental health problems, particularly conduct disorder, attention-deficit / hyperactivity disorder, and depression. But until now it has not been clear how widespread lead-linked mental illness symptoms would have been.

To answer the complex question of how leaded gas use for more than 75 years may have left a permanent mark on human psychology, Reuben and his co-authors Michael McFarland and Mathew Hauer, both professors of sociology at Florida State University, turned to publicly available nationwide data.

Using historical data on U.S. childhood blood-lead levels, leaded-gas use, and population statistics, they determined the likely lifelong burden of lead exposure carried by every American alive in 2015. From this data, they estimated lead's assault on mental health and personality by calculating "mental illness points" gained from leaded gas exposure as a proxy for its harmful impact on public health.

"This is the exact approach we have taken in the past to estimate lead's harms for population cognitive ability and IQ," McFarland said, noting that the research team previously identified that lead stole 824 million IQ points from the U.S. population over the past century.

"We saw very significant shifts in mental health across generations of Americans," Hauer said. "Meaning many more people experienced psychiatric problems than would have if we had never added lead to gasoline." Lead exposure led to greater rates of diagnosable mental disorders, like depression and anxiety, but also greater rates of individuals experiencing more mild distress that would impair their quality of life.




"For most people, the impact of lead would have been like a low-grade fever," Reuben said. "You wouldn't go to the hospital or seek treatment, but you would struggle just a bit more than if you didn't have the fever."

Lead's effect on brain health has also been linked to changes in personality that show up at the national level. "We estimate a shift in neuroticism and conscientiousness at the population level," McFarland said.

As of 2015, more than 170 million Americans (more than half of the U.S. population) had clinically concerning levels of lead in their blood when they were children, likely resulting in lower IQs and more mental health problems, and likely putting them at higher risk for other long-term health impairments, such as increased cardiovascular disease.

Leaded gasoline consumption rose rapidly in the early 1960s and peaked in the 1970s. As a result, Reuben and his colleagues found that essentially everyone born during those two decades were nearly certain to have been exposed to pernicious levels of lead from car exhaust. The generation with the greatest lead exposures, Generation X (1965-1980), would have seen the greatest mental health losses.

"We are coming to understand that lead exposures from the past -- even decades in the past -- can influence our health today," Reuben said. "Our job moving forward will be to better understand the role lead has played in the health of our country, and to make sure we protect today's children from new lead exposures wherever they occur."
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Preventing brain injury complications with specialized optical fibers | ScienceDaily
Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers reporting in ACS Sensors have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.


						
After a traumatic brain injury, such as a concussion, secondary damage can occur from swelling in the brain. Biomarkers found in blood or spinal fluid provide medical professionals with information on brain health; however, many current methods struggle to monitor multiple biomarkers at the same time. So, Yuqian Zhang, Ali Yetisen and colleagues wanted to create an optical fiber system that concurrently monitors six key brain health biomarkers: temperature, pH, and concentrations of dissolved oxygen, glucose, sodium ions and calcium ions. Optical fibers, similar to the larger ones used in underground fiber optic cabling, are ideal for medical applications because of their small size and their ability to interact with light-absorbing biomarkers or tissues in measurable patterns.

The researchers outfitted six optical fibers with fluorescent tips specific to each biomarker. A special multi-wavelength laser was shone through the fibers and used to monitor the analytes. When one target analyte interacted with a fluorescent tip, the change in brightness was recorded by a computer. Then the six fibers, along with an extra fiber to boost the calcium signal's measurement, were incorporated into a 2.5-millimeter-thick catheter to create a cerebrospinal fluid sensing system. Machine-learning-driven algorithms detangled the fluorescence signals from one another, providing an easy readout of each biomarker.

The catheter sensing system successfully detected the six biomarkers in an experiment with animal brains designed to mimic the conditions of the human brain after a traumatic injury. Next, cerebrospinal fluid samples were collected from healthy human participants and spiked with the brain health biomarkers of interest. The sensing system accurately determined pH, temperature and dissolved oxygen level in these samples and identified changes in the concentrations of the ions and glucose. The researchers say this work demonstrates that their optical fiber system can detect when a secondary injury might be imminent and could help monitor complications from these traumatic injuries in patients.

The authors acknowledge funding from the Royal Society, the National Natural Science Foundation of China and the China Scholarship Council.
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AI helps researchers dig through old maps to find lost oil and gas wells | ScienceDaily
Scattered across the United States are remnants from almost 170 years of commercial drilling: hundreds of thousands of forgotten oil and gas wells. These undocumented orphaned wells (UOWs) are not listed in formal records, and they have no known (or financially solvent) operators. They are often out of sight and out of mind -- a hazardous combination.


						
If the wells weren't properly plugged, they can potentially leak oil and chemicals into nearby water sources or send toxic substances like benzene and hydrogen sulfide into the air. They can also contribute to climate change by emitting the greenhouse gas methane, which is about 28 times as potent as carbon dioxide at trapping heat in our atmosphere on a hundred-year timescale (with even higher global warming potential over shorter periods).

To find UOWs and measure methane emissions in the field, researchers are using modern tools, including drones, laser imaging, and suites of sensors. But the contiguous United States covers more than 3 million square miles. To better predict where the undocumented wells might be, researchers first pair the new with the old: modern artificial intelligence (AI) and historical topographic maps.

"While AI is a contemporary and rapidly evolving technology, it should not be exclusively associated with modern data sources," said Fabio Ciulla, a postdoctoral fellow at the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) and lead author of a case study on using artificial intelligence to find UOWs published today in the journal Environmental Science & Technology. "AI can enhance our understanding of the past by extracting information from historical data on a scale that was unattainable just a few years ago. The more we go into the future, the more you can also use the past."

Since 2011, the United States Geological Survey has uploaded 190,000 scans of historical USGS topographic maps made between 1884 and 2006. Crucially, the maps are geotagged, meaning each pixel corresponds to coordinates that can be easily referenced.

Ciulla pulled together quadrangle maps, rectangular maps that cover a set amount of latitude and longitude and were mapped at a scale where one inch represents 2000 feet. Between 1947 and 1992, these maps also used consistent symbols for oil and gas wells: a hollow black circle.

"For a human being, looking at this circle and recognizing it is extremely easy," Ciulla said. "Until recently, this was the only available method to extract information from these maps -- but that strategy does not scale well if we want to apply it to thousands of maps. This is where artificial intelligence comes into play."

For this approach to work, the Berkeley Lab research team needed to teach the AI how to identify the correct symbols amidst all the other visual information. It also needed to work on maps with different terrain and colors, as well as maps in different conditions (old, new, stained, pristine).




"This problem is equivalent to finding a needle in a haystack, since we are trying to find a few unknown wells that are scattered in the midst of many more documented wells," said Charuleka Varadharajan, a scientist at Berkeley Lab and senior author of the study.

Researchers used a digital tool to manually mark oil wells on nearly 100 maps from California and create a training set for the AI. Once taught to find the hollow circles and to ignore false positives (such as cul-de-sacs or symbols with circular patterns, like the number 9 or letter "o"), the algorithm could be applied to any of the USGS maps with the same symbols. And because the maps were georeferenced, the algorithm could take the coordinates for the oil wells marked on the map and compare them with coordinates for documented wells.

To detect a potential undocumented orphaned well, the team selected well symbols that were more than 100 meters from a known well to account for potential errors in well coordinates. They also built a novel tool that lets a human quickly vet what the algorithm finds, double checking that the AI is correctly interpreting the symbols on the map.

Researchers used the AI algorithm to scour four counties of interest that had substantial early oil production -- Los Angeles and Kern counties in California, and Osage and Oklahoma counties in Oklahoma -- and found 1,301 potential undocumented orphaned wells. So far, researchers have verified 29 of the UOWs using satellite images and another 15 from surveys in the field; additional investigation on the ground will be needed to confirm other potential wells.

"With our method, we were conservative about what would be considered as a potential undocumented orphaned well," Varadharajan said. "We intentionally chose to have more false negatives than false positives, since we wanted to be careful about the individual well locations identified through our approach. We think that the number of potential wells we've found is an underestimate, and we might find more wells with more refinement of our methods."

From the map to the field

The first pass at verifying an undocumented well happens remotely. Researchers consult satellite images and historical aerial photos, looking for features like oil derricks and pump jacks (or their shadows), lifting equipment, oil pads, storage tanks, or disturbed ground.




In many cases, wells were capped at or below the surface level, leaving no obvious sign in reference images. Instead, researchers need to head into the field with equipment to confirm whether a well exists.

At a predicted well location, researchers look for any surface well structures. If there aren't any, they walk in a grid or spiral pattern carrying a magnetometer, which measures magnetic fields. Buried metal well casings disturb the magnetic field, allowing researchers to home in on the well. Once they finish surveying the area, researchers save the magnetometer file, record whether or not a well was found, and -- if so -- take a picture of the site, record GPS coordinates, and check for methane leaks.

For the wells they could verify, the Berkeley Lab team found the UOWs were located an average of 10 meters from where the algorithm and map predicted. They believe the AI approach is the first that can identify the precise locations for potential UOWs at county scales. And with the bounty of maps covering the United States, the technique can be scaled up and translated to other regions of interest.

The AI mapping and verification effort is part of a much larger project to address UOWs: the Consortium Advancing Technology for Assessment of Lost Oil & Gas Wells (CATALOG). The program is led by Los Alamos National Laboratory and includes research teams from Berkeley Lab, Lawrence Livermore National Laboratory, the National Energy Technology Laboratory, and Sandia National Laboratories.

It's a big collaboration to address an equally sprawling problem: The Interstate Oil and Gas Compact Commission estimated in 2021 that there are somewhere between 310,000 and 800,000 undocumented orphaned wells across the United States.

Regulations for drilling and plugging emerged at different times in different states, long after the first wells were drilled. In early years of drilling, many wells were left open or filled with questionable plugs, making it possible for oil, gas, brine, or chemicals to later escape. Once identified, wells can be properly "plugged and abandoned" by filling the borehole with cement, keeping oil out of water and methane out of the atmosphere.

CATALOG aims to improve ways to find wells, detect and measure methane, rapidly screen wells for their condition, unite information from different sources, and prioritize wells for plugging. The goal is to create tools (like AI well prediction) that can be used anywhere in the United States and are inexpensive enough to be adopted.

At nearly 1.5 million acres, the Osage Nation acts as one proving ground for CATALOG's technology and techniques. Partners from the Osage Nation provide essential feedback, evaluating the pros and cons of the equipment used in the field and the accuracy of the information generated.

"The collaboration between the Osage Nation and CATALOG has been mutually beneficial and productive," said Craig Walker, director of Osage Nation Natural Resources. "Utilizing AI and state-of-the-art detection equipment has filled data gaps in records and led to the discovery of some undocumented wells in the area, and has streamlined various processes within the Osage Nation Orphan Well Program."

Berkeley Lab scientist Sebastien Biraud, who leads the CATALOG project at Berkeley Lab, heads the effort to assess sensors and new methods to detect and quantify methane emissions. Groups investigating orphaned wells need to quickly assess how much methane is leaking, but high-tech methane sensors are expensive.

Biraud's team is working on how lower-cost, off-the-shelf sensors can be combined as an alternative. The setup includes an anemometer to measure wind speed, a fan (for quick flow rate), a gas analyzer, GPS, and the crucial calculations that let a user factor in the distance to the well to determine roughly how much methane coming out.

"We don't need to know if it's leaking exactly 2.3 grams per hour," Biraud said. "We need to know if it's not leaking, if it's leaking between 10 and 100 grams per hour, or if it's leaking kilograms per hour. And we need to be able to do it in five minutes."

A quick way to measure methane leaks is essential for triaging newly discovered UOWs, and also for efforts to plug known wells.

"There's a requirement now to quantify emissions before and after plugging an oil and gas well," Biraud said. "Both because you want to make sure the plugging is done right, and you also want to quantify the impact of the program itself on our climate mitigation strategies -- particularly for methane emissions, which can cause global warming impacts more quickly than carbon dioxide."

From the field to the sky

Researchers in CATALOG are also investigating ways to scale up undocumented well detection and verification using drones equipped with different sensors. Preprogrammed with set fly routes, the drones can semi-autonomously survey a larger area than researchers could easily access on the ground.

Groups are pursuing several different kinds of sensors, each with their own challenges and benefits. To use a magnetometer from a drone, researchers have to suspend the sensor from a 9-foot cable. If it's placed closer to the drone, the electronics will interfere with capturing the magnetic signature from a well.

A separate drone carries a methane sensor that sips air as it flies, and can factor in methane concentration, wind speed, and wind direction to pinpoint a well location. Yet another technique is flying hyperspectral cameras that look for wavelengths (not visible to human eyes) associated with plumes of methane. And Berkeley Lab researchers are developing a drone-mounted technology that can pick up hard-to-find oil wells, such as those built with wood casings or wells where the metal was stripped for other uses.

There are still other ways to pick up clues for lost wells. Planes with laser systems known as LIDAR can image the ground. Thermal cameras can point toward hidden leaks. CATALOG members are even developing an app that uses a smartphone's magnetometer to search for wells.

"The right way to attack this problem is a multi-layer approach," said Ciulla. "We can layer the information from all these different sources almost as if it were a cake. I can give my contribution with historical maps, someone else can do computations for historical oil production, others bring images or satellites or sensor data. It's a beautiful mix of the old and the new, and I'm fascinated that maps, something that seems so old-fashioned and static, can give us so much useful information if correctly used with the help of current technology."

CATALOG's work to build up tools to curb methane emissions and hazards from undocumented orphaned wells is ongoing.

"We, as a society, really like energy," Biraud said. "But we need to find solutions that limit our emissions. And working with local stakeholders like Native American tribes, the U.S. Forest Service, and the U.S. National Parks Service, we're seeing that this is one way we can have an impact."

The mapping AI tool used resources provided by the Department of Energy's National Energy Research Scientific Computing Center (NERSC), a DOE Office of Science user facility.

This work was supported as part of the Consortium Advancing Technology for Assessment of Lost Oil & Gas, funded by the U.S. Department of Energy, Office of Fossil Energy and Carbon Management, Office of Resource Sustainability, Methane Mitigation Technologies Division's Undocumented Orphan Wells Program.
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Perceptions of parent cannabis use shape teen attitudes | ScienceDaily
Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new Washington State University study.


						
The research, published in the Journal of Child and Family Studies, also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

The findings could ultimately help parents who use cannabis come up with more effective strategies for communicating about the health risks of the drug with their children, especially in states like Washington, where cannabis is legal and mixed societal messages complicate discussions of substance use.

"Parents need to recognize that their use matters," said Stacey J. T. Hust, lead author of the study and a professor of communication at WSU. "If teens perceive their parents use cannabis, whether they actually do or not, it can send the message that the behavior is also acceptable for them, especially without explicit conversations that set boundaries for the teen."

For the study, the WSU team surveyed 276 adolescents aged 13-17 in Washington state about their perceptions of parental cannabis use, their closeness to their parents and the level of parental monitoring in their lives. Key findings show that 32% of teens believed their fathers used cannabis, while 25% thought their mothers did. These perceptions were strongly associated with decreased negative attitudes toward cannabis and increased intentions to use it.

Interestingly, the study found that the influence of parental closeness differed by gender. Adolescents close to mothers who were non-users reported lower intentions to use cannabis. Conversely, teens close to cannabis-using mothers exhibited more positive attitudes and stronger intentions to use the substance. For fathers, closeness was associated with more positive attitudes toward cannabis use, regardless of whether the father used cannabis or not.

The researchers also found that parental monitoring can be a powerful protective factor against underage cannabis use, particularly for boys. Boys who reported higher levels of parental monitoring -- measured by parents knowing their whereabouts and who their friends were -- expressed more negative attitudes toward cannabis than girls under a similar level of supervision.




"Parenting is highly gendered," said Hust. "This study sheds light on how mothers and fathers uniquely impact their children's views on cannabis, providing a roadmap for future research to explore these differences further."

Hust and Jessica Willoughby, an associate professor of Communication at WSU and co-author of the study, said the overall message for parents is that open, honest discussions about cannabis, combined with consistent monitoring, can help mitigate teens' likelihood to view the substance positively or intentions to use it. They recommend parents frame cannabis as an adult decision, akin to alcohol or tobacco, and emphasize its risks.

"Parents need to be thoughtful about how they talk about their use with their kids," Willoughby said. "They need to make clear that cannabis is a product meant for adults and communicate its potential harms, especially for developing adolescent brains."

Moving forward, the researchers plan to build on their study by investigating how parents communicate with their teens about substance use. Future work will explore topics such as the role of parental warmth and closeness in fostering effective conversations about cannabis and other health-related behaviors.
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Owning a home in the US linked to longer life | ScienceDaily
Dr Casey Breen, Senior Postdoctoral Research Fellow at Oxford University's Leverhulme Centre for Demographic Science and Department of Sociology, conducted the study, published today in Demography.


						
The study found that homeownership was associated with 0.36 years of additional life expectancy for Black male Americans who were born in the early twentieth century, and 0.42 years for their White counterparts.

Dr Casey Breen said 'My study finds homeownership has a meaningful positive impact on life expectancy. These results suggest that social policies that equitably expand homeownership opportunities for Black Americans may help narrow the gap between Black and White male life expectancy in the US.'

According to the study, expanding homeownership opportunities for racial minorities could help mitigate the profound racial disparities in mortality the US is currently experiencing. The study also highlights significant disparities in homeownership rates in the twentieth century, with White Americans being almost twice as likely to own a house than Black Americans. Due to systemic historical issues such as slavery and racism, Black Americans had far fewer opportunities to own their home in 1940 with fewer than 10% doing so between the ages of 18-25 in 1940, and only 40% over the age of 65 owning their homes.

Using data from the 1920 and 1940 census records that were linked to social security mortality records, and a sibling-based identification strategy, the study was able to analyse the different outcomes in life expectancy for American male adults owning a home between the ages of 24 and 35.

While owning a home as opposed to renting can help in the accumulation of wealth, and is associated with better health and living longer, the study found that the property's value had very little impact on life expectancy. The study also discusses other reasons for this increase in life expectancy for homeowners including a stronger social community, the psychological benefits of homeownership, and better living conditions.

Dr Casey Breen said 'This study also shows that there is a meaningful, statistically significant difference in life expectancy between Americans owning their home and those who rent, with homeowners in early adulthood living approximately six months longer at age 65 than those who rent.'

The study controlled for factors such as education attainment, race, income, marital status, and shared family background to provide a snapshot of how US homeownership affected life expectancy in the twentieth century. However, it is important to note that the sample was restricted in terms of gender, ethnicity, nationality and historical context, and is unlikely to be representative of other populations.
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CRISPR-Cas technology: Balancing efficiency and safety | ScienceDaily
Genome editing with various CRISPR-Cas molecule complexes has progressed rapidly in recent years. Hundreds of labs around the world are now working to put these tools to clinical use and are continuously advancing them.


						
CRISPR-Cas tools allow researchers to modify individual building blocks of genetic material in a precise and targeted manner. Gene therapies based on such gene editing are already being used to treat inherited diseases, fight cancer and create drought- and heat-tolerant crops.

Starting the repair

The CRISPR-Cas9 molecular complex, also known as genetic scissors, is the most widely used tool by scientists around the world. It cuts the double-stranded DNA at the exact site where the genetic material needs to be modified. This contrasts with newer gene editing methods, which do not cut the double strand.

The cut activates two natural repair mechanisms that the cell uses to repair such damage: a fast but imprecise one that reconnects only the ends of the cut DNA, and a slow and precise one that is slow and thorough but not activated in every case. The latter requires a copyable template for repair to accurately rejoin the DNA at the cut site.

The slow variant is called homology-directed repair. Researchers want to use this method of repair because it allows the precise integration of individual DNA segments into a desired gene region. The approach is very flexible and can be used to repair different disease genes. "In principle, it could be used to cure any disease," says Jacob Corn, Professor of Genome Biology at ETH Zurich.

Boosting efficiency with one molecule

To get the cell to use homology-directed repair, the researchers recently began using a molecule called AZD7648, which blocks fast repair and forces the cell to use homology-directed repair. This approach is expected to accelerate the development of more efficient gene therapies. Initial studies with these new therapies have been good. Too good to be true, as it turned out.




A research group led by Jacob Corn has just discovered that the use of AZD7648 has serious side effects. The study has just been published in the journal Nature Biotechnology.

Massive genetic changes

Although AZD7648 promotes precise repair and thus precise gene editing using the CRISPR-Cas9 system as hoped, in a significant proportion of cells this has led to massive genetic changes in a part of the genome that was expected to be modified without scarring. The ETH researchers found that these changes resulted in the simple deletion of thousands and thousands of DNA building blocks, known as bases. Even whole chromosome arms broke off. This makes the genome unstable, with unpredictable consequences for the cells edited by the technique.

"When we analysed the genome at the sites where it had been edited, it looked correct and precise. But when we analysed the genome more broadly, we saw massive genetic changes. These are not seen when you only analyse the short, edited section and its immediate neighbourhood," says Gregoire Cullot, a postdoctoral fellow in Corn's group and first author of the study.

Extent of damage is large

The extent of the negative effects surprised the researchers. In fact, they suspect that they do not yet have a complete picture of the full extent of the damage because they did not look at the entire genome when analysing the modified cells, only partial regions.




New tests, approaches and regulations are therefore needed to clarify the extent and potential of the damage.

The molecule AZD7648 is not unknown. It is currently in clinical trials as a potential cancer treatment.

But how did the ETH researchers become aware of the problem? In other studies, the researchers showed how highly effective and precise CRISPR-Cas9 gene editing is when AZD7648 is added. "This made us suspicious, so we took a closer look," says Jacob Corn.

The ETH researchers then analysed the sequence of DNA building blocks not only around the edited site but also in the wider environment. They discovered these unwanted and catastrophic side effects caused by using AZD7648.

Their study is the first to describe these side effects. Other research groups have also investigated them and support the ETH researchers' findings. They also aim to publish their results. "We are the first to say that not everything is wonderful," says Corn. "For us, this is a major setback because, like other scientists, we had hoped to use the new technique to accelerate the development of gene therapies."

The beginning of something new

Nevertheless, Corn says this is not the end but the beginning of further advances in gene editing using CRISPR-Cas techniques. "The development of any new technology is a rocky road. One stumble does not mean we give up on the technology."

It may be possible to avert the danger by using not just one molecule to promote HDR in the future but a cocktail of different substances. "There are many possible candidates. We now need to find out which components such a cocktail would have to consist of in order not to damage the genome."

Gene therapies based on the CRISPR-Cas system have already been successfully used in clinical practice. In recent years, for example, a hundred patients suffering from the hereditary disease sickle cell anaemia have been treated with CRISPR-Cas-based therapeutics -- without AZD7648. "All patients are considered cured and have no side effects," says Corn. "So, I am optimistic that gene therapies like this will become mainstream. The question is which approach is the right one and what we need to do to make the technique safe for as many patients as possible."
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Insects wearing two hats solve botanical mystery | ScienceDaily
The discovery of a unique case where the same insect species both pollinate a plant and distribute its seeds not only solves a long-standing botanical mystery. The Kobe University find also stresses the diverse roles insects play in our ecosystem.


						
In the dark and moist understories of the subtropical forests of Shimoshima Island in Japan grow parasitic plants that feed on the roots of other plants. They are called Balanophora, and for over a century, the mechanism of their seed dispersal has remained a mystery. It has been suggested that the tiny seeds are carried away by the wind, but there is little to no wind in the understories of (sub)tropical forests. Some plant species among the Balanophora are bright red, resembling strawberries, and attract birds and rabbits to eat and thus disperse the seeds. However, others, like Balanophora subcupularis, have dull colors and a yeasty smell, making it unlikely that vertebrates are involved. The mechanism of the plant's pollination has similarly remained unclear.

The Kobe University botanist SUETSUGU Kenji specializes in understanding the interactions between these parasitic plants and their surrounding ecosystems, including the often overlooked but crucial role of invertebrate pollinators and seed dispersers. To find out who aids B. subcupularis in its reproduction, he and his team watched the plants for more than 100 hours and took tens of thousands of automated night photographs while the flower was in bloom or bore fruit, identifying the visitors. In addition, they conducted both animal exclusion experiments and seed feeding experiments to ascertain whether the animals on the photographs are actually effective pollinators and seed dispersers.

In two back-to-back papers published in the journal Ecology, the Kobe University team published that B. subcupularis is pollinated by ants and camel crickets, which visit the plants for their pollen and nectar. Remarkably, these same species also later feed on the fleshy leaves carrying the seeds, aiding in seed dispersal. "It is well known that many plants rely on insects for pollination, although it's rare for ants and crickets. Also, many plants use birds and mammals to distribute their fruits, and again it's very unusual that crickets or other tiny arthropods take over this role. Even more striking, it is very rare for the same animal to perform both functions, and it is unique that the same invertebrates do so," says Suetsugu on his surprise about this finding.

The Kobe University botanist suggests that this rare combination of pollination and seed distribution roles may be influenced by two factors. First, "B. subcupularis blooms late in the year when many typical pollinators, such as bees, are less active. In addition, our study site is a small island at the northern edge of the plant's distribution, which might contribute to the scarcity of pollinators and seed dispersers."

Suetsugu also highlights the broader implications of these findings: "This underscores the importance of invertebrates in plant reproduction and encourages us to look deeper into how these relationships evolve and what environmental factors drive such unique adaptations. More practically, our findings also contribute to conservation strategies for rare and endangered plants like Balanophora subcupularis. Understanding their reliance on specific invertebrates for both pollination and seed dispersal helps inform habitat preservation efforts and the management of invertebrate populations, which are crucial for these plants' survival."

This research was funded by the Japan Science and Technology Agency (grant JPMJPR21D6).
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We might feel love in our fingertips ---- but did the Ancient Mesopotamians? | ScienceDaily
From feeling heavy-hearted to having butterflies in your stomach, it seems inherent to the human condition that we feel emotions in our bodies, not just in our brains. But have we always felt -- or at least expressed -- these feelings in the same way?


						
A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago, analysing one million words of the ancient Akkadian language from 934-612 BC in the form of cuneiform scripts on clay tablets.

'Even in ancient Mesopotamia, there was a rough understanding of anatomy, for example the importance of the heart, liver and lungs,' says Professor Saana Svard of the University of Helsinki, an Assyriologist who is leading the research project. One of the most intriguing findings relates to where the ancients felt happiness, which was often expressed through words related to feeling 'open', 'shining' or being 'full' -- in the liver.

'If you compare the ancient Mesopotamian bodily map of happiness with modern bodily maps [published by fellow Finnish scientist, Lauri Nummenmaa and colleagues a decade ago], it is largely similar, with the exception of a notable glow in the liver,' says cognitive neuroscientist Juha Lahnakoski, a visiting researcher at Aalto University.

Other contrasting results between ourselves and the ancients can be seen in emotions such as anger and love. According to previous research, anger is experienced by modern humans in the upper body and hands, while Mesopotamians felt most 'heated', 'enraged' or 'angry' in their feet. Meanwhile, love is experienced quite similarly by modern and Neo-Assyrian man, although in Mesopotamia it is particularly associated with the liver, heart and knees.

'It remains to be seen whether we can say something in the future about what kind of emotional experiences are typical for humans in general and whether, for example, fear has always been felt in the same parts of the body. Also, we have to keep in mind that texts are texts and emotions are lived and experienced,' says Svard. The researchers caution that while it's fascinating to compare, we should keep this distinction in mind when comparing the modern body maps, which were based on self-reported bodily experience, with body maps of Mesopotamians based on linguistic descriptions alone.

Towards a deeper understanding of emotions

Since literacy was rare in Mesopotamia (3 000-300 BCE), cuneiform writing was mainly produced by scribes and therefore available only to the wealthy. However, cuneiform clay tablets contained a wide variety of texts, such as tax lists, sales documents, prayers, literature and early historical and mathematical texts.




Ancient Near Eastern texts have never been studied in this way, by quantitatively linking emotions to body parts. This can be applied to other language materials in the future. 'It could be a useful way to explore intercultural differences in the way we experience emotions,' says Svard, who hopes the research will provide an interesting contribution to discussion around the universality of emotions.

The results of the research will be published in the iScience journal on 4 December.

The corpus linguistic method, which makes use of large text sets, has been developed over many years in the Centre of Excellence in Ancient Near Eastern Empires (ANEE), led by Svard. Next, the research team will look at an English corpus, or textual material from the 20th century, which contains 100 million words. Similarly, they also plan to examine Finnish data.

In addition to Svard and Lahnakoski, the team includes Professor Mikko Sams from Aalto University, Ellie Bennett from the University of Helsinki, Professor Lauri Nummenmaa from the University of Turku and Ulrike Steinert from Johannes Gutenberg-Universitat Mainz. The project is funded by the Finnish Cultural Foundation.
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Lasting effects of common herbicide on brain health | ScienceDaily
The human brain is an incredibly adaptable organ, often able to heal itself even from significant trauma. Yet for the first time, new research shows even brief contact with a common herbicide can cause lasting damage to the brain, which may persist long after direct exposure ends.


						
In a groundbreaking new study, Arizona State University researcher Ramon Velazquez and his colleagues at the Translational Genomics Research Institute (TGen), part of City of Hope, demonstrate that mice exposed to the herbicide glyphosate develop significant brain inflammation, which is associated with neurodegenerative disease. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the most pervasive herbicides used in the U.S. and worldwide.

The research, which appears today in the Journal of Neuroinflammation, identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health.

Glyphosate exposure in mice also resulted in premature death and anxiety-like behaviors, which replicates findings by others examining glyphosate exposure in rodents. Further, the scientists discovered these symptoms persisted even after a 6-month recovery period during which exposure was discontinued.

Additionally, the investigation demonstrated that a byproduct of glyphosate -- aminomethylphosphonic acid -- accumulated in brain tissue, raising serious concerns about the chemical's safety for human populations.

"Our work contributes to the growing literature highlighting the brain's vulnerability to glyphosate," Velazquez says. "Given the increasing incidence of cognitive decline in the aging population, particularly in rural communities where exposure to glyphosate is more common due to large-scale farming, there is an urgent need for more basic research on the effects of this herbicide."

Velazquez is a researcher with the ASU-Banner Neurodegenerative Disease Research Center at the ASU Biodesign Institute and an assistant professor with the School of Life Sciences. He is joined by first author Samantha K. Bartholomew, a PhD candidate in the Velazquez Lab, other ASU colleagues, and co-senior author Patrick Pirrotte, associate professor with the Translational Genomics Research Institute (TGen) and researcher with the City of Hope Comprehensive Cancer Center in California.




According to the Centers for Disease Research, farm laborers, landscape workers, and others employed in agriculture are more likely to be exposed to glyphosate through inhalation or skin contact. Additionally, the new findings suggest that ingestion of glyphosate residues on foods sprayed with the herbicide potentially poses a health hazard. Most people living in the U.S. have been exposed to glyphosate during their lifetime.

"My hope is that our work drives further investigation into the effects of glyphosate exposure, which may lead to a reexamination of its long-term safety and perhaps spark discussion about other prevalent toxins in our environment that may affect the brain," Bartholomew says.

The team's findings build on earlier ASU research that demonstrates a link between glyphosate exposure and a heightened risk for neurodegenerative disorders.

The previous study showed that glyphosate crosses the blood-brain barrier, a protective layer that typically prevents potentially harmful substances from entering the brain. Once glyphosate crosses this barrier, it can interact with brain tissue and appears to contribute to neuroinflammation and other harmful effects on neural function.

The EPA considers certain levels of glyphosate safe for human exposure, asserting that the chemical is minimally absorbed into the body and is primarily excreted unchanged. However, recent studies, including this one, indicate that glyphosate, and its major metabolite aminomethylphosphonic acid, can persist in the body and accumulate in brain tissue over time, raising questions about existing safety thresholds and whether glyphosate use is safe at all.

Herbicide may attack more than weeds

Glyphosate is the world's most heavily applied herbicide, used on crops including corn, soybeans, sugar beets, alfalfa, cotton and wheat. Since the introduction of glyphosate-tolerant crops (genetically engineered to be sprayed with glyphosate without dying) in 1996, glyphosate usage has surged, with applications predominately in agricultural settings.




The U.S. Geological Survey notes approximately 300 million pounds of glyphosate are used annually in the United States alone. Although glyphosate levels are regulated on foods imported into the United States, enforcement and specific limits can vary. Due to its widespread use, the chemical is found throughout the food chain. It persists in the air, accumulates in soils, and is found in surface and groundwater.

Despite being considered safe by the EPA, the International Agency for Research on Cancer classifies glyphosate as "possibly carcinogenic to humans," and emerging research, including this study, points to its potential role in worsening neurodegenerative diseases by contributing to pathologies, like those seen in Alzheimer's disease.

The chemical works by inhibiting a specific enzyme pathway in plants that is crucial for producing essential amino acids. However, its impact extends beyond the intended weed, grass and plant targets, negatively affecting the biological systems in mammals, as demonstrated by its persistence in brain tissue and its role in inflammatory processes.

"Herbicides are used heavily and ubiquitously around the world," says Pirrotte, associate professor in TGen's Early Detection and Prevention Division, director of the Integrated Mass Spectrometry Shared Resource at TGen and City of Hope, and senior author of the paper. "These findings highlight that many chemicals we regularly encounter, previously considered safe, may pose potential health risks. However, further research is needed to fully assess the public health impact and identify safer alternatives."

Is glyphosate safe to use at all?

The researchers hypothesized that glyphosate exposure would induce neuroinflammation in control mice and worsen neuroinflammation in Alzheimer's model mice, causing elevated Amyloid-b and tau pathology and worsening spatial cognition after recovery. Amyloid-b and Tau are key proteins that comprise plaques and tau tangles, the classic diagnostic markers of Alzheimer's disease. Plaques and tangles disrupt neural functioning and are directly linked to memory loss and cognitive decline.

The experiments were conducted over 13 weeks, followed by a six-month recovery period. The main metabolite, aminomethylphosphonic acid, was detected in the brains of both normal and transgenic mice with Alzheimer's pathology. Transgenic mice are genetically modified to carry genes that cause them to develop Alzheimer's-like symptoms as they age. This allows researchers to study the progression and effects of the disease in a controlled laboratory setting.

The researchers tested two levels of glyphosate exposure: a high dose, similar to levels used in earlier research, and a lower dose that is close to the limit used to establish the current acceptable dose in humans.

This lower dose still led to harmful effects in the brains of mice, even after exposure ceased for months. While reports show that most Americans are exposed to glyphosate daily, these results show that even a short period could potentially cause neurological damage.

Glyphosate caused a persistent increase in inflammatory markers in the brain and blood, even after the recovery period. This prolonged inflammation could drive the progression of neurodegenerative diseases, including Alzheimer's, indicating even temporary glyphosate exposure can lead to enduring inflammatory processes that affect brain health.

The data emphasizes that glyphosate exposure may be a significant health concern for human populations. The researchers stress the need for continued vigilance and intensified surveillance of glyphosate neurological and other long-term negative health effects.

"Our goal is to identify environmental factors that contribute to the rising prevalence of cognitive decline and neurodegenerative diseases in our society," Velazquez says. "By unveiling such factors, we can develop strategies to minimize exposures, ultimately improving the quality of life for the growing aging population."

The National Institutes on Aging, National Cancer Institute of the National Institutes of Health, and ASU Biodesign Institute funded this study.
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Novel all-in-one computational pipeline identifies protein biomarkers associated with Alzheimer's disease and predicts 3D structural alterations | ScienceDaily
Researchers at Columbia University Mailman School of Public Health have developed a novel computational pipeline designed to identify protein biomarkers associated with complex diseases, including Alzheimer's disease (AD). This innovative tool analyzes biomarkers that can induce 3D structural changes in proteins, providing critical insights into disease mechanisms and highlighting potential targets for therapeutic intervention. The findings, published in Cell Genomics, could lead to advancements in early detection and treatment strategies for Alzheimer's disease, which has long eluded effective therapies.


						
"Alzheimer's disease is defined by amyloid-beta plaques and tau neurofibrillary tangles in the brain, which accumulate decades before symptoms. Current early diagnostics are either resource-intensive or invasive. Moreover, current AD therapies targeting amyloid-beta provide some symptomatic relief and may slow disease progression but fall short of halting it entirely." said Zhonghua Liu, ScD, assistant professor of Biostatistics at Columbia Mailman School, and senior investigator. "Our study highlights the urgent need to identify blood-based protein biomarkers that are less invasive and more accessible for early detection of Alzheimer's disease. Such advancements could unravel the underlying mechanisms of the disease and pave the way for more effective treatments."

A New Approach to Alzheimer's Disease

Using data from the UK Biobank, which includes 54,306 participants, and a genome-wide association study (GWAS) with 455,258 subjects (71,880 AD cases and 383,378 controls), the research team identified seven key proteins -- TREM2, PILRB, PILRA, EPHA1, CD33, RET, and CD55 -- that exhibit structural alterations linked to Alzheimer's risk.

"We discovered that certain FDA-approved drugs already targeting these proteins could potentially be repurposed to treat Alzheimer's," Liu added. "Our findings underscore the potential of this pipeline to identify protein biomarkers that can serve as new therapeutic targets, as well as provide opportunities for drug repurposing in the fight against Alzheimer's."

The MR-SPI Pipeline: Precision in Disease Prediction

The new computational pipeline, named MR-SPI (Mendelian Randomization by Selecting genetic instruments and Post-selection Inference), has several key advantages. Unlike traditional methods, MR-SPI does not require a large number of candidate genetic instruments (e.g., protein quantitative trait loci) to identify disease-related proteins. MR-SPI is a powerful tool designed for studies with only a limited number of genetic markers available.




"MR-SPI is particularly valuable for elucidating causal relationships in complex diseases like Alzheimer's, where traditional approaches struggle," Liu explained. "The integration of MR-SPI with AlphaFold3 -- an advanced tool for predicting protein 3D structures -- further enhances its ability to predict 3D structural changes caused by genetic mutations, providing a deeper understanding of the molecular mechanisms driving disease."

Implications for Drug Discovery and Treatment

The study's findings suggest that MR-SPI could have wide-reaching applications beyond Alzheimer's disease, offering a powerful framework for identifying protein biomarkers across various complex diseases. Additionally, the ability to predict 3D structural changes in proteins opens up new possibilities for drug discovery and the repurposing of existing treatments.

"By combining MR-SPI with AlphaFold3, we can achieve a comprehensive computational pipeline that not only identifies potential drug targets but also predicts structural changes at the molecular level," Liu concluded. "This pipeline offers exciting implications for therapeutic development and could pave the way for more effective treatments for Alzheimer's and other complex diseases."

"By leveraging large cohorts with biobanks, innovative statistical and computational approaches, and AI-based tools like AlphaFold this work represents a convergence of innovation that will improve our understanding of Alzheimer's and other complex diseases," said Gary W. Miller, PhD, Columbia Mailman Vice Dean for Research Strategy and Innovation and professor, Department of Environmental Health Sciences.

Co-authors of the study include Minhao Yao, The University of Hong Kong; Badri N. Vardarajan, Taub Institute on Alzheimer's Disease and the Aging Brain, Columbia University; Andrea A. Baccarelli, Harvard T.H. Chan School of Public Health; Zijian Guo, Rutgers University.
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Scientists develop coral-inspired material to revolutionize bone repair | ScienceDaily
Researchers at Swansea University have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.


						
This groundbreaking research, led by Dr Zhidao Xia from Swansea University Medical School in collaboration with colleagues from the Faculty of Science and Engineering and several external partners*, has been patented and published in the leading journal Bioactive Materials.

Bone defects caused by conditions like fractures, tumours, and non-healing injuries are one of the leading causes of disability worldwide. Traditionally, doctors use either a patient's own bone (autograft) or donor bone (allograft) to fill these gaps. However, these methods come with challenges, including a limited supply, the risk of infection and ethical concerns.

By using advanced 3D-printing technology, the team have developed a biomimetic material that mimics the porous structure and chemical composition of coral-converted bone graft substitute, blending perfectly with human bone and offering several incredible benefits:
    	Rapid Healing -- It helps new bone grow within just 2-4 weeks.
    	Complete Integration -- The material naturally degrades within 6-12 months after enhanced regeneration, leaving behind only healthy bone.
    	Cost-Effective -- Unlike natural coral or donor bone, this material is easy to produce in large quantities.

In preclinical in vivo studies, the material showed remarkable results: it fully repaired bone defects within 3-6 months and even triggered the formation of a new layer of strong, healthy cortical bone in 4 weeks.

Most synthetic bone graft substitutes currently on the market can't match the performance of natural bone. They either take too long to dissolve, don't integrate well, or cause side effects like inflammation. This new material overcomes these problems by closely mimicking natural bone in both structure and biological behaviour.

Dr Xia explained: "Our invention bridges the gap between synthetic substitutes and donor bone. We've shown that it's possible to create a material that is safe, effective, and scalable to meet global demand. This could end the reliance on donor bone and tackle the ethical and supply issues in bone grafting."

Innovations like this not only promise to improve patient quality of life but also reduce healthcare costs and provide new opportunities for the biomedical industry.

The Swansea University team is now looking to partner with companies and healthcare organisations to bring this life-changing technology to patients around the world.

*The study was carried out by Swansea University, UK; Huazhong University of Science and Technology, China; Xiangyang Central Hospital, China; Johns Hopkins University School of Medicine, USA; Oxford Instruments NanoAnalysis, UK; McGill University, Canada; The Open University, UK; the University of Rochester, USA; the University of Oxford, UK, and the University of Sheffield, UK.
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Study shows significant rise in psychotherapy use among adults, but gains are uneven across socioeconomic groups | ScienceDaily
Access to psychotherapy has risen substantially among U.S. adults with mild to moderate distress since 2018, according to a new study from Columbia University's Mailman School of Public Health and the Department of Psychiatry at Columbia Vagelos College of Physicians and Surgeons. The increase in psychotherapy use is particularly notable among younger adults, women, college-educated individuals, and those with higher family incomes. Privately insured individuals also experienced greater gains in psychotherapy use compared to those who are publicly insured or uninsured. The findings are published in JAMA Psychiatry.


						
In 2021, psychotherapy use via telehealth was also significantly higher among adults with higher incomes, higher education, and full-time employment.

"While psychotherapy access has expanded in the U.S., there's concern that recent gains may not be equally distributed, despite or maybe because of the growth of teletherapy," said Mark Olfson, MD, MPH, Columbia Mailman School professor of Epidemiology and Psychiatry. "This increase in psychotherapy use, driven by the rise of teletherapy, has largely benefited socioeconomically advantaged adults with mild to moderate distress."

Psychotherapy remains one of the most common forms of mental health care in the U.S. In a prior study, Olfson found that the percentage of all U.S. adults receiving psychotherapy rose from 6.5% in 2018 to 8.5% in 2021.

In the current study, the researchers analyzed data from the 2018-2021 Medical Expenditure Panel Surveys, which are nationally representative of the civilian non-institutionalized U.S. population. The study included a sample of 86,658 adults -- about 22,000 individuals each year.

In 2021, psychotherapy use was highest among young adults (12%), followed by middle-aged adults (8.3%), and lowest among older adults (4.6%). As expected, those with the most severe distress had the highest rates of psychotherapy use, while those with mild or moderate distress had intermediate use, and those with no distress had the lowest. Nearly 40% of adults using outpatient psychotherapy in 2021 accessed at least one session via teletherapy.

The COVID-19 pandemic, which caused widespread social isolation, stress, and economic disruption, further accelerated the adoption of telemental health services. While teletherapy provides a convenient and less stigmatizing option for care, concerns persist that certain groups -- such as individuals with more severe mental health issues, older adults, lower-income individuals, and some minority groups -- have not benefited equally from this expansion.




Financial barriers, such as lack of insurance coverage and high out-of-pocket costs, are key obstacles to seeking mental health care. Additionally, low reimbursement rates for Medicaid can discourage therapists from participating in insurance networks, exacerbating shortages in therapy availability. Olfson's research shows that adults with lower incomes or without private health insurance were also less likely to use teletherapy than their wealthier, privately insured counterparts.

"Technological challenges, preferences for in-person care, and financial barriers can hinder access to teletherapy," said Olfson. "There is growing concern that the rise of telemental health could deepen existing disparities in access to care."

"The trends we are seeing underscore the need for targeted interventions and health policies that expand psychotherapy access to underserved groups," said Olfson. "Ensuring that individuals in psychological distress can access care is a national priority. Addressing technical and financial barriers to teletherapy could help bridge the gap in access and promote equity in mental health care."

Co-authors are Chander McClellan and Samuel H Zuvekas of the Agency for Healthcare Research and Quality; Melanie Wall, Columbia Mailman School and Vagelos College of Physicians and Surgeons; and Carlos Blanco, National Institute on Drug Abuse.
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The surprising effect of stress on your brain's reward system | ScienceDaily
Researchers at UCSF find a brain signature of resilience in mice that suggests a new way of treating severe depression.


						
Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

Now, scientists at UC San Francisco are learning how the brain creates these divergent experiences. They hope it will help them find a way to treat those who struggle with long-lasting symptoms of stress.

The researchers found that stress changes activity in a brain circuit in mice, and these changes distinguish the mice that will recover from the ones that won't.

The scientists stimulated some of the neurons in the less resilient mice to make the neurons fire more often. The mice stopped ruminating and sought out pleasure in the form of sugar-sweetened water.

"Seeing that we can set these brain signals back on course in mice suggests that doing the same in humans could act as an antidepressant," said Mazen Kheirbek, PhD, an associate professor of psychiatry and senior author of the study, which appears Dec. 4 in Nature.

The stress of indecision 

Kheirbek, a member of the UCSF Weill Institute for Neurosciences, set out to find the neural signature with a team that included Frances Xia, PhD, an associate specialist in psychiatry at UCSF, and two scientists from Columbia University, Valeria Fascianelli, PhD, and Stefano Fusi, PhD.




The researchers looked at a brain region called the amygdala, which helps evaluate how risky it may be to seek a reward.

First, they observed brain activity while the mice were resting. Stress had changed the activity in the amygdala of the less resilient mice much more than it had in the resilient ones.

When the researchers gave the mice a choice between plain and sugar-sweetened water, the resilient mice easily chose the sugar water.

But the less resilient mice became obsessed and often opted for the plain water.

Xia looked at brain recordings of the mice who chose the sweet water. Their amygdala was communicating with a nearby brain region called the hippocampus that remembers and predicts.

She saw a different pattern in the mice that could not decide whether to drink the plain or sweetened water. In those mice, the conversation between the two brain areas sputtered.




Connecting the dots

Xia thought she could stop the mice from ruminating and improve their decision making if she could get the neurons that connect these two regions to fire more often.

She used a technique called chemogenetics, which employs artificial molecules that interact inside the body.

The team attached one of the molecules, a receptor, to the surface of neurons in the hippocampus to make them fire.

Then, Xia injected the less resilient mice with a second molecule that bound to the receptor and made the neurons fire.

When the team once again gave the rumination-prone mice a choice of water, they took the sweet treat. The mice's brain activity also looked resilient.

"The whole thing seemed like such a wild idea that I almost couldn't believe it worked," Xia said. "The process actually wiped out the whole state of indecision and turned these guys into resilient mice."

The team plans to look at human brain data to see if they can find similar signatures.

Kheirbek is working with researchers at the Dolby Family Center for Mood Disorders to explore different ways of changing these brain patterns.

"There's considerable interest in finding out how we can we translate these discoveries to an approach that will work in people," he said. "If we can do that, we'll have a new, non-invasive way of treating depression."
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Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women | ScienceDaily
An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research from the University of Sydney, published in the British Journal of Sports Medicine.


						
"We found that a minimum of 1.5 minutes to an average of 4 minutes of daily vigorous physical activity, completed in short bursts lasting up to 1 minute, were associated with improved cardiovascular health outcomes in middle-aged women who do no structured exercise," said lead author Professor Emmanuel Stamatakis, Director of the Mackenzie Wearable Hub at the Charles Perkins Centre and the Faculty of Medicine and Health.

High-intensity physical activity that forms part of a daily routine is known as "vigorous intermittent lifestyle physical activity" (VILPA). Longer sessions of VILPA are linked to significantly lower cardiovascular disease risk. The researchers say that, given fewer than 20 percent of middle-aged or older adults engage in regular structured exercise, engaging in VILPA could be a good alternative.

"Making short bursts of vigorous physical activity a lifestyle habit could be a promising option for women who are not keen on structured exercise or are unable to do it for any reason. As a starting point, it could be as simple as incorporating throughout the day a few minutes of activities like stair climbing, carrying shopping, uphill walking, playing tag with a child or pet, or either uphill or power walking," said Professor Stamatakis.

The study drew on data from 22,368 participants (13,018 women and 9,350 men) aged 40-79 who reported they did not engage in regular structured exercise. The data was collected from the UK Biobank, whose participants wore physical activity trackers for almost 24 hours a day for 7 days between 2013 and 2015.

Cardiovascular health was monitored through hospital and mortality records, tracking major adverse cardiovascular events (MACE), such as heart attack, stroke, and heart failure, until November 2022.

After adjusting for factors such as lifestyle, socioeconomic position, cardiovascular health, co-existing conditions, and ethnicity, the researchers found that the more VILPA women did, the lower their risk of a major cardiovascular event. Women who averaged 3.4 minutes of VILPA daily were 45 percent less likely to experience a major cardiovascular event. They were also 51 percent less likely to have a heart attack and 67 percent less likely to develop heart failure than women who did no VILPA.




Even when amounts of daily VILPA were lower than 3.4 minutes they were still linked to lower cardiovascular event risk. A minimum of 1.2 to 1.6 minutes of VILPA per day was associated with a 30 percent lower risk of total major cardiovascular events, a 33 percent lower risk of heart attack, and a 40 percent lower risk of heart failure.

However, men reaped fewer benefits from tiny bursts of VILPA. Those who averaged 5.6 minutes daily were only 16 percent less likely to experience a major cardiovascular event compared with men who did none. A minimum of 2.3 minutes per day was associated with only an 11 percent risk reduction.

Professor Stamatakis said more testing was needed to understand how VILPA may improve cardiovascular health.

"To date, it hasn't been clear whether short bursts of VILPA lower the risk of specific types of cardiovascular events, like heart attack or stroke. We aimed to identify minimum daily thresholds and feasible amounts for testing in community programs and future trials," he said.

"Importantly, the beneficial associations we observed were in women who committed to short bursts of VILPA almost daily. This highlights the importance of habit formation, which is not always easy. VILPA should not be seen as a quick fix -- there are no magic bullets for health. But our results show that even a little bit higher intensity activity can help and might be just the thing to help people develop a regular physical activity -- or even exercise -- habit," he said.

For the purposes of this story, physical activity is incidental, e.g. carrying shopping or briefly power walking, and exercise is structured, e.g. going to the gym or playing sport.
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Long-term benefit from anti-hormonal treatment is influenced by menopausal status | ScienceDaily
Today, women with oestrogen-sensitive breast cancer receive anti-hormonal therapy. Researchers now show that postmenopausal women with low-risk tumours have a long-term benefit for at least 20 years, while the benefit was more short-term for younger women with similar tumour characteristics who had not yet gone through the menopause. The results are reported in the Journal of the National Cancer Institute (JNCI).


						
In Sweden, 9,000 women are diagnosed with breast cancer each year, with hormone-sensitive breast cancer accounting for about 75 percent of women diagnosed with the disease. In patients with hormone-sensitive breast cancer tumour growth is mainly driven by oestrogen and patients are therefore treated with oestrogen-suppressing drugs, often tamoxifen. However, anti-hormonal treatment reduces quality of life and the question has been how the long-term benefit against recurrence looks like. About a third of women diagnosed with breast cancer are younger and have yet not undergone the menopause, i.e. they are premenopausal, and are known to have an increased risk of recurrence.

"Younger women generally have a higher risk of recurrence than older postmenopausal women, but most studies on anti-hormonal therapy have mainly included postmenopausal women. We therefore wanted to compare the long-term benefit from the treatment in both groups," says Linda Lindstrom, associate professor and research group leader at the Department of Oncology-Pathology, Karolinska Institutet, who led the study.

The study includes more than 1,200 women diagnosed with hormone-dependent breast cancer between 1976 and 1997 of which almost 400 were premenopausal. At the start of the study it was not known whether anti-hormonal treatment was beneficial and therefore women were randomised to treatment with tamoxifen for at least two years or no anti-hormonal treatment, i.e. the control group. The outcome of interest was breast cancer metastasis or distant recurrence and today there is follow-up data for more than 20 years after initial diagnosis.

"From the regional breast cancer registry, we have an almost complete follow-up on all patients and this together with a control group who did not receive anti-hormonal treatment makes the study unique. There is also complete data on whether the women were pre- or post-menopausal at diagnosis, which is otherwise often estimated based on age," says Annelie Johansson, researcher at the same department and the study's first author.

The women's tumours were classified as low or high risk based on the clinically used markers. Low risk tumor characteristics were defined as a tumour size of two centimeters in diameter or less, no lymph node spread, low tumour grade, being positive for the progesterone receptor, and a low genomic risk, which was determined by a molecular signature that measures the expression of 70 different genes.

Women with high-risk tumours had less benefit against distant recurrence, whether they had gone through menopause or not. Women with low-risk tumours after menopause had a long-term benefit of 20 years or more. For younger women who had not gone through menopause at diagnosis, a long-term benefit could not be predicted using the clinically used markers. Therefore, new markers are needed, the researchers say.




"We need to work further to understand which tumour characteristics influence the long-term risk of recurrence and benefit in younger patients. We want patients to benefit from their treatment for as long as the risk of recurrence is elevated," says Linda Lindstrom.

In the next step, the researchers want to be able to link more complex tumour characteristics to the long-term risk and benefit of anti-hormonal therapy, in order to individualise the treatment to the patients who benefit from it.

"For example, we plan to perform multi-protein analyses and use machine learning for image analysis of breast cancer tumours to understand more about tumour heterogeneity -- i.e. differences between and within tumors -- and how it affects risk and treatment benefit," says Linda Lindstrom.

The study is funded by the Swedish Research Council, the Swedish Cancer Society, the Stockholm Cancer Society, ALF medicin and the Gosta Milton Foundation. No researchers at Karolinska Institutet report conflicts of interest, others are reported in full in the study.
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Can plastic-eating bugs help with our microplastic problem? | ScienceDaily
Plastic pollution occurs in every ecosystem on the planet and lingers for decades. Could insects be part of the solution?


						
Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. In a new Biology Letters paper, UBC zoologist Dr. Michelle Tseng and alumna Shim Gicole tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option.

Reality bites

Mealworms are Nature's scavengers and decomposers, able to survive up to eight months without food or water, and happy to eat their own kind when food is scarce.

After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the microplastics consumed, about four to six particles per milligram of waste, absorbing the rest. Eating microplastics did not appear to affect the insects' survival and growth.

Plastic-eating partners

Dr. Tseng says the next step will be to learn from the insects' digestive mechanisms how to break down microplastics, and scale up these learnings to address plastic pollution. "Perhaps we can start viewing bugs as friends. We're killing millions of insects every day from general pesticides -- the very same insects we could be learning from to break down these plastics and other chemicals."
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Research on neurodegeneration in spider brain leads neuroscientists to groundbreaking new discovery in Alzheimer's-affected human brains | ScienceDaily
Researchers from Saint Michael's College and the University of Vermont have made a groundbreaking new discovery that provides a better understanding of how Alzheimer's disease develops in the human brain.


						
Guided by previous research of spider brains, the scientists uncovered evidence of a "waste canal system" in the human brain that internalizes waste from healthy neurons. They discovered that this system can undergo catastrophic swelling, which leads to the degeneration of brain tissue, a hallmark of Alzheimer's disease.

With over 50 million affected people worldwide, Alzheimer's disease is among the leading causes of death in the U.S.

The findings, which have been published by The Journal of Comparative Neurology, offer a compelling new explanation for commonly described brain pathologies observed in Alzheimer's disease, including amyloid-beta plaques, tau tangles, and spongiform abnormalities.

Supported by the Vermont Biomedical Research Network (VBRN), the research was carried out in collaboration among Dr. Ruth Fabian-Fine (Saint Michael's College, UVM Robert Larner, M.D. College of Medicine), Dr. John DeWitt (UVM Robert Larner, M.D. College of Medicine, UVM Medical Center), Dr. Adam Weaver (Saint Michael's College), and Saint Michael's undergraduate research students Abigail Roman and Melanie Winters, both members of the Class of 2025.

"The Vermont Biomedical Network has been thrilled to support Dr. Fabian-Fine's research from its initial focus on animal neuroscience to the more recent and potentially groundbreaking emphasis on the cellular basis of human neurodegeneration," said UVM's Dr. Christopher Francklyn, the Director of VBRN. "Her exciting work, and the outstanding training she has provided to her undergraduate co-investigators, epitomizes what NIH hopes to accomplish with its national IDEA program."

Neuroscientist Dr. Fabian-Fine and her team initially investigated the underlying causes for neurodegeneration in Central American wandering spiders that suffer from conditions similar to degenerative diseases in humans. Because the spider neurons were a larger size, the scientists were better able to observe their brain functions. They quickly discovered a waste-internalizing glial canal system that undergoes structural abnormalities in degenerating spider brains, which leads to uncontrolled depletion and death of brain cells.

This discovery prompted Fabian-Fine, a Vermont Center for Cardiovascular and Brain Health Pipeline Investigator, to explore whether a similar system could be found in both rodent and human brain tissue, so she teamed up with neuropathologist Dr. DeWitt at UVM's Larner College of Medicine. The collaborative undertaking led the scientists to gather overwhelming evidence that neurodegeneration in human and rodent brains may have similar underlying causes compared to those observed in spider brains. The scientists' report outlines possible underlying causes for neurodegeneration that may offer a promising new avenue for drug development that can address the structural abnormalities that lead to neurodegeneration.

Dozens of student researchers at Saint Michael's College contributed to the multi-year research that provided the foundation for this breakthrough. Experiments occurred at Saint Michael's College, the University of Vermont Medical Center, and at the UVM's Center for Biomedical Shared Resources.
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Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain | ScienceDaily
New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.


						
Further, the results of the study by Oregon Health & Science University involving neurosurgery patients suggests new possibilities for tapping into those areas to improve learning among people bedeviled by math.

"This work lays the foundation to deeper understanding of number, math and symbol cognition -- something that is uniquely human," said senior author Ahmed Raslan, M.D., professor and chair of neurological surgery in the OHSU School of Medicine. "The implications are far-reaching."

The study published today in the journal PLOS ONE.

Raslan and co-authors recruited 13 people with epilepsy who were undergoing a commonly used surgical intervention to map the exact location within their brains where seizures originate, a procedure known as stereotactic electroencephalography. During the procedure, researchers asked the patients a series of questions that prompted them to think about numbers as symbols (for example, 3), as words ("three") and as concepts (a series of three dots).

As the patients responded, researchers found activity in a surprising place: the putamen.

Located deep within the basal ganglia above the brain stem, the putamen is an area of the brain primarily associated with elemental functions, such as movement, and some cognitive function, but rarely with higher-order aspects of human intelligence like solving calculus. Neuroscientists typically ascribe consciousness and abstract thought to the cerebral cortex, which evolved later in human evolution and wraps around the brain's outer layer in folded gray matter.




"That likely means the human ability to process numbers is something that we acquired early during evolution," Raslan said. "There is something deeper in the brain that gives us this capacity to leap to where we are today."

Researchers also found activity as expected in regions of the brain that encode visual and auditory inputs, as well as the parietal lobe, which is known to be involved in numerical and calculation-related functions.

From a practical standpoint, the findings could prove useful in avoiding important areas during surgeries to remove tumors or epilepsy focal points, or in placing neurostimulators designed to stop seizures.

"Brain areas involved in processing numbers can be delineated and extra care taken to avoid damaging these areas during neurosurgical interventions," said lead author Alexander Rockhill, Ph.D., a postdoctoral researcher in Raslan's lab.

Researchers credited the patients involved in the study.

"We are extremely grateful to our epilepsy patients for their willingness to participate in this research," said co-author Christian Lopez Ramos, M.D., a neurosurgical resident at OHSU. "Their involvement in answering our questions during surgery turned out to be the key to advancing scientific understanding about how our brain evolved in the deep past and how it works today."

Indeed, the study follows previous lines of research involving mapping of the human brain during surgery.




"I have access to the most valuable human data in nature," Raslan said. "It would be a shame to miss an opportunity to understand how the brain and mind function. All we have to do is ask the right questions."

In the next stage of this line of research, Raslan anticipates discerning areas of the brain capable of performing other higher-level functions.

In addition to Raslan, Rockhill and Lopez Ramos, co-authors include Hao Tan, M.D., Beck Shafie, Maryam Shahin, M.D., Adeline Fecker, Mostafa Ismail, Daniel Cleary, M.D., and Kelly Collins, M.D., of OHSU; and Caleb Nerison, D.O., now of Lexington Medical Center in South Carolina.
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Record efficiency: Tandem solar cells made from perovskite and organic material | ScienceDaily
Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. A team around the physicist Dr. Felix Lang from the University of Potsdam, Prof. Lei Meng and Prof. Yongfang Li from the Chinese Academy of Sciences, Beijing, now combine perovskite with organic absorbers to form a record-level tandem solar cell as reported in the scientific journal Nature.


						
Combining two materials that selectively absorb short and long wavelengths, e.g., blue/green and red/infrared parts of the spectrum, makes the best use of our sunlight and is a well-known strategy to increase efficiency in solar cells. Best red/infrared absorbing parts of solar cells so far were, however, made from traditional materials, such as silicon or CIGS (copper indium gallium selenide). Unfortunately, these require high processing temperatures, and thus exhibit a relatively high carbon footprint.

In their work, now published in Nature, Lang and colleagues combine two emerging solar cell technologies, namely perovskite and organic solar cells, that both are processed at low temperatures with a low carbon footprint. Achieving a record level of 25.7 % efficiency for this new combination, however, was not easy, says Felix Lang: "This was only possible by combining two major breakthroughs." First, Meng and Li synthesized a novel red/infrared absorbing organic solar cell that extends its absorption even further into the infrared. "Still, tandem solar cells were limited by the perovskite layer, which shows strong efficiency losses if adjusted to absorb only blue/green parts of the sun spectrum," he explains. "To tackle this, we utilized a novel passivation layer applied to the perovskite that reduces material defects and improves the performance of the whole cell."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203154655.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Alaska's changing environment | ScienceDaily

"Alaska's Changing Environment" provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

The report was led by the Alaska Center for Climate Assessment and Policy at the UAF International Arctic Research Center, with contributions from more that 40 scientists and Indigenous experts across the state. This is the second edition of "Alaska's Changing Environment," which was first published in 2019. The inaugural report proved to be a popular resource for educators, scientists, media, policymakers and others interested in learning and communicating about climate and environmental changes impacting the state.

In the five years since release of the first report, extreme weather, climate and environmental events have become more frequent. The State of Alaska declared nearly three dozen weather- or climate-related disasters, about double the 2014-19 total. A dozen of these were elevated to federal disasters. From deadly landslides in Southeast Alaska to Typhoon Merbok along the Bering Sea coast, all regions of the state have been affected.

"Alaska's Changing Environment" updates key long-term climate trends. It also highlights the changes and impacts that have emerged or accelerated over the past five years.

Though the report covers nearly two dozen topics, the following four changes may be of particular interest to Alaskans.

Warmer, especially in winter

We've all heard that Alaska is warmer now than when our parents were young, but how much so? Alaska's Changing Environment breaks the warming trend down by region and season. Though overall the state has warmed more than 3degF in 50 years, the biggest changes are taking place in winter. The northern portion of the state is now an astonishing 8.2degF warmer, and even in Southeast, where there are fewer changes in any season, winter is on average 2.5degF warmer.




Changing precipitation

Both summer and winter precipitation are changing in Alaska. The past five summers have been especially wet. In Southeast Alaska the recent wetness aligned with the long-term trend. Northwest Alaska had been becoming drier, but, since 2019, it has seen 1.5 times more rain than the 50-year average. Most of Alaska is also seeing rain replace snow in autumn. In some areas, there is also more freezing rain in the middle of winter. Across the state, spring is coming earlier and the entire snow season is about two weeks shorter than it was 25 years ago.

Extreme events are increasing

The frequency and intensity of extreme events like avalanches, landslides, floods and coastal storms are increasing in Alaska. Four fatal landslides have occurred in the past nine years. In 2022, Typhoon Merbok pounded Alaska's western coast, damaging 40 communities. Three consecutive years with high-impact snowstorms have left Anchorage residents reeling. Outbursts from temporary lakes blocked by Mendenhall Glacier have produced record-setting floods in Juneau two years in a row.

Salmon highs and lows

Since 2020, Alaska salmon populations have seen record highs and record lows. In 2022, 80% fewer king salmon returned to the Yukon River than the 30-year average and 90% fewer chum salmon returned to western Alaska. Since, both species rebounded slightly, but returns remain well below average. Meanwhile, nearly double the usual number of sockeye salmon returned to Bristol Bay in 2022. Also, across the state, all species of salmon are maturing at smaller body sizes. These smaller fish produce smaller and fewer eggs.

The visual and concise approach used in Alaska's Changing Environment to communicate environmental change has inspired several spinoffs that explore topical or regional changes across Alaska. To see the entire series and learn about wildfire, berries, Arctic policy and changes to the Bering Sea and Yukon Flats, visit IARC's website (https://uaf-iarc.org/communicating-change/).
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Backyard chickens are here to stay | ScienceDaily
Chickens have been a mainstay in Australian backyards for generations. New research from the University of Adelaide reveals that owners see their chooks as a blend between pet and livestock as well as a trustworthy source of food.


						
"Our research indicated that backyard chickens are seen as both companion animals and as a source of food, falling within a hybrid space of human-animal relations," explains Dr Emily Buddle from the University of Adelaide's School of Humanities.

"They blur the line between what we traditionally call livestock and a companion animal or pet."

Dr Buddle conducted the study, published in Anthrozoos journal, alongside Professor Rachel Ankeny from Wageningen University, Dr Kristen Stevens from the University of South Australia, and Dr Heather Bray from the University of Western Australia.

While other backyard traditions such as home dairies and pig-keeping have diminished, the backyard chook has stood the test of time. The study provides new insight into the motivations, ethics, and perceptions surrounding backyard chickens in Australia.

"Chickens have been part of Australian backyards for a long time, providing a source of food, once destined for the soup pot, and through the provision of eggs, as well as a way to recycle kitchen scraps," Dr Buddle says.

Despite this, participants expressed that their chooks had distinct personalities and pet-like characteristics, often providing companionship. Non-vegetarian participants indicated that while they eat meat, they definitely would not kill or eat their own chickens.




Regardless of the emotional attachment, chickens did not receive the same level of care as more traditional companion animals, such as cats and dogs.

"A surprising finding was that, while being loved companions, most participants were unlikely to take their chickens to the vet," Dr Buddle says.

"They were unable to justify the veterinary cost versus the monetary value of the chicken."

Based on qualitative interviews with 44 backyard chicken owners in Adelaide, the study revealed that a key motivator for keeping chickens was for their utility.

"Chickens offer an ongoing supply of fresh eggs from a known and trusted source," Dr Buddle says.

"It was clear to participants that their chickens were 'definitely free-range,' avoiding the confusion and controversy associated with Australian free-range egg standards."

Dr Buddle explains that previous research from the group has shown that people prefer free-range eggs because they are perceived as "more natural," ethical, and safer. The rise in backyard chickens underscores the distrust in commercial food systems.




Dr Buddle says that their research has policy implications for biosecurity and animal welfare, particularly due to the lack of veterinary attention backyard chickens get.

"Despite recent changes in council regulations, food shortages (particularly through COVID-19 pandemic) and increasing concerns about free range poultry production standards, there had been no research conducted before this to understand what motivates people to keep chooks in their backyard," Dr Buddle says.

"Our research has shown the need for greater research in understanding people's distrust in the food system, particularly with the supermarket duopoly in Australia, and the diverse ways that people navigate these challenges."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203154644.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals | ScienceDaily
Recent research has observed that chemical modifications called phosphorylation of various proteins*1) in brain neurons dynamically regulates in controlling sleep and wakefulness. On the other hand, it has not been fully elucidated the protein kinases that suppress sleep and the dephosphorylation enzymes that control sleep and wakefulness. Animals, including humans, require a certain amount of sleep daily. When this sleep requirement is not met, humans experience "sleep deprivation." However, the molecular mechanisms involved in sleep regulation remain unclear.


						
A research group, Professor Hiroki Ueda, Doctoral Student Yimeng Wang, Doctoral Student Siyu Cao, and Lecturer Koji Ode et al. at the Graduate School of Medicine of the University of Tokyo, has discovered that protein kinase A (PKA)*2) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin*3), dephosphorylation enzymes, promote sleep in mammals.

Focusing on PKA and dephosphorylation enzymes, the research group created comprehensive gene knockout mice and conducted further experiments inducing the expression of functionally modified enzymes using viral vectors*4). Consequently, they found that PKA activation decreased sleep duration and delta power, and indicator of sleep needs. On the other hand, PP1 and calcineurin activation conversely increased sleep duration and delta power. In these sleep-wake promoting activities, it is essential that PKA, PP1, and calcineurin act at post-synapses responsible for information transmission between neurons. In addition, they demonstrated that PKA and PP1/calcineurin may work competitively to regulate the daily sleep duration.

This study has revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness on the molecular level.

This result was achieved in the Ueda Biological Timing Project, a research area of the Exploratory Research for Advanced Technology (ERATO) by the Japan Science and Technology Agency (JST). Under this project, JST is developing "systems biology for understanding humans" using sleep-wake rhythms as a model system in this project, aiming to understand "biological time" information that runs from molecules to individual humans living in society.

(*1) Protein phosphorylation

After proteins are produced by transcription and translation, their activity may be adjusted by various chemical modifications. Phosphorylation is the most ubiquitous modification found in cells. Enzymes that catalyze the reaction of transferring phosphate groups to proteins using adenosine triphosphate as a substrate are called protein kinases, and enzymes that catalyze the reaction of removing phosphorylation modifications from phosphoproteins are called protein phosphatases.




(*2) Protein kinase A (PKA)

A protein kinase activated by cyclic adenosine monophosphate, an intracellular signaling molecule. PKA consists of a catalytic subunit responsible for kinase activity and a regulatory subunit that inhibits enzyme activity.

(*3) Protein phosphatase 1 (PP1) and calcineurin

Among the protein phosphatases, PP1, PP2A, and calcineurin are expressed at high levels in the brain. This study revealed that PP1 and calcineurin have sleep-regulating functions. These dephosphorylation enzymes consist of a catalytic subunit responsible for dephosphorylation activity and a regulatory subunit controlling the enzyme's subcellular localization and enzyme activity. Unlike other dephosphorylation enzymes, calcineurin is characterized by its activation by calcium.

(*4) Viral vectors

A tool for introducing a gene into a cell, taking advantage of the viral ability of cellular infection adeno-associated virus (AAV)-PHP.eB, a type of viral vector modified from AAV, was used in this study. This viral vector allows for highly efficient gene transfer, especially to the central nervous system.
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Brain scan predicts effectiveness of spinal cord surgery | ScienceDaily
A 10-minute brain scan can predict the effectiveness of a risky spinal surgery to alleviate intractable pain. The Kobe University result gives doctors a much-needed biomarker to discuss with patients considering spinal cord stimulation.


						
For patients with chronic pain that cannot be cured in any other way, a surgical procedure called "spinal cord stimulation" is seen as a method of last resort. The treatment works by implanting leads into the spine of patients and electrically stimulating the spinal cord. Because the spinal cord transmits sensations to the brain from all over the body, the position of the leads is adjusted so that the patients feel the stimulation at the site of the pain. The Kobe University anesthesiologist UENO Kyohei says: "A big issue is that the procedure is effective for some but not for other patients, and which is the case is usually evaluated in a short trial of a few days to two weeks prior to permanent implantation. Although this trial is short, it is still an invasive and risky procedure. Therefore, clinicians have long been interested in the possibility of predicting a patient's responsiveness to the procedure through non-invasive means."

Functional magnetic resonance imaging, or fMRI, has become a standard tool to visualize how the brain processes information. More precisely, it can show which parts of the brain are active in response to a stimulus, and which regions are thus functionally connected with each other. "In an earlier study, we reported that for the analgesic ketamine, pain relief correlates negatively with how strongly connected two regions of the default mode network are before the drug's administration," explains Ueno. The default mode network, which plays an important role in self-related thought, has previously been implicated in chronic pain. Another relevant factor is how the default mode network connects with the salience network, which is involved in regulating attention and the response to stimuli. Ueno says, "Therefore, we wanted to examine whether the correlation of the activities within and between these networks could be used to predict responsiveness to spinal cord stimulation."

He and his team published their results in the British Journal of Anaesthesia. They found that the better patients responded to spinal cord stimulation therapy, the weaker a specific region of the default mode network was connected to one in the salience network. Ueno comments, "Not only does this offer an attractive biomarker for a prognosis for treatment effectiveness, it also strengthens the idea that an aberrant connection between these networks is responsible for the development of intractable chronic pain in the first place."

Undergoing an fMRI scan is not the only option. Combining pain questionnaires with various clinical indices has been reported as another similarly reliable predictor for a patient's responsiveness to spinal cord stimulation. However, the researchers write that "Although the cost of an MRI scan is controversial, the burden on both patients and providers will be reduced if the responsiveness to spinal cord stimulation can be predicted by one 10-minute resting state fMRI scan."

In total, 29 patients with diverse forms of intractable chronic pain participated in this Kobe University study. On the one hand, this diversity is likely the reason why the overall responsiveness to the treatment was lower compared to similar studies in the past and also made it more difficult to accurately assess the relationship between brain function and the responsiveness. On the other hand, the researchers also say that, "From a clinical perspective, the ability to predict outcomes for patients with various conditions may provide significant utility." Ueno adds: "We believe that more accurate evaluation will become possible with more cases and more research in the future. We are also currently conducting research on which brain regions are strongly affected by various patterns of spinal cord stimulation. At this point, we are just at the beginning of this research, but our main goal is to use functional brain imaging as a biomarker for spinal cord stimulation therapy to identify the optimal treatment for each patient in the future."

This research was funded by the Japan Society for the Promotion of Science (grant 21K08993). It was conducted in collaboration with a researcher from Ritsumeikan University.
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Training AI through human interactions instead of datasets | ScienceDaily
During your first driving class, the instructor probably sat next to you, offering immediate advice on every turn, stop and minor adjustment. If it was a parent, they might have even grabbed the wheel a few times and shouted "Brake!" Over time, those corrections and insights developed experience and intuition, turning you into an independent, capable driver.


						
Although advancements in artificial intelligence (AI) have made self-driving cars a reality, the teaching methods used to train them remain a far cry from even the most nervous side-seat driver. Rather than nuance and real-time instruction, AI learns primarily through massive datasets and extensive simulations, regardless of the application.

Now, researchers from Duke University and the Army Research Laboratory have developed a platform to help AI learn to perform complex tasks more like humans. Nicknamed GUIDE for short, the AI framework will be showcased at the upcoming Conference on Neural Information Processing Systems (NeurIPS 2024), taking place Dec. 9-15 in Vancouver, Canada.

"It remains a challenge for AI to handle tasks that require fast decision making based on limited learning information," explained Boyuan Chen, professor of mechanical engineering and materials science, electrical and computer engineering, and computer science at Duke, where he also directs the Duke General Robotics Lab.

"Existing training methods are often constrained by their reliance on extensive pre-existing datasets while also struggling with the limited adaptability of traditional feedback approaches," Chen said. "We aimed to bridge this gap by incorporating real-time continuous human feedback."

GUIDE functions by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. It's like how a skilled driving coach wouldn't just shout "left" or "right," but instead offer detailed guidance that fosters incremental improvements and deeper understanding.

In its debut study, GUIDE helps AI learn how best to play hide-and-seek. The game involves two beetle-shaped players, one red and one green. While both are controlled by computers, only the red player is working to advance its AI controller.




The game takes places on a square playing field with a C-shaped barrier in the center. Most of the playing field remains black and unknown until the red seeker enters new areas to reveal what they contain.

As the red AI player chases the other, a human trainer provides feedback on its searching strategy. While previous attempts at this sort of training strategy have only allowed for three human inputs -- good, bad or neutral -- GUIDE has humans hover a mouse cursor over a gradient scale to provide real-time feedback.

The experiment involved 50 adult participants with no prior training or specialized knowledge, which is by far the largest-scale study of its kind. The researchers found that just 10 minutes of human feedback led to a significant improvement in the AI's performance. GUIDE achieved up to a 30% increase in success rates compared to current state-of-the-art human-guided reinforcement learning methods.

"This strong quantitative and qualitative evidence highlights the effectiveness of our approach," said Lingyu Zhang, the lead author and a first-year PhD student in Chen's lab. "It shows how GUIDE can boost adaptability, helping AI to independently navigate and respond to complex, dynamic environments."

The researchers also demonstrated that human trainers are only really needed for a short period of time. As participants provided feedback, the team created a simulated human trainer AI based on their insights within particular scenarios at particular points in time. This allows the seeker AI to continually train long after a human has grown weary of helping it learn. Training an AI "coach" that isn't as good as the AI it's coaching may sound counterintuitive, but as Chen explains, it's actually a very human thing to do.

"While it's very difficult for someone to master a certain task, it's not that hard for someone to judge whether or not they're getting better at it," Chen said. "Lots of coaches can guide players to championships without having been a champion themselves."

Another fascinating direction for GUIDE lies in exploring the individual differences among human trainers. Cognitive tests given to all 50 participants revealed that certain abilities, such as spatial reasoning and rapid decision-making, significantly influenced how effectively a person could guide an AI. These results highlight intriguing possibilities such as enhancing these abilities through targeted training and discovering other factors that might contribute to successful AI guidance.




These questions point to an exciting potential for developing more adaptive training frameworks that not only focus on teaching AI but also on augmenting human capabilities to form future human-AI teams. By addressing these questions, researchers hope to create a future where AI learns not only more effectively but also more intuitively, bridging the gap between human intuition and machine learning, and enabling AI to operate more autonomously in environments with limited information.

"As AI technologies become more prevalent, it's crucial to design systems that are intuitive and accessible for everyday users," said Chen. "GUIDE paves the way for smarter, more responsive AI capable of functioning autonomously in dynamic and unpredictable environments."

The team envisions future research that incorporates diverse communication signals using language, facial expressions, hand gestures and more to create a more comprehensive and intuitive framework for AI to learn from human interactions. Their work is part of the lab's mission toward building the next-level intelligent systems that team up with humans to tackle tasks that neither AI nor humans alone could solve.

This work is supported in part by Army Research Laboratory (W911NF2320182, W911NF2220113).
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Tiny dancers: Scientists synchronize bacterial motion | ScienceDaily
Researchers at TU Delft have discovered that E. coli bacteria can synchronise their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. Their findings, which have potential applications in engineering controllable biological oscillator networks, were recently published in Small.


						
An audience clapping in rhythm, fireflies flashing in unison, or flocks of starlings moving as one -- synchronisation is a natural phenomenon observed across diverse systems and scales. First described by Christiaan Huygens in the 17th century, synchronisation was famously illustrated by the aligned swinging of his pendulum clocks. Now, TU Delft researchers have shown that even E. coli bacteria -- single-celled organisms only a few micrometres long -- can display this same phenomenon.

"This was a remarkable moment for our team," said Farbod Alijani, associate professor at the Faculty of Mechanical Engineering. "Seeing bacteria 'dance in sync' not only showcases the beauty of nature but also deepens our understanding of the microscopic origins of self-organisation among the smallest living organisms."

Synchronised movement

Alijani's team, together with TU Delft professor Cees Dekker and the TU Delft spin-off SoundCell, achieved this by using precisely engineered microcavities that trap single E. coli cells from a bulk population. Inside these circular cavities, the bacteria began to exhibit rotary motion akin to pendulum clocks. By connecting two of these cavities with a tiny channel, the researchers observed that after some time, the two bacteria began to synchronise their movements.

"This synchronisation occurs because of hydrodynamic interactions induced by the movement of bacteria in the coupled system," explains Alijani. The team quantified this coupling strength and found that the bacteria's coordinated motion adhered to universal mathematical rules of synchronisation.

Towards a network of coordinated motion

The findings hold significant promise, paving the way for designing micro-tools capable of inducing controlled oscillations and synchronisation in bacterial systems. Such tools could help scientists study bacterial motility and coordination in confined environments, providing a better understanding of microbial active matter.




The team is now exploring more complex systems by coupling multiple cavities to form networks of synchronised bacteria. "We want to uncover how these networks behave and whether we can engineer even more sophisticated dynamical movements," Alijani adds.

Possibilities for drug screening

While this research is primarily fundamental, its potential applications are wide-ranging. "This could even provide a novel approach to drug screening, for instance, by measuring fluid flow changes and forces caused by bacterial movement before and after administering antibiotics," Alijani suggests.

The study was inspired by earlier work where Alijani's team recorded the first-ever sound of a single bacterium using a graphene drum. "We were curious if we could go a step further and create order out of the chaotic oscillations we observed," says Alijani. With this study, they've moved from recording the soundtrack of a single bacterium to orchestrating their 'tango'.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203154450.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Discovery may open new way to attack prostate cancer | ScienceDaily
A special protein can play a key role in the fight against certain types of prostate cancer. This is shown in a study by an international research group led from Umea University, Sweden. Until now, treatments have involved blocking the protein in question that builds a so-called signalling pathway, but now the researchers show that by instead doing the opposite and activating the protein and signalling pathway, the cancer is counteracted.


						
"Our results show that by activating the signaling pathway, not only does the growth of the tumour be slowed down, but the immune system is then stimulated to actively fight tumour cells," says Lukas Kenner, visiting professor at the Department of Molecular Biology at Umea University.

The protein in question is called glycoprotein 130, GP130. It acts as a receptor on the surface of cells. When the GP130 is activated, it sends signals inside the cell via a chain of events, a signaling pathway, that controls how certain genes are expressed.

A special molecule that is activated by this signaling pathway is called STAT3. It is a so-called transcription factor; It acts as a switch that turns genes on or off, and it thus affects how the cell behaves. The STAT3 molecule plays a critical role in the development and spread of tumor cells. Consequently, research has hypothesized that blocking GP130, thereby disrupting the associated signaling pathway, would inhibit STAT3 activity and, in turn, suppress cancer growth.

Surprisingly, the current study shows the exact opposite. The researchers instead activated GP130 and with it the signaling pathway in the prostate of genetically modified mice. They could then see that the result was that the growth of the tumour was clearly slowed down in the mice due to the activation of Stat3. Studies of tissue samples from prostate cancer patients also supported these results. There it was possible to see that those high levels of GP130 positively correlated with better survival.

"In the long term, this opens up the possibility for a promising new treatment option for mainly certain forms of aggressive prostate cancer that are currently difficult to treat," says Lukas Kenner.

The researchers are now proceeding with more studies to be able to confirm the results. More research is needed before we can test the method in studies on patients. The study has been led by Lukas Kenner, visiting professor at Umea University, together with Stefan Rose-John, at the University of Kiel, Germany. The Swedish part of the research group has also been led by Jenny Persson, professor at the Department of Molecular Biology at Umea University.
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Ecosystems: New study questions common assumption about biodiversity | ScienceDaily
Plant species can fulfil different functions within an ecosystem, even if they are closely related to each other. This surprising conclusion was reached by a global analysis of around 1.7 million datasets on plant communities. The study was led by Martin Luther University Halle-Wittenberg (MLU) and the University of Bologna. Their findings overturn previous assumptions in ecology. The study was published in Nature Ecology & Evolution and offers insights for nature conservation.


						
When a new plant species wants to populate a new ecosystem, it has to compete with other inhabitants for light, nutrients and water. It would therefore make sense for the different species to stay out of each other's way so that they can fulfil different functions in the ecosystem. This variation in the plants' functional diversity would presumably also be reflected in their phylogenetic diversity, i.e. how closely they are related to one another. "Until now, scientists have assumed that, in an ecosystem, there is a positive correlation between the plant species' functional plant traits, such as height or leaf structure, and their phylogenetic diversity, in other words, the more distantly related the species are in the ecosystem, the more their functional traits should differ," explains Professor Helge Bruelheide, a geobotanist at MLU. One example of this is found in mixed forests, which contain coniferous evergreen tree species whose ancestors lived over 300 million years ago. Deciduous tree species, whose direct ancestors are not even half as old, live closely alongside them. Ferns, whose ancestors are even older, populate the ground below them. "In forests with such a high phylogenetic diversity, we would also expect to find a high functional diversity," says Bruelheide. However, the new study has found that this correlation most likely applies to mixed forests in Northern Europe, but not to the majority of terrestrial ecosystems.

The team of international scientists analysed 1.7 million datasets from the world's most unique vegetation database, 'sPlot'. This database is hosted by the German Centre for Integrative Biodiversity Research (iDiv) Halle-Jena-Leipzig. It contains vegetation records of plants from 114 countries and from all climate zones on Earth. The researchers combined these data with a global phylogeny of all plant species and the world's largest database of plant traits, 'TRY'. "The result came as a complete surprise to us as we discovered that there is no positive correlation between functional and phylogenetic diversity. In fact, the two are often negatively correlated," explains Georg Hahn from the University of Bologna, who began working on the study as part of his master's thesis at MLU.

A more detailed breakdown of the results shows that more than half of the vegetation samples examined had a high functional diversity but only a low phylogenetic diversity. Only around 30 percent of the samples displayed either a high or low level of both types of diversity at the same time. It was particularly surprising that more than half of the plots had a higher level of functional than phylogenetic diversity. "Our study shows that plants in many ecosystems fulfil different tasks even though they are closely related. This has important implications for nature conservation," says Helge Bruelheide. An ecosystem could therefore be vulnerable to climate change if it has either an insufficient number of functionally diverse species or a lack of evolutionary diversity. "Therefore, effective environmental protection means more than just protecting the most species-rich sites. Instead, both functional and phylogenetic diversity must be considered," concludes Bruelheide.

The study was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation).
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DNA secreted by tumor cell extracellular vesicles prompts anti-metastatic immune response | ScienceDaily
Specially packaged DNA secreted by tumor cells can trigger an immune response that inhibits the metastatic spread of the tumor to the liver, according to a study led by researchers at Weill Cornell Medicine, Memorial Sloan Kettering Cancer Center and Korea's Yonsei University. The discovery improves the scientific understanding of cancer progression and anticancer immunity, and could yield new clinical tools for assessing and reducing metastasis risk.


						
In the study, reported Dec. 3 in Nature Cancer, the researchers examined cancer cells' secretion of short stretches of DNA packaged on tiny capsules called extracellular vesicles (EVs). All cells use EVs to secrete proteins, DNA and other molecules, and tumor cells are particularly active EV secreters. The biological functions of these EV-packaged molecules are still being explored, but in this case, the researchers discovered that in various cancer types, EV-DNA secreted by tumor cells works as a "danger" signal that activates an anti-tumor response in the liver, reducing the risk of liver metastasis.

"Initially we hypothesized that more tumor EV-DNA would mean a worse prognosis, but we were surprised to find the opposite," said study co-senior author Dr. David Lyden, the Stavros S. Niarchos Professor in Pediatric Cardiology and a professor of Pediatrics and of Cell and Developmental Biology at Weill Cornell Medicine.

The other co-senior authors of the study are Dr. Han Sang Kim, associate professor at Yonsei University College of Medicine and a visiting associate professor of Molecular Biology Research in Pediatrics at Weill Cornell Medicine; and Drs. Yael David and Jacqueline Bromberg of Memorial Sloan Kettering Cancer Center. The first author of the study is Dr. Inbal Wortzel, a research associate in the Lyden laboratory.

Dr. Lyden and colleagues have found in prior research that tumor cells secrete snippets of EV-DNA from across their genomes, including pieces with cancer-associated mutations. In the new study, they took a more comprehensive look at tumor EV-DNA, and in early experiments found something unexpected.

"We had assumed that this DNA is in the form of 'naked' strands inside EVs, but we were surprised to find that it is mostly on the EV surface, wrapped around support proteins called histones, much as it would be in a chromosome," said Dr. Wortzel.

With the help of Dr. David's lab, the researchers determined that these histone proteins have a unique set of modifications, hinting that EV-DNA has a specific signaling function.




The team also identified several genes that help regulate EV-DNA packaging, and found that when one of these, APAF1, was absent, the amount of EV-DNA secreted by tumor cells was sharply reduced.

Other recent work by Dr. Lyden and colleagues has shown that cancer cells can secrete EV-packaged proteins and fatty acids that make the liver more hospitable for metastatic tumor development. The team therefore suspected that tumor-secreted EV-DNA also would promote metastasis. However, in animal models of pancreatic and colorectal cancer, boosting tumor EV-DNA levels lowered metastasis risk -- whereas reducing tumor EV-DNA levels through genetic deletion of APAF1 greatly raised that risk.

"We also found that in colorectal cancer patients, those with low levels of EV-DNA in their tumors at the time of diagnosis were more likely to develop liver metastases later on, compared to those with high EV-DNA levels," Dr. Kim said.

The researchers discovered that tumor EV-DNA is taken up by liver-resident immune cells called Kupffer cells, which are spurred by marks of damage in the EV-DNA to organize immune cell clusters that resist liver metastases.

"This is a tumor suppressor mechanism that had not been described before, and we think the cancers that can turn it off, by secreting less EV-DNA, have a better chance of spreading," Dr. Wortzel said.

The researchers now hope to develop an EV-DNA-based prognostic test for metastasis risk, as well as a vaccine-like therapy to enhance tumor EV-DNA signaling and suppress metastasis in patients with early stage cancer.
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Countdown to an ice-free Arctic: New research warns of accelerated timelines | ScienceDaily
The first summer on record that melts practically all of the Arctic's sea ice, an ominous milestone for the planet, could occur as early as 2027.


						
For the first time, an international research team, including University of Colorado Boulder climatologist Alexandra Jahn and Celine Heuze from the University of Gothenburg in Sweden, used computer models to predict when the first ice-free day could occur in the northernmost ocean. An ice-free Arctic could significantly impact the ecosystem and Earth's climate by changing weather patterns.

"The first ice-free day in the Arctic won't change things dramatically," said Jahn, associate professor in the Department of Atmospheric and Oceanic Sciences and fellow at CU Boulder's Institute of Arctic and Alpine Research. "But it will show that we've fundamentally altered one of the defining characteristics of the natural environment in the Arctic Ocean, which is that it is covered by sea ice and snow year-round, through greenhouse gas emissions."

The findings were published Dec. 3 in the journal Nature Communications. Jahn will also present the results in Dec. 9 at the American Geophysical Union annual meeting in Washington D.C.

A Blue Arctic

As the climate warms from increasing greenhouse gas emissions, sea ice in the Arctic has disappeared at an unprecedented speed of more than 12% each decade.

In September, the National Snow and Ice Data Center reported that this year's Arctic sea ice minimum -- the day with the least amount of frozen seawater in the Arctic -- was one of the lowest on record since 1978.




At 1.65 million square miles, or 4.28 million square kilometers, this year's minimum was above the all-time low observed in September 2012. But it still represents a stark decline compared to the average coverage of 6.85 million square kilometers between 1979 and 1992.

When the Arctic Ocean has less than 1 million square kilometers of ice, scientists say the Arctic is ice free.

Previous projections of Arctic sea ice change have focused on predicting when the ocean will become ice free for a full month. Jahn's prior research suggested that the first ice-free month would occur almost inevitably and might happen by the 2030s.

As the tipping point approaches, Jahn wondered when the first summer day that melts virtually all of the Arctic sea ice will occur.

"Because the first ice-free day is likely to happen earlier than the first ice-free month, we want to be prepared. It's also important to know what events could lead to the melting of all sea ice in the Arctic Ocean," Heuze said.

Non-zero possibility

Jahn and Heuze projected/estimated the first ice-free Arctic day using output from over 300 computer simulations. They found that most models predicted that the first ice-free day could happen within nine to 20 years after 2023 regardless of how humans alter their greenhouse gas emissions. The earliest ice-free day in the Arctic Ocean could occur within three years.




It's an extreme scenario but a possibility based on the models. In total, nine simulations suggested that an ice-free day could occur in three to six years.

The researchers found that a series of extreme weather events could melt two million square kilometers or more of sea ice in a short period of time: A unusually warm fall first weakens the sea ice, followed by a warm Arctic winter and spring that prevents sea ice from forming. When the Arctic experiences such extreme warming for three or more years in a row, the first ice-free day could happen in late summer.

Those kinds of warm years have already happened. For example, in March 2022, areas of the Arctic were 50degF warmer than average, and areas around the North Pole were nearly melting. With climate change, the frequency and intensity of these weather events will only increase, according to Heuze.

Sea ice protects the Arctic from warming by reflecting incoming sunlight back into space. With less reflective ice, darker ocean waters will absorb more heat from the Sun, further increasing temperatures in the Arctic and globally. In addition, warming in the Arctic could change wind and ocean current patterns, leading to more extreme weather events around the world.

But there's also good news: A drastic cut in emissions could delay the timeline for an ice-free Arctic and reduce the time the ocean stays ice-free, according to the study.

"Any reductions in emissions would help preserve sea ice," Jahn said.
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Building green and blue spaces, such as parks, in new communities is crucial for cleaner air | ScienceDaily
With house building a priority for the new UK Government, researchers at the University of Surrey are urging city planners not to forget to build "greening areas" such as parks in new communities.


						
Surrey's Global Centre for Clean Air Research (GCARE), working with 30 co-authors from seven countries, found that parks may be the most effective solution for reducing overall air pollution -- cutting air pollution by 22% city-wide. However, the study highlights the importance of evaluating how well different types of green, blue, and grey infrastructure (GBGI) work in smaller spaces and recognising that parks can include multiple features, which together enhance their impact.

The study also examined other common types of green, blue, and grey infrastructure (GBGI), such as trees, green walls, and hedges, and found mixed results for their ability to reduce air pollution.

Trees were most effective in open-road conditions, where they could cut pollution by up to 77%. However, the researchers discovered that planting trees in narrow, enclosed streets -- known as street canyons -can sometimes worsen air quality. This is because certain tree species and arrangements can block airflow, trapping pollution.

Professor Prashant Kumar, lead author of the study and Founding Director of GCARE at the University of Surrey, and the Director of the RECLAIM, said:

"We are beginning to understand just how powerful green infrastructure can be against urban air pollution, but their effectiveness hinges on where and how they are implemented. Our review has found that well-placed greenery can cut black carbon levels by up to 40%, making our communities greener and healthier."

The research is part of the RECLAIM (Reclaiming Forgotten Cities -- Turning Cities from Vulnerable Spaces to Healthy Places for People) project. RECLAIM is a PS1.45m UK Research and Innovation-funded Network Plus initiative. It is led by GCARE in collaboration with the UK Centre for Ecology & Hydrology and the Universities of Bath, Bangor and Warwick.

According to the World Health Organization, ambient (outdoor) air pollution caused 4.2 million deaths in 2019. Major sources of outdoor air pollution include vehicles, power generation, and residential energy for cooking and heating.

Professor Kumar added:

"We have discovered that many of the GBGI lack scientific evidence regarding their effectiveness in removing air pollution. Decisions are often based on expert judgments, and so it is crucial that we fill this knowledge gap as quickly as possible for informed decision-making and for maximising the potential of GBGI."
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Microfiber plastics appear to tumble, roll and move slowly in the environment | ScienceDaily
The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces.


						
The findings, reported in the journal, Water Resources Research, mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

"The fibers tend not to want to move. If anything, they want to stay put and want to attach to something," said Nick Engdahl, corresponding author on the paper and an associate professor in Washington State University's Department of Civil and Environmental Engineering.

In the new study, the researchers carefully inserted 1,200 pieces of fishing line -- one at a time -- through a thin, vertical slice of material with four pores that represent spherical grains of gravel. The fluorescent fishing line pieces that ranged between three and eight millimeters in length were chosen as a material for the study because they were easy to see. Videotaping the fibers' motion showed that the pieces tended to alternate between short periods of tumbling or rolling and longer periods of smooth motion.

Microplastic fibers in the environment have been a growing concern in recent years. Less than five millimeters in size, the thread-like fibers come from synthetic clothing materials like fleece, cosmetics, packaging materials and carpeting. Other research has estimated that about 90% of water worldwide contains microplastic, and 91% of that plastic is made up of microfibers. The fibers have been found to negatively affect small marine organisms, but it's unclear what their impact is on human health and ecosystems, partly because researchers don't know how mobile they are.

"We need to know how they're moving and where they're going to end up to really see their impact in the environment," said Tyler Fouty, first author on the paper, who recently received his Ph.D. at WSU and is now a water resource engineer at Jacobs.

In recent years, Engdahl developed a computer model to simulate how the fibers might move. Researchers have also run plastic fibers through columns of dirt that provided some information, but they couldn't actually watch the fibers move. In the environment, researchers have been able to find where the contaminants start and end up but not how they get there.




"Those experiments don't provide any sense of the mechanisms that are actually causing the fibers to move," said Engdahl.

The researchers extracted travel paths of the fibers from their video and analyzed them to determine their travel times in comparison to microbeads. The researchers found that the fibers travel more slowly than beads, with longer fibers exhibiting even slower movement. With their analysis, they also found that the most common numerical models that might be used to describe the fibers' movement are not accurate.

Capturing the movement of the microfibers directly wasn't easy, said Fouty.

"The most important lesson we learned in this work was that direct observations of the transport behaviors are very difficult to obtain," he said. "We expected that the challenges of trajectory capture could be greatly simplified if relatively large fibers and a relatively large domain were used, but even then, unexpected behaviors were encountered."

The researchers would like to continue the work to include other aspects of transport, including more precise control of flows and using different types of fibers. The work was partially funded by the National Science Foundation.
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New hope for schizophrenia: iTBS over the left DLPFC improves negative and cognitive symptoms | ScienceDaily
Schizophrenia, which is characterized by positive symptoms (e.g., hallucinations and delusions), negative symptoms (diminished emotional expressions or avolition), and cognitive impairments (attention deficits and poor learning skills), is a serious mental health condition that affects how individuals think, behave, and perceive the world. By far, schizophrenia is one of the most chronic and disabling mental health conditions, with an estimated one percent of the population affected globally. Despite the advancements made in managing the condition, finding an effective treatment procedure for alleviating negative and cognitive symptoms remains limited.


						
Current treatments, including antipsychotic drugs, are effective for the associated positive symptoms. However, these medications often fail to improve negative symptoms and cognitive symptoms. There is thus, a need for new therapeutic strategies other than medication-based treatment to effectively manage the symptoms associated with schizophrenia.

One promising approach is theta burst stimulation (TBS) -- a non-invasive, therapeutic brain stimulation technique that has shown potential for modulating brain activity and improving behavior. Dr. Taro Kishi, a Professor from Fujita Health University, Japan led a team of scientists who conducted a systematic review and network meta-analysis aimed at identifying the most effective TBS protocols for treating schizophrenia, particularly focusing on negative and cognitive symptoms. The finding of this study was published in Volume 7 Issue 10 of the JAMA Network Open on October 10, 2024.

Prof. Kishi explains, "The left dorsolateral prefrontal cortex (DLPFC) is connected to parts of the brain, which are associated with the pathophysiology of schizophrenia, and its impairment may play a crucial role in the negative and cognitive symptoms. Therefore, this is a promising target for treating negative and cognitive symptoms in people suffering from schizophrenia." Several TBS protocols, including continuous TBS and intermittent TBS (iTBS), have been proposed till date, but previous randomized controlled trials of these protocols reported inconsistent results regarding their effectiveness.

The researchers evaluated data from 30 randomized, sham-controlled clinical trials, involving 1,424 participants, from nine different TBS protocols. For the network meta-analysis, 11 outcomes related to the efficacy, acceptability, tolerability, and safety of the TBS were considered. Explaining further, Dr. Toshikazu Ikuta, one of the researchers, said, "The primary outcome for our study was improvement in scores related to negative symptoms." Additional efficacy outcomes such as positive symptoms, depressive symptoms, anxiety symptoms, and cognitive function were also considered. Dr. Kenji Sakuma, another researcher of the group stated, "Our network meta-analysis also evaluated acceptability, tolerability, and safety profiles in each protocol."

The network meta-analysis demonstrated that iTBS over the left DLPFC significantly improved negative symptom scores, overall symptom scores, anxiety symptom scores, depressive symptom scores, and overall cognitive function scores compared to a sham. Moreover, the protocol was well-accepted and well-tolerated by the people.

So, what makes this review significant? Prof. Kishi said, "In people with schizophrenia, iTBS over the left DLPFC could improve negative, depressive, anxiety symptoms, and cognitive impairment. Negative symptoms are primary or secondary to depression or overlap with depressive symptoms (e.g., anhedonia and psychomotor retardation). Moreover, negative symptoms are associated with neurocognitive symptoms. Our previous meta-analyses have revealed that iTBS over the left DLPFC could improve depressive symptoms in individuals with mood disorders*1,2. These results indicate that iTBS over the left DLPFC is not specifically effective against negative and depressive symptoms of schizophrenia but is effective against these symptoms experienced by individuals with various psychiatric disorders across diseases. Therefore, the therapeutic effects of iTBS over the left DLPFC may be specific to symptoms but not diagnostic categories."

However, the researchers acknowledge some limitations. Prof. Shinsuke Kito, a supervisor of the research group, says, "The sample size was relatively small for this study. Also, multiple participants were receiving psychotropic drugs during the study, which might have affected the result. In the future, we are planning to conduct large-scale, long-term studies to provide a more detailed insight." Adding further, Prof. Nakao Iwata, another supervisor of the research group, says, "In our future studies, we will also consider other factors, including the detailed TBS methods and the characteristics of the people with schizophrenia."
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The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not | ScienceDaily
Hepatitis B virus (HBV) infection is a leading cause of chronic liver diseases, that spreads among individuals through blood or body fluids. According to the World Health Organization, globally 1.2 million new HBV infections are reported every year. Caused by the HBV, these infections are limited to a few species, including humans and chimpanzees. Despite their close evolutionary relationship with these animals, old-world monkeys are not susceptible to HBV infections. In a new study published in Nature Communications on October 25, 2024, scientists including Dr. Kaho Shionoya from the Tokyo University of Science, Dr. Jae-Hyun Park, Dr. Toru Ekimoto, Dr. Mitsunori Ikeguchi, and Dr. Sam-Yong Park from Yokohama City University, along with Dr. Norimichi Nomura from Kyoto University, collaborated under the leadership of Visiting Professor Koichi Watashi from the Tokyo University of Science to uncover why monkeys are naturally resistant to HBV infection.


						
Using cryo-electron microscopy, scientists solved the structure of a membrane receptor found in liver cells called the sodium taurocholate co-transporting polypeptide (NTCP) in macaques. HBV binds to human NTCP using its preS1 region in the surface protein. Prof. Watashi explains, "We identified a binding mode for NTCP-preS1 where two functional sites are involved in human NTCP (hNTCP). In contrast, macaque NTCP (mNTCP) loses both binding functions due to steric hindrance and instability in the preS1 binding state."

To understand this 'interspecies barrier' against viral transmission, Prof. Watashi and his team compared the structures of hNTCP and mNTCP, identifying differences in amino acid residues critical for HBV binding and entry into liver cells. hNTCP and mNTCP share 96% amino acid homology, with 14 amino acids distinct between the two receptors. A key distinction among these differences is the bulky side chain of arginine at position 158 in mNTCP, which prevents deep preS1 insertion into the NTCP bile acid pocket. For successful viral entry into liver cells, a smaller amino acid like glycine, as found in hNTCP, is necessary.

Interestingly, the substitution of Glycine by Arginine in mNTCP was at a position far away from the binding site for bile acid. Prof. Watashi adds, "These animals probably evolved to acquire escape mechanisms from HBV infections without altering their bile acid transport capacity. Consistently, phylogenetic analysis showed strong positive selection at position 158 of NTCP, probably due to pressure from HBV. Such molecular evolution driven to escape virus infection has been reported for other virus receptors." Further lab experiments and simulations revealed that an amino acid at position 86 is also critical for stabilizing NTCP's bound state with HBV's preS1 domain. Non-susceptible species lack lysine at this position, which has a large side chain; macaques instead have asparagine, which contributes to HBV resistance.

The researchers also noted that bile acids and HBV's preS1 competed to bind to NTCP, where the long tail-chain structure of the bile acid inhibited the binding of preS1. Commenting on these findings, Prof. Watashi stated, "Bile acids with long conjugated chains exhibited anti-HBV potency. Development of bile acid-based anti-HBV compounds is underway and our results will be useful for the design of such anti-HBV entry inhibitors."

In a world where the majority of HBV infections are concentrated in low- and middle-income countries, the high costs of treatment pose not only a healthcare crisis but also an economic burden that ripples through societies. This groundbreaking study sheds light on how natural evolution has equipped certain species with defenses against this debilitating disease, marking a pivotal advancement in our understanding of viral interactions. By unraveling the structure of mNTCP and pinpointing the amino acids that facilitate viral entry into liver cells, researchers have opened the door to new therapeutic avenues. Furthermore, the implications extend beyond HBV, offering critical insights into other viruses, including SARS-CoV-2, and their potential to cross species barriers. This research not only enhances our understanding of viral dynamics but also serves as a crucial tool in the ongoing quest to predict and prevent future pandemics.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203154342.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Taking high-dose vitamin D supplements for five years did not affect the incidence of type 2 diabetes | ScienceDaily
Using significantly higher doses of vitamin D than recommended for five years did not affect the incidence of type 2 diabetes in elderly men and women, according to a new study from the University of Eastern Finland.


						
In population studies, low levels of vitamin D in the body have been associated with a higher risk of type 2 diabetes. However, such observational studies cannot directly conclude whether using vitamin D supplements can reduce the risk of developing the disease. Experimental studies have shown that the use of significantly higher doses of vitamin D than recommended slightly reduces the risk of developing type 2 diabetes in individuals with impaired glucose metabolism, i.e., those with prediabetes. In contrast, no effects have been observed in individuals without prediabetes. However, the studies with non-prediabetic subjects have used relatively small doses of vitamin D or have been short-term. Until now, there has been no research data on the effects of long-term use of high doses of vitamin D on the risk of type 2 diabetes in individuals without glucose metabolism disorders.

In the Finnish Vitamin D Trial (FIND) conducted at the University of Eastern Finland from 2012 to 2018, 2,495 men aged 60 and older and women aged 65 and older were randomised for five years into either a placebo group or groups receiving either 40 or 80 micrograms of vitamin D3 per day. In the statistical analyses of the now-published sub-study, 224 participants who were already using diabetes medications at the start of the study were excluded. Comprehensive information was collected from the participants on lifestyle, nutrition, diseases, and their risk factors. Data was also obtained from national health registers. About one-fifth were randomly selected for more detailed examinations, and blood samples were taken from them.

During the five years, 105 participants developed type 2 diabetes: 38 in the placebo group, 31 in the group receiving 40 micrograms of vitamin D3 per day, and 36 in the group receiving 80 micrograms of vitamin D3 per day. There was no statistically significant difference in the number of cases between the groups.

In the more closely studied group of 505 participants, the blood calcidiol level, which describes the body's vitamin D status, was on average 75 nmol/l at the start, and only nine percent had a low level, i.e., below 50 nmol/l. After one year, the calcidiol level was on average 100 nmol/l in the group that used 40 micrograms of vitamin D per day and 120 nmol/l in the group that used 80 micrograms of vitamin D per day. There was no significant change in the placebo group. The effects of vitamin D on blood glucose and insulin levels, body mass index, and waist circumference were examined during the first two years of the study, but no differences were observed between the groups.

The findings of the FIND study reinforce the view that the use of higher doses of vitamin D than recommended does not significantly affect the risk of developing type 2 diabetes in individuals without prediabetes and who already have a good vitamin D status. So far, there is no research data on whether high doses of vitamin D can be beneficial in preventing type 2 diabetes in individuals without prediabetes but with vitamin D deficiency.

The study was funded by the Research Council of Finland, the University of Eastern Finland, the Juho Vainio Foundation, the Finnish Foundation for Cardiovascular Research, the Diabetes Research Foundation, the Finnish Cultural Foundation, and the Medicinska Understodsforeningen Liv och Halsa.
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New hydrogel could preserve waterlogged wood from shipwrecks | ScienceDaily
From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers in ACS Sustainable Chemistry & Engineering developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.


						
Wooden artifacts from shipwrecks are drenched with seawater, an environment that enables acid-producing bacteria and wood-eating fungi to thrive. To prevent damage from acid and microbes, conservators usually remove water from these artifacts by freeze-drying or using a process that replaces the water with highly pressurized carbon dioxide or a viscous polymer. However, these processes can take months and increases brittleness or warps the artifacts. A newer alternative is to plaster wet, historic wood with a gel that acts like a face mask, infusing the wood with acid-neutralizing or antimicrobial compounds. But peeling away the mask later can harm the item's surface. So, Xiaohang Sun and Qiang Chen set out to develop a hydrogel that would disperse acid- and microbe-fighting compounds through the wood and gradually dissolve over time to avoid surface damage.

The researchers began by mixing two polymers with potassium bicarbonate, an acid-neutralizing compound, and silver nitrate, which forms antimicrobial nanoparticles that link the polymers together to form a gel. By adjusting the amount of silver nitrate, they were able to create hydrogels with different staying power. Gels with less silver liquified after 3-5 days, and those with more silver remained a gooey solid.

As a proof-of-concept approach, the team pasted hydrogels with varying amounts of silver onto 800-year-old pieces of wood from the Nanhai One shipwreck, which was discovered off China's south coast. They found that each gel neutralized acid up to 1 centimeter deep after 10 days, but the dissolving gels that contained less silver did so more quickly, after 1 day. The team also found that artifacts treated with the liquifying gels better maintained their cellular structure and were less brittle than those treated with the solid gels. The researchers say their new hydrogel could be used to preserve and strengthen wood from shipwrecks without causing additional damage, enhancing the ability to untangle the mysteries of the past.

The authors acknowledge funding from National Natural Science Foundation of China and the Guangdong Basic and Applied Basic Research Foundation.
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Scientists identify brain cell type as master controller of urination | ScienceDaily
Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.


						
The research, published today as a Reviewed Preprint in eLife, is described by editors as an important study with convincing data showing that estrogen receptor 1-expressing neurons (ESR1+) in the Barrington's nucleus of the mouse brain coordinate both bladder contraction and relaxation of the external urethral sphincter.

Urination requires the coordinated function of two units of the lower urinary tract. The detrusor muscle of the bladder wall relaxes to allow the bladder to fill and empty, while the external sphincter opens when it's appropriate to allow urine to flow out, but otherwise keeps tightly shut.

"Impairment of coordination between the bladder muscle and the sphincter leads to various urinary tract dysfunctions and can significantly degrade a person's quality of life," says first author Xing Li, Advanced Institute for Brain and Intelligence, School of Physical Science and Technology, Guangxi University, Nanning, China. "But although we know the individual nerve signalling pathways that control each of these urinary tract components, we don't know which brain areas ensure they cooperate at the right time."

To explore this, the authors used state-of-the-art live cell imaging to study the activity of brain cells in anaesthetised and awake mice during urination. They focused on a brain region called the pontine micturition centre (PMC), otherwise known as the Barrington's nucleus, and compared the activity of different PMC nerve cell subtypes.

In their first experiments, they measured the activity of the cells as the bladder empties by measuring changes in levels of calcium. This revealed that the electrical firing rate of a subset of PMC cells expressing estrogen receptors (PMCESR1+ cells) was tightly linked to bladder emptying. When they combined this with monitoring bladder physiology, they found that it was not only the timing of PMCESR1+ cell activity that correlated with bladder emptying, but the strength of cell electrical activity, too.

Next, they tested what happened to urination if they blocked or triggered the PMCESR1+ cells. They found that when PMCESR1+ cell activity was blocked, the amount of urine the mice passed was significantly reduced and ongoing urination was suspended from the moment the cells were inactive. To understand the mechanism behind this, they measured the activity of the bladder muscle and sphincter. They discovered that both increase of bladder pressure and sphincter muscle bursting activity associated with bladder emptying both stopped when PMCESR1+ cell activity was blocked during an ongoing voiding even. Similarly, when PMCESR1+ cells were artificially activated using light, bladder emptying occurred 100% of the time. This suggests that PMCESR1+ cells work as a reliable master switch that either initiates or suspends bladder emptying.

To test whether PMCESR1+ cells can influence bladder emptying independently of controlling the sphincter, they disconnected either the nerve carrying messages from the brain to the sphincter, or the nerve carrying messages from the brain to the bladder. They found that PMCESR1+ cell control of the bladder was fully operational even when communication to the sphincter was blocked, and vice versa. This showed the cells could control the bladder and sphincter independently of one another, but the question remained: could they coordinate the action of the bladder muscle and sphincter together? That is, operate them in a controlled, perfectly timed manner, to trigger bladder emptying when appropriate?

To explore this, they simultaneously recorded bladder pressure and electromyography measurements of sphincter activity. The timing of bladder pressure changes immediately before sphincter bursting activity was consistent for both spontaneous bladder emptying and emptying caused by activating the PMCESR1+ cells, showing that these cells can coordinate the two steps in a precisely temporal sequence and controlled way.

"Our study shows that a subset of cells in the Barrington's nucleus of the brain can initiate and suspend bladder emptying with 100% accuracy when needed, for example, to release only a small volume for landmarking by animals, or for a human to urinate into a small sample tube for a health check," concludes senior author Xiaowei Chen, Third Military Medical University, and Chongqing Institute for Brain and Intelligence, China. "While other cells will no doubt be involved in perfect urination control, our pinpointing of PMCESR1+ cells' crucial role in bladder-sphincter coordination will aid the development of targeted therapies for treating urination dysfunction caused by brain or spinal cord injury or peripheral nerve damage."
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Brain mapping advances understanding of human speech and hallucinations in schizophrenia | ScienceDaily
Voice experiments in people with epilepsy have helped trace the circuit of electrical signals in the brain that allow its hearing center to sort out background sounds from their own voices.


						
Such auditory corollary discharge signals start and end in two subregions of the brain's top folded surface, or cortex, a new study shows. One large part of the cortex, the motor cortex, is known to control the body's voluntary muscle movements, including those involved in speech, while another large section, the auditory cortex, is known to control hearing.

In terms of evolution, the ability of animals and humans to tell one's own calls or voices from those of others is thought to have enabled threat perception and enhanced survival. The back-and-forth, milliseconds-long electrical signals that let the brain downplay background sounds are present, for instance, as crickets rapidly tell apart their own mating chirps from the chirps of others, as songbirds sing mating songs, and as bats use reverberations of sound to negotiate their environments.

In humans, disruptions to this system are also thought to be hallmarks of auditory hallucinations, or "hearing voices," in people with schizophrenia who cannot distinguish "real" voices from outside sounds, say the study authors. Disturbances in auditory corollary discharge signals are also thought to be involved in stuttering.

While previous experiments had tracked this electrical brain circuit to the motor cortex in mammals, the field has struggled to determine where discharge signals originate in the human motor cortex. This is partly because of the difficulty in recording brain activity while people are awake and talking, but mainly due to complexity of the computer analysis needed to analyze the recordings.

For the new study, led by researchers at NYU Langone Health, its Neuroscience Institute, and at NYU's Tandon School of Engineering, neuroscientists conducted voice experiments in eight adults with epilepsy. All were undergoing routine surgery to determine the source of their seizures and volunteered to participate in word exercises.

Publishing in the Proceedings of the National Academy of Sciences (PNAS) online Dec. 3, the report describes how the researchers mapped auditory corollary discharge signals from the bottom, or ventral, part of the motor cortex, a subregion called the precentral gyrus. The electrical signals, lasting on average 120 milliseconds, were then found to move down and across the folds of the precentral gyrus to a neighboring auditory cortical subregion, called the superior temporal gyrus.




"We believe our study solves a long-standing puzzle in our understanding of human speech, offering the first direct evidence of the motor cortex brain circuits involved in corollary discharge that allow us to stay alert to our surroundings even while we are speaking," said study lead investigator Amirhossein Khalilian-Gourtani, PhD. Khalilian-Gourtani is a postdoctoral research fellow in the Department of Neurology at NYU Grossman School of Medicine.

"Our findings also provide specific insight into schizophrenia, offering an explanation for the source of auditory hallucinations, as resulting from disrupted corollary discharge between the brain's motor and auditory cortices," said neuroscientist Adeen Flinker, PhD, study senior investigator.

"What we and many other researchers suspect is happening in some people with schizophrenia is that they are unable to dissociate their own voice from others or even other external stimuli," said Flinker, an associate professor in the Department of Neurology at NYU Grossman School of Medicine and NYU Tandon School of Engineering.

As part of the new study, researchers made more than 3,200 recordings of electrical brain activity while patients completed a series of voice experiments during planned breaks in their surgery. All patients had upward of 200 probes inserted into their brains to primarily monitor any seizure-related electrical activity. The research team then used a computer model to assess and predict what regions were active in the corollary discharge during speech in the word experiments designed to track the discharge.

Among the exercises, patients were asked to listen to and then repeat a word, such as "balloon;" complete a sentence with the same word when answering the question "The boy blew up a...?" and look at a picture of a balloon and describe it with the same word.

Each test required the patient to tune out what word they were hearing while still being alert to their visual and acoustic surroundings, staying focused and saying aloud the same word.




Study participants were mostly men and women in their 30s and 40s and were recorded since 2019 at NYU Langone. Researchers recorded electrical activity inside most subregions of the patients' brains as the patients heard themselves responding to recordings of statements being read aloud by others. Such audio-feedback tests have been developed to safely study how the human brain learns and processes speech.

Flinker says the team plans tests to assess further how and whether the corollary discharge circuit is active immediately before hallucinations induced during brain stimulation. They also have plans to work with psychiatrists on noninvasive means of testing the signal in people with schizophrenia.

Funding support for the study was provided by National Science Foundation grant HS-1912286 and National Institutes of Health grants R01NS109367 and R01NS115929.

Besides Khalilian-Gourtani and Flinker, other NYU Langone and NYU Tandon researchers involved in the study are co-investigators Ran Wang, Xupeng Chen, Leyao Yu, Patricia Dugan, Daniel Friedman, Werner Doyle, Orrin Devinsky, and Yao Wang.
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        Manta rays inspire fast swimming soft robot yet
        A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.

      

      
        Mammoth as key food source for ancient Americans
        Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.

      

      
        How did humans and dogs become friends? Connections in the Americas began 12,000 years ago
        A new study sheds light on how long humans in the Americas have had relationships with the ancestors of today's dogs -- and asks an 'existential question': What is a dog?

      

      
        Massive asteroid impacts did not change Earth's climate in the long term
        Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study.

      

      
        The heart has its own 'brain'
        New research shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases.

      

      
        20th century lead exposure damaged American mental health
        Exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive, according to researchers. They estimate that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

      

      
        Owning a home in the US linked to longer life
        A new study finds that owning a home in early adult life adds approximately four months to the lives of male Americans born in the early twentieth century.

      

      
        We might feel love in our fingertips ---- but did the Ancient Mesopotamians?
        A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago.

      

      
        Lasting effects of common herbicide on brain health
        New research identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the mo...

      

      
        The surprising effect of stress on your brain's reward system
        Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

      

      
        Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women
        An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research.

      

      
        Can plastic-eating bugs help with our microplastic problem?
        Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. Zoologists have now tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option. After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the micr...

      

      
        Countdown to an ice-free Arctic: New research warns of accelerated timelines
        Scientists demonstrate how a series of extreme weather events could lead to the Arctic's first ice-free day within just a few years.

      

      
        New planet in Kepler-51 system discovered using James Webb Space Telescope
        An unusual planetary system with three known ultra-low density 'super-puff' planets has at least one more planet, according to new observations.

      

      
        Insect fossil find 'extremely rare'
        Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an 'extraordinary' way.

      

      
        Hidden fat predicts Alzheimer's 20 years ahead of symptoms
        Researchers have linked a specific type of body fat to the abnormal proteins in the brain that are hallmarks of Alzheimer's disease up to 20 years before the earliest symptoms of dementia appear, according to a new study. The researchers emphasized that lifestyle modifications targeted at reducing this fat could influence the development of Alzheimer's disease.

      

      
        New 3D printing approach means better biomedical, energy, robotics devices
        A researcher has helped create a new 3D printing approach for shape-changing materials that are likened to muscles, opening the door for improved applications in robotics as well as biomedical and energy devices.

      

      
        How artificial intelligence could automate genomics research
        New research suggests that large language models like GPT-4 could streamline the process of gene set enrichment, an approach what genes do and how they interact. Results bring science one step closer to automating one of the most widely used methods in genomics research.

      

      
        Researchers demonstrate self-assembling electronics
        Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.

      

      
        Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth
        A theoretical study suggests that small black holes born in the early universe may have left behind hollow planetoids and microscopic tunnels, and that we should start looking within rocks and old buildings for them. The research proposes thinking both big and small to confirm the existence of primordial black holes, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal...

      

      
        Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves
        Scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.

      

      
        Researchers deal a blow to theory that Venus once had liquid water on its surface
        A team of astronomers has found that Venus has never been habitable, despite decades of speculation that our closest planetary neighbor was once much more like Earth than it is today.

      

      
        Smallest walking robot makes microscale measurements
        Researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.

      

      
        Satellite evidence bolsters case that climate change caused mass elephant die-off
        A new study has provided further evidence that the deaths of 350 African elephants in Botswana during 2020 were the result of drinking from water holes where toxic algae populations had exploded due to climate change.

      

      
        Coral adaptation unlikely to keep pace with global warming
        Coral adaptation to ocean warming and marine heatwaves will likely be overwhelmed without rapid reductions of global greenhouse gas emissions, according to an international team of scientists.

      

      
        A fossil first: Scientists find 1.5-million-year-old footprints of two different species of human ancestors at same spot
        More than a million years ago, on a hot savannah teeming with wildlife near the shore of what would someday become Lake Turkana in Kenya, two completely different species of hominins may have passed each other as they scavenged for food. Scientists know this because they have examined 1.5-million-year-old fossils they unearthed and have concluded they represent the first example of two sets of hominin footprints made about the same time on an ancient lake shore. The discovery will provide more in...

      

      
        
          	
            Latest Science News
          
          	
            Sections
          
          	
            Health News
          
        

      

    

  
	
	Articles
	Sections
	Next



Manta rays inspire fast swimming soft robot yet | ScienceDaily
A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.


						
"Two years ago, we demonstrated an aquatic soft robot that was able to reach average speeds of 3.74 body lengths per second," says Jie Yin, corresponding author of a paper on the work and an associate professor of mechanical and aerospace engineering at North Carolina State University. "We have improved on that design. Our new soft robot is more energy efficient and reaches a speed of 6.8 body lengths per second. In addition, the previous model could only swim on the surface of the water. Our new robot is capable of swimming up and down throughout the water column."

The soft robot has fins shaped like those of a manta ray, and is made of a material that is stable when the fins are spread wide. The fins are attached to a flexible, silicone body that contains a chamber that can be pumped full of air. Inflating the air chamber forces the fins to bend -- similar to the down stroke when a manta flaps its fins. When the air is let out of the chamber, the fins spontaneously snap back into their initial position. 

"Pumping air into the chamber introduces energy into the system," says Haitao Qing, first author of the paper and a Ph.D. student at NC State. "The fins want to return to their stable state, so releasing the air also releases the energy in the fins. That means we only need one actuator for the robot and allows for more rapid actuation."

Studying the fluid dynamics of manta rays also played a key role in controlling the vertical movement of the soft robot.

"We observed the swimming motion of manta rays and were able to mimic that behavior in order to control whether the robot swims toward the surface, swims downward, or maintains its position in the water column," says Jiacheng Guo, co-author of the paper and a Ph.D. student at the University of Virginia. "When manta rays swim, they produce two jets of water that move them forward. Mantas alter their trajectory by altering their swimming motion. We adopted a similar technique for controlling the vertical movement of this swimming robot. We're still working on techniques that will give us fine control over lateral movements."

"Specifically, simulations and experiments showed us that the downward jet produced by our robot is more powerful than its upward jet," says Yuanhang Zhu, co-author of the paper and an assistant professor of mechanical engineering at the University of California, Riverside. "If the robot flaps its fins quickly, it will rise upward. But if we slow down the actuation frequency, this allows the robot to sink slightly in between flapping its fins -- allowing it to either dive downward or swim at the same depth."

"Another factor that comes into play is that we are powering this robot with compressed air," Qing says. "That's relevant because when the robot's fins are at rest, the air chamber is empty, reducing the robot's buoyancy. And when the robot is flapping its fins slowly, the fins are at rest more often. In other words, the faster the robot flaps its fins, the more time the air chamber is full, making it more buoyant."




The researchers have demonstrated the soft robot's functionality in two different ways. First, one iteration of the robot was able to navigate a course of obstacles arrayed on the surface and floor of a water tank. Second, the researchers demonstrated that the untethered robot was capable of hauling a payload on the surface of the water, including its own air and power source.

"This is a highly engineered design, but the fundamental concepts are fairly simple," Yin says. "And with only a single actuation input, our robot can navigate a complex vertical environment. We are now working on improving lateral movement, and exploring other modes of actuation, which will significantly enhance this system's capabilities. Our goal is to do this with a design that retains that elegant simplicity."

The paper, "Spontaneous Snapping-Induced Jet Flows for Fast, Maneuverable Surface and Underwater Soft Flapping Swimmer," is published open access in the journal Science Advances. The paper was co-authored by Yinding Chi and Yaoye Hong, former Ph.D. students at NC State; and by Daniel Quinn and Haibo Dong of UVA.

This work was done with support from the National Science Foundation under grants 2126072 and 2329674; and from the Office of Naval Research under grant N00014-22-1-2616.
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Mammoth as key food source for ancient Americans | ScienceDaily
Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.


						
The study, featured on the Dec. 4 cover of the journal Science Advances, used stable isotope analysis to model the diet of the mother of an infant discovered at a 13,000-year-old Clovis burial site in Montana. Before this study, prehistoric diet was inferred by analyzing secondary evidence, such as stone tools or the preserved remains of prey animals.

The findings support the hypothesis that Clovis people specialized in hunting large animals rather than primarily foraging for smaller animals and plants.

The Clovis people inhabited North America around 13,000 years ago. During that time period, animals like mammoths lived across both northern Asia and the Americas. They migrated long distances, which made them a reliable fat- and protein-rich resource for highly mobile humans.

"The focus on mammoths helps explain how Clovis people could spread throughout North America and into South America in just a few hundred years," said co-lead author James Chatters of McMaster University.

"What's striking to me is that this confirms a lot of data from other sites. For example, the animal parts left at Clovis sites are dominated by megafauna, and the projectile points are large, affixed to darts, which were efficient distance weapons," said co-lead author Ben Potter, an archaeology professor at the University of Alaska Fairbanks.

Hunting mammoths provided a flexible way of life, Potter said. It allowed the Clovis people to move into new areas without having to rely on smaller, localized game, which could vary significantly from one region to the next.




"This mobility aligns with what we see in Clovis technology and settlement patterns," Potter said. "They were highly mobile. They transported resources like toolstone over hundreds of miles."

Researchers were able to model the Clovis people's diet by first analyzing isotopic data published during earlier studies by other researchers of the remains of Anzick-1, an 18-month-old Clovis child. By adjusting for nursing, they were able to estimate values for his mother's diet.

"Isotopes provide a chemical fingerprint of a consumer's diet and can be compared with those from potential diet items to estimate the proportional contribution of different diet items," said Mat Wooller, an author on the study and director of the Alaska Stable Isotope facility at UAF.

The team compared the mother's stable isotopic fingerprint to those from a wide variety of food sources from the same time period and region. They found that about 40% of her diet came from mammoth, with other large animals like elk and bison making up the rest. Small mammals, sometimes thought to have been an important food source, played a very minor role in her diet.

Finally, the scientists compared the mother's diet to those of other omnivores and carnivores from the same time period, including American lions, bears and wolves. The mother's diet was most similar to that of the scimitar cat, a mammoth specialist.

Findings also suggest that early humans may have contributed to the extinction of large ice age animals, especially as environmental changes reduced their habitats.




"If the climate is changing in a way that reduces the suitable habitat for some of these megafauna, then it makes them potentially more susceptible to human predation. These people were very effective hunters," said Potter.

"You had the combination of a highly sophisticated hunting culture -- with skills honed over 10,000 years in Eurasia -- meeting naive populations of megafauna under environmental stress," said Chatters.

An important aspect of this research, according to Potter and Chatters, is their outreach to Native Americans in Montana and Wyoming about their concerns and interest in this work.

"It is important and ethical to consult with Indigenous peoples on questions relating to their heritage," they said.

They worked with Shane Doyle, executive director of Yellowstone Peoples, who reached out to numerous tribal government representatives throughout Montana, Wyoming and Idaho. "The response has been one of appreciative consideration and inclusion," said Doyle.

"I congratulate the team for their astounding discovery about the lifeways of Clovis-era Native people and thank them for being tribally inclusive and respectful throughout their research," he said. "This study reshapes our understanding of how Indigenous people across America thrived by hunting one of the most dangerous and dominant animals of the day, the mammoth."

Other authors of the paper include Stuart J. Fiedel, independent researcher; Juliet E. Morrow, University of Arkansas; and Christopher N. Jass, Royal Alberta Museum.
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How did humans and dogs become friends? Connections in the Americas began 12,000 years ago | ScienceDaily
"Dog is man's best friend" may be an ancient cliche, but when that friendship began is a longstanding question among scientists.


						
A new study led by a University of Arizona researcher is one step closer to an answer on how Indigenous people in the Americas interacted with early dogs and wolves.

The study, published today in the journal Science Advances and based on archaeological remains from Alaska, shows that people and the ancestors of today's dogs began forming close relationships as early as 12,000 years ago -- about 2,000 years earlier than previously recorded in the Americas.

"We now have evidence that canids and people had close relationships earlier than we knew they did in the Americas," said lead study author Francois Lanoe, an assistant research professor in the U of A School of Anthropology in the College of Social and Behavioral Sciences.

"People like me who are interested in the peopling of the Americas are very interested in knowing if those first Americans came with dogs," Lanoe added. "Until you find those animals in archaeological sites, we can speculate about it, but it's hard to prove one way or another. So, this is a significant contribution."

Lanoe and his colleagues unearthed a tibia, or lower-leg bone, of an adult canine in 2018 at a longstanding archeological site in Alaska called Swan Point, about 70 miles southeast of Fairbanks. Radiocarbon dating showed that the canine was alive about 12,000 years ago, near the end of the Ice Age.

Another excavation by the researchers in June 2023 -- of an 8,100-year-old canine jawbone at a nearby site called Hollembaek Hill, south of Delta Junction -- also shows signs of possible domestication.




The smoking gun? A belly of fish

Chemical analyses of both bones found substantial contributions from salmon proteins, meaning the canine had regularly eaten the fish. This was not typical of canines in the area during that time, as they hunted land animals almost exclusively. The most likely explanation for salmon showing up in the animal's diet? Dependence on humans.

"This is the smoking gun because they're not really going after salmon in the wild," said study co-author Ben Potter, an archaeologist with the University of Alaska Fairbanks.

The researchers are confident that the Swan Point canine helps establish the earliest known close relationships between humans and canines in the Americas. But it's too early to say whether the discovery is the earliest domesticated dog in the Americas.

That is why the study is valuable, Potter said: "It asks the existential question, what is a dog?"

The Swan Point and Hollembaek Hill specimens may be too old to be genetically related to other known, more recent dog populations, Lanoe said.




"Behaviorally, they seem to be like dogs, as they ate salmon provided by people," Lanoe said, "but genetically, they're not related to anything we know."

He noted that they could have been tamed wolves rather than fully domesticated dogs.

'We still had our companions'

The study represents another chapter in a longstanding partnership with tribal communities in Alaska's Tanana Valley, where archaeologists have worked since the 1930s, said study co-author Josh Reuther, an archaeologist with the University of Alaska Museum of the North.

Researchers regularly present their plans to the Healy Lake Village Council, which represents the Mendas Cha'ag people indigenous to the area, before undertaking studies, including this one. The council also authorized the genetic testing of the study's new specimens.

Evelynn Combs, a Healy Lake member, grew up in the Tanana Valley, exploring dig sites as a kid and taking in what she learned from archaeologists. She's known Lanoe, Potter and Reuther since she was a teenager. Now an archaeologist herself, Combs works for the tribe's cultural preservation office.

"It is little -- but it is profound -- to get the proper permission and to respect those who live on that land," Combs said.

Healy Lake members, Combs said, have long considered their dogs to be mystic companions. Today, nearly every resident in her village, she said, is closely bonded to one dog. Combs spent her childhood exploring her village alongside Rosebud, a Labrador retriever mix.

"I really like the idea that, in the record, however long ago, it is a repeatable cultural experience that I have this relationship and this level of love with my dog," she said. "I know that throughout history, these relationships have always been present. I really love that we can look at the record and see that thousands of years ago, we still had our companions."
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Massive asteroid impacts did not change Earth's climate in the long term | ScienceDaily
Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study by UCL researchers.


						
The rocks, both several miles wide, hit Earth about 25,000 years apart, leaving the 60-mile (100km) Popigai crater in Siberia, Russia, and the 25-55 mile (40-85km) crater in the Chesapeake Bay, in the United States -- the fourth and fifth largest known asteroid craters on Earth.

The new study, published in the journal Communications Earth & Environment, found no evidence of a lasting shift in climate in the 150,000 years that followed the impacts.

The researchers inferred the past climate by looking at isotopes (atom types) in the fossils of tiny, shelled organisms that lived in the sea or on the seafloor at the time. The pattern of isotopes reflects how warm the waters were when the organisms were alive.

Co-author Professor Bridget Wade (UCL Earth Sciences) said: "What is remarkable about our results is that there was no real change following the impacts. We expected the isotopes to shift in one direction or another, indicating warmer or cooler waters, but this did not happen. These large asteroid impacts occurred and, over the long term, our planet seemed to carry on as usual.

"However, our study would not have picked up shorter-term changes over tens or hundreds of years, as the samples were every 11,000 years. Over a human time scale, these asteroid impacts would be a disaster. They would create a massive shockwave and tsunami, there would be widespread fires, and large amounts of dust would be sent into the air, blocking out sunlight.

"Modelling studies of the larger Chicxulub impact, whichkilled off the dinosaurs,also suggest a shift in climate on a much smaller time scale of less than 25 years.




"So we still need to know what is coming and fund missions to prevent future collisions."

The research team, including Professor Wade and MSc Geosciences student Natalie Cheng, analysed isotopes in over 1,500 fossils of single-celled organisms called foraminifera, both those that lived close to the surface of the ocean (planktonic foraminifera) and on the seafloor (benthic foraminifera).

These fossils ranged from 35.5 to 35.9 million years old and were found embedded within three metres of a rock core taken from underneath the Gulf of Mexico by the scientific Deep Sea Drilling Project.

The two major asteroids that hit during that time have been estimated to be 3-5 miles (5-8km) and 2-3 miles (3-5km) wide. The larger of the two, which created the Popigai crater, was about as wide as Everest is tall.

In addition to these two impacts, existing evidence suggests three smaller asteroids also hit Earth during this time -- the late Eocene epoch -- pointing to a disturbance in our solar system's asteroid belt.

Previous investigations into the climate of the time had been inconclusive, the researchers noted, with some linking the asteroid impacts with accelerated cooling and others with episodes of warmer temperatures.




However, these studies were conducted at lower resolution, looking at samples at greater intervals than 11,000 years, and their analysis was more limited -- for instance, only looking at species of benthic foraminifera that lived on the seafloor.

By using fossils that lived at different ocean depths, the new study provides a more complete picture of how the oceans responded to the impact events.

The researchers looked at carbon and oxygen isotopes in multiple species of planktonic and benthic foraminifera.

They found shifts in isotopes about 100,000 years prior to the two asteroid impacts, suggesting a warming of about 2 degrees C in the surface ocean and a 1 degree C cooling in deep water. But no shifts were found around the time of the impacts or afterwards.

Within the rock, the researchers also found evidence of the two major impacts in the form of thousands of tiny droplets of glass, or silica. These form after silica-containing rocks get vaporised by an asteroid. The silica end up in the atmosphere, but solidify into droplets as they cool.

Co-author and MSc Geosciences graduate Natalie Cheng said: "Given that the Chicxulub impact likely led to a major extinction event, we were curious to investigate whether what appeared as a series of sizeable asteroid impacts during the Eocene also caused long-lasting climate changes. We were surprised to discover that there were no significant climate responses to these impacts.

"It was fascinating to read Earth's climate history from the chemistry preserved in microfossils. It was especially interesting to work with our selection of foraminifera species and discover beautiful specimens of microspherules along the way."

The study received funding from the UK's Natural Environment Research Council (NERC).
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The heart has its own 'brain' | ScienceDaily
New research from Karolinska Institutet and Columbia University shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases. The study, conducted on zebrafish, is published in Nature Communications.


						
The heart has long been thought to be controlled solely by the autonomic nervous system, which transmits signals from the brain. The heart's neural network, which is embedded in the superficial layers of the heart wall, has been considered a simple structure that relays the signals from the brain. However, recent research suggests that it has a more advanced function than that.

Controlling the heartbeat

Scientists have now discovered that the heart has its own complex nervous system that is crucial to controlling its rhythm.

"This 'little brain' has a key role in maintaining and controlling the heartbeat, similar to how the brain regulates rhythmic functions such as locomotion and breathing," explains Konstantinos Ampatzis, principal researcher and docent at the Department of Neuroscience, Karolinska Institutet, Sweden, who led the study.

The researchers identified several types of neurons in the heart that have different functions, including a small group of neurons with pacemaker properties. The finding challenges the current view on how the heartbeat is controlled, which may have clinical implications.

Similar to the human heart

"We were surprised to see how complex the nervous system within the heart is," says Konstantinos Ampatzis. "Understanding this system better could lead to new insights into heart diseases and help develop new treatments for diseases such as arrhythmias."




The study was conducted on zebrafish, an animal model that exhibits strong similarities to human heart rate and overall cardiac function. The researchers were able to map out the composition, organisation and function of neurons within the heart using a combination of methods such as single-cell RNA sequencing, anatomical studies and electrophysiological techniques.

New therapeutic targets

"We will now continue to investigate how the heart's brain interacts with the actual brain to regulate heart functions under different conditions such as exercise, stress, or disease," says Konstantinos Ampatzis. "We aim to identify new therapeutic targets by examining how disruptions in the heart's neuronal network contribute to different heart disorders."

The study was done in close collaboration with researchers at Columbia University, USA, and was funded by, among others, the Dr. Margaretha Nilsson Foundation, Erik and Edith Fernstrom Foundation, StratNeuro and Karolinska Institutet. There are no reported conflicts of interest.
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20th century lead exposure damaged American mental health | ScienceDaily
In 1923, lead was first added to gasoline to help keep car engines healthy. However, automotive health came at the great expense of our own well-being.


						
A new study calculates that exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive. The research estimates that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

The findings, from Aaron Reuben, a postdoctoral scholar in neuropsychology at Duke University, and colleagues at Florida State University, suggest that Americans born before 1996 experienced significantly higher rates of mental health problems as a result of lead, and likely experienced changes to their personalities that would have made them less successful and resilient in life.

Leaded gas for cars was banned in the U.S. in 1996, but the researchers say that anyone born before then, and especially during the peak of its use in the 1960s and 1970s, had concerningly high lead exposures as children.

The team's paper will appear the week of December 4 in the Journal of Child Psychology and Psychiatry.

Lead is neurotoxic and can erode brain cells and alter brain function after it enters the body. As such, there is no safe level of exposure at any point in life, health experts say. Young children are especially vulnerable to lead's ability to impair brain development and alter brain health. Unfortunately, no matter what age, our brains are ill-equipped for keeping lead toxicity at bay.

Because water systems in older American cities still contain lead pipes, the EPA issued regulations in October that give cities 10 years to identify and replace lead plumbing, and $2.6 billion to get it done. Earlier this year the EPA also lowered the level of lead in soil that it considers to be potentially hazardous, resulting in an estimated 1 in 4 U.S. households having soil that may require cleanup.




"Humans are not adapted to be exposed to lead at the levels we have been exposed to over the past century," Reuben said. "We have very few effective measures for dealing with lead once it is in the body, and many of us have been exposed to levels 1,000 to 10,000 times more than what is natural."

Over the past century, lead was used in paint, pipes, solder, and, most disastrously, automotive fuel. Numerous studies have linked lead exposure to neurodevelopmental and mental health problems, particularly conduct disorder, attention-deficit / hyperactivity disorder, and depression. But until now it has not been clear how widespread lead-linked mental illness symptoms would have been.

To answer the complex question of how leaded gas use for more than 75 years may have left a permanent mark on human psychology, Reuben and his co-authors Michael McFarland and Mathew Hauer, both professors of sociology at Florida State University, turned to publicly available nationwide data.

Using historical data on U.S. childhood blood-lead levels, leaded-gas use, and population statistics, they determined the likely lifelong burden of lead exposure carried by every American alive in 2015. From this data, they estimated lead's assault on mental health and personality by calculating "mental illness points" gained from leaded gas exposure as a proxy for its harmful impact on public health.

"This is the exact approach we have taken in the past to estimate lead's harms for population cognitive ability and IQ," McFarland said, noting that the research team previously identified that lead stole 824 million IQ points from the U.S. population over the past century.

"We saw very significant shifts in mental health across generations of Americans," Hauer said. "Meaning many more people experienced psychiatric problems than would have if we had never added lead to gasoline." Lead exposure led to greater rates of diagnosable mental disorders, like depression and anxiety, but also greater rates of individuals experiencing more mild distress that would impair their quality of life.




"For most people, the impact of lead would have been like a low-grade fever," Reuben said. "You wouldn't go to the hospital or seek treatment, but you would struggle just a bit more than if you didn't have the fever."

Lead's effect on brain health has also been linked to changes in personality that show up at the national level. "We estimate a shift in neuroticism and conscientiousness at the population level," McFarland said.

As of 2015, more than 170 million Americans (more than half of the U.S. population) had clinically concerning levels of lead in their blood when they were children, likely resulting in lower IQs and more mental health problems, and likely putting them at higher risk for other long-term health impairments, such as increased cardiovascular disease.

Leaded gasoline consumption rose rapidly in the early 1960s and peaked in the 1970s. As a result, Reuben and his colleagues found that essentially everyone born during those two decades were nearly certain to have been exposed to pernicious levels of lead from car exhaust. The generation with the greatest lead exposures, Generation X (1965-1980), would have seen the greatest mental health losses.

"We are coming to understand that lead exposures from the past -- even decades in the past -- can influence our health today," Reuben said. "Our job moving forward will be to better understand the role lead has played in the health of our country, and to make sure we protect today's children from new lead exposures wherever they occur."
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Owning a home in the US linked to longer life | ScienceDaily
Dr Casey Breen, Senior Postdoctoral Research Fellow at Oxford University's Leverhulme Centre for Demographic Science and Department of Sociology, conducted the study, published today in Demography.


						
The study found that homeownership was associated with 0.36 years of additional life expectancy for Black male Americans who were born in the early twentieth century, and 0.42 years for their White counterparts.

Dr Casey Breen said 'My study finds homeownership has a meaningful positive impact on life expectancy. These results suggest that social policies that equitably expand homeownership opportunities for Black Americans may help narrow the gap between Black and White male life expectancy in the US.'

According to the study, expanding homeownership opportunities for racial minorities could help mitigate the profound racial disparities in mortality the US is currently experiencing. The study also highlights significant disparities in homeownership rates in the twentieth century, with White Americans being almost twice as likely to own a house than Black Americans. Due to systemic historical issues such as slavery and racism, Black Americans had far fewer opportunities to own their home in 1940 with fewer than 10% doing so between the ages of 18-25 in 1940, and only 40% over the age of 65 owning their homes.

Using data from the 1920 and 1940 census records that were linked to social security mortality records, and a sibling-based identification strategy, the study was able to analyse the different outcomes in life expectancy for American male adults owning a home between the ages of 24 and 35.

While owning a home as opposed to renting can help in the accumulation of wealth, and is associated with better health and living longer, the study found that the property's value had very little impact on life expectancy. The study also discusses other reasons for this increase in life expectancy for homeowners including a stronger social community, the psychological benefits of homeownership, and better living conditions.

Dr Casey Breen said 'This study also shows that there is a meaningful, statistically significant difference in life expectancy between Americans owning their home and those who rent, with homeowners in early adulthood living approximately six months longer at age 65 than those who rent.'

The study controlled for factors such as education attainment, race, income, marital status, and shared family background to provide a snapshot of how US homeownership affected life expectancy in the twentieth century. However, it is important to note that the sample was restricted in terms of gender, ethnicity, nationality and historical context, and is unlikely to be representative of other populations.
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We might feel love in our fingertips ---- but did the Ancient Mesopotamians? | ScienceDaily
From feeling heavy-hearted to having butterflies in your stomach, it seems inherent to the human condition that we feel emotions in our bodies, not just in our brains. But have we always felt -- or at least expressed -- these feelings in the same way?


						
A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago, analysing one million words of the ancient Akkadian language from 934-612 BC in the form of cuneiform scripts on clay tablets.

'Even in ancient Mesopotamia, there was a rough understanding of anatomy, for example the importance of the heart, liver and lungs,' says Professor Saana Svard of the University of Helsinki, an Assyriologist who is leading the research project. One of the most intriguing findings relates to where the ancients felt happiness, which was often expressed through words related to feeling 'open', 'shining' or being 'full' -- in the liver.

'If you compare the ancient Mesopotamian bodily map of happiness with modern bodily maps [published by fellow Finnish scientist, Lauri Nummenmaa and colleagues a decade ago], it is largely similar, with the exception of a notable glow in the liver,' says cognitive neuroscientist Juha Lahnakoski, a visiting researcher at Aalto University.

Other contrasting results between ourselves and the ancients can be seen in emotions such as anger and love. According to previous research, anger is experienced by modern humans in the upper body and hands, while Mesopotamians felt most 'heated', 'enraged' or 'angry' in their feet. Meanwhile, love is experienced quite similarly by modern and Neo-Assyrian man, although in Mesopotamia it is particularly associated with the liver, heart and knees.

'It remains to be seen whether we can say something in the future about what kind of emotional experiences are typical for humans in general and whether, for example, fear has always been felt in the same parts of the body. Also, we have to keep in mind that texts are texts and emotions are lived and experienced,' says Svard. The researchers caution that while it's fascinating to compare, we should keep this distinction in mind when comparing the modern body maps, which were based on self-reported bodily experience, with body maps of Mesopotamians based on linguistic descriptions alone.

Towards a deeper understanding of emotions

Since literacy was rare in Mesopotamia (3 000-300 BCE), cuneiform writing was mainly produced by scribes and therefore available only to the wealthy. However, cuneiform clay tablets contained a wide variety of texts, such as tax lists, sales documents, prayers, literature and early historical and mathematical texts.




Ancient Near Eastern texts have never been studied in this way, by quantitatively linking emotions to body parts. This can be applied to other language materials in the future. 'It could be a useful way to explore intercultural differences in the way we experience emotions,' says Svard, who hopes the research will provide an interesting contribution to discussion around the universality of emotions.

The results of the research will be published in the iScience journal on 4 December.

The corpus linguistic method, which makes use of large text sets, has been developed over many years in the Centre of Excellence in Ancient Near Eastern Empires (ANEE), led by Svard. Next, the research team will look at an English corpus, or textual material from the 20th century, which contains 100 million words. Similarly, they also plan to examine Finnish data.

In addition to Svard and Lahnakoski, the team includes Professor Mikko Sams from Aalto University, Ellie Bennett from the University of Helsinki, Professor Lauri Nummenmaa from the University of Turku and Ulrike Steinert from Johannes Gutenberg-Universitat Mainz. The project is funded by the Finnish Cultural Foundation.
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Lasting effects of common herbicide on brain health | ScienceDaily
The human brain is an incredibly adaptable organ, often able to heal itself even from significant trauma. Yet for the first time, new research shows even brief contact with a common herbicide can cause lasting damage to the brain, which may persist long after direct exposure ends.


						
In a groundbreaking new study, Arizona State University researcher Ramon Velazquez and his colleagues at the Translational Genomics Research Institute (TGen), part of City of Hope, demonstrate that mice exposed to the herbicide glyphosate develop significant brain inflammation, which is associated with neurodegenerative disease. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the most pervasive herbicides used in the U.S. and worldwide.

The research, which appears today in the Journal of Neuroinflammation, identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health.

Glyphosate exposure in mice also resulted in premature death and anxiety-like behaviors, which replicates findings by others examining glyphosate exposure in rodents. Further, the scientists discovered these symptoms persisted even after a 6-month recovery period during which exposure was discontinued.

Additionally, the investigation demonstrated that a byproduct of glyphosate -- aminomethylphosphonic acid -- accumulated in brain tissue, raising serious concerns about the chemical's safety for human populations.

"Our work contributes to the growing literature highlighting the brain's vulnerability to glyphosate," Velazquez says. "Given the increasing incidence of cognitive decline in the aging population, particularly in rural communities where exposure to glyphosate is more common due to large-scale farming, there is an urgent need for more basic research on the effects of this herbicide."

Velazquez is a researcher with the ASU-Banner Neurodegenerative Disease Research Center at the ASU Biodesign Institute and an assistant professor with the School of Life Sciences. He is joined by first author Samantha K. Bartholomew, a PhD candidate in the Velazquez Lab, other ASU colleagues, and co-senior author Patrick Pirrotte, associate professor with the Translational Genomics Research Institute (TGen) and researcher with the City of Hope Comprehensive Cancer Center in California.




According to the Centers for Disease Research, farm laborers, landscape workers, and others employed in agriculture are more likely to be exposed to glyphosate through inhalation or skin contact. Additionally, the new findings suggest that ingestion of glyphosate residues on foods sprayed with the herbicide potentially poses a health hazard. Most people living in the U.S. have been exposed to glyphosate during their lifetime.

"My hope is that our work drives further investigation into the effects of glyphosate exposure, which may lead to a reexamination of its long-term safety and perhaps spark discussion about other prevalent toxins in our environment that may affect the brain," Bartholomew says.

The team's findings build on earlier ASU research that demonstrates a link between glyphosate exposure and a heightened risk for neurodegenerative disorders.

The previous study showed that glyphosate crosses the blood-brain barrier, a protective layer that typically prevents potentially harmful substances from entering the brain. Once glyphosate crosses this barrier, it can interact with brain tissue and appears to contribute to neuroinflammation and other harmful effects on neural function.

The EPA considers certain levels of glyphosate safe for human exposure, asserting that the chemical is minimally absorbed into the body and is primarily excreted unchanged. However, recent studies, including this one, indicate that glyphosate, and its major metabolite aminomethylphosphonic acid, can persist in the body and accumulate in brain tissue over time, raising questions about existing safety thresholds and whether glyphosate use is safe at all.

Herbicide may attack more than weeds

Glyphosate is the world's most heavily applied herbicide, used on crops including corn, soybeans, sugar beets, alfalfa, cotton and wheat. Since the introduction of glyphosate-tolerant crops (genetically engineered to be sprayed with glyphosate without dying) in 1996, glyphosate usage has surged, with applications predominately in agricultural settings.




The U.S. Geological Survey notes approximately 300 million pounds of glyphosate are used annually in the United States alone. Although glyphosate levels are regulated on foods imported into the United States, enforcement and specific limits can vary. Due to its widespread use, the chemical is found throughout the food chain. It persists in the air, accumulates in soils, and is found in surface and groundwater.

Despite being considered safe by the EPA, the International Agency for Research on Cancer classifies glyphosate as "possibly carcinogenic to humans," and emerging research, including this study, points to its potential role in worsening neurodegenerative diseases by contributing to pathologies, like those seen in Alzheimer's disease.

The chemical works by inhibiting a specific enzyme pathway in plants that is crucial for producing essential amino acids. However, its impact extends beyond the intended weed, grass and plant targets, negatively affecting the biological systems in mammals, as demonstrated by its persistence in brain tissue and its role in inflammatory processes.

"Herbicides are used heavily and ubiquitously around the world," says Pirrotte, associate professor in TGen's Early Detection and Prevention Division, director of the Integrated Mass Spectrometry Shared Resource at TGen and City of Hope, and senior author of the paper. "These findings highlight that many chemicals we regularly encounter, previously considered safe, may pose potential health risks. However, further research is needed to fully assess the public health impact and identify safer alternatives."

Is glyphosate safe to use at all?

The researchers hypothesized that glyphosate exposure would induce neuroinflammation in control mice and worsen neuroinflammation in Alzheimer's model mice, causing elevated Amyloid-b and tau pathology and worsening spatial cognition after recovery. Amyloid-b and Tau are key proteins that comprise plaques and tau tangles, the classic diagnostic markers of Alzheimer's disease. Plaques and tangles disrupt neural functioning and are directly linked to memory loss and cognitive decline.

The experiments were conducted over 13 weeks, followed by a six-month recovery period. The main metabolite, aminomethylphosphonic acid, was detected in the brains of both normal and transgenic mice with Alzheimer's pathology. Transgenic mice are genetically modified to carry genes that cause them to develop Alzheimer's-like symptoms as they age. This allows researchers to study the progression and effects of the disease in a controlled laboratory setting.

The researchers tested two levels of glyphosate exposure: a high dose, similar to levels used in earlier research, and a lower dose that is close to the limit used to establish the current acceptable dose in humans.

This lower dose still led to harmful effects in the brains of mice, even after exposure ceased for months. While reports show that most Americans are exposed to glyphosate daily, these results show that even a short period could potentially cause neurological damage.

Glyphosate caused a persistent increase in inflammatory markers in the brain and blood, even after the recovery period. This prolonged inflammation could drive the progression of neurodegenerative diseases, including Alzheimer's, indicating even temporary glyphosate exposure can lead to enduring inflammatory processes that affect brain health.

The data emphasizes that glyphosate exposure may be a significant health concern for human populations. The researchers stress the need for continued vigilance and intensified surveillance of glyphosate neurological and other long-term negative health effects.

"Our goal is to identify environmental factors that contribute to the rising prevalence of cognitive decline and neurodegenerative diseases in our society," Velazquez says. "By unveiling such factors, we can develop strategies to minimize exposures, ultimately improving the quality of life for the growing aging population."

The National Institutes on Aging, National Cancer Institute of the National Institutes of Health, and ASU Biodesign Institute funded this study.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204113640.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



The surprising effect of stress on your brain's reward system | ScienceDaily
Researchers at UCSF find a brain signature of resilience in mice that suggests a new way of treating severe depression.


						
Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

Now, scientists at UC San Francisco are learning how the brain creates these divergent experiences. They hope it will help them find a way to treat those who struggle with long-lasting symptoms of stress.

The researchers found that stress changes activity in a brain circuit in mice, and these changes distinguish the mice that will recover from the ones that won't.

The scientists stimulated some of the neurons in the less resilient mice to make the neurons fire more often. The mice stopped ruminating and sought out pleasure in the form of sugar-sweetened water.

"Seeing that we can set these brain signals back on course in mice suggests that doing the same in humans could act as an antidepressant," said Mazen Kheirbek, PhD, an associate professor of psychiatry and senior author of the study, which appears Dec. 4 in Nature.

The stress of indecision 

Kheirbek, a member of the UCSF Weill Institute for Neurosciences, set out to find the neural signature with a team that included Frances Xia, PhD, an associate specialist in psychiatry at UCSF, and two scientists from Columbia University, Valeria Fascianelli, PhD, and Stefano Fusi, PhD.




The researchers looked at a brain region called the amygdala, which helps evaluate how risky it may be to seek a reward.

First, they observed brain activity while the mice were resting. Stress had changed the activity in the amygdala of the less resilient mice much more than it had in the resilient ones.

When the researchers gave the mice a choice between plain and sugar-sweetened water, the resilient mice easily chose the sugar water.

But the less resilient mice became obsessed and often opted for the plain water.

Xia looked at brain recordings of the mice who chose the sweet water. Their amygdala was communicating with a nearby brain region called the hippocampus that remembers and predicts.

She saw a different pattern in the mice that could not decide whether to drink the plain or sweetened water. In those mice, the conversation between the two brain areas sputtered.




Connecting the dots

Xia thought she could stop the mice from ruminating and improve their decision making if she could get the neurons that connect these two regions to fire more often.

She used a technique called chemogenetics, which employs artificial molecules that interact inside the body.

The team attached one of the molecules, a receptor, to the surface of neurons in the hippocampus to make them fire.

Then, Xia injected the less resilient mice with a second molecule that bound to the receptor and made the neurons fire.

When the team once again gave the rumination-prone mice a choice of water, they took the sweet treat. The mice's brain activity also looked resilient.

"The whole thing seemed like such a wild idea that I almost couldn't believe it worked," Xia said. "The process actually wiped out the whole state of indecision and turned these guys into resilient mice."

The team plans to look at human brain data to see if they can find similar signatures.

Kheirbek is working with researchers at the Dolby Family Center for Mood Disorders to explore different ways of changing these brain patterns.

"There's considerable interest in finding out how we can we translate these discoveries to an approach that will work in people," he said. "If we can do that, we'll have a new, non-invasive way of treating depression."
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Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women | ScienceDaily
An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research from the University of Sydney, published in the British Journal of Sports Medicine.


						
"We found that a minimum of 1.5 minutes to an average of 4 minutes of daily vigorous physical activity, completed in short bursts lasting up to 1 minute, were associated with improved cardiovascular health outcomes in middle-aged women who do no structured exercise," said lead author Professor Emmanuel Stamatakis, Director of the Mackenzie Wearable Hub at the Charles Perkins Centre and the Faculty of Medicine and Health.

High-intensity physical activity that forms part of a daily routine is known as "vigorous intermittent lifestyle physical activity" (VILPA). Longer sessions of VILPA are linked to significantly lower cardiovascular disease risk. The researchers say that, given fewer than 20 percent of middle-aged or older adults engage in regular structured exercise, engaging in VILPA could be a good alternative.

"Making short bursts of vigorous physical activity a lifestyle habit could be a promising option for women who are not keen on structured exercise or are unable to do it for any reason. As a starting point, it could be as simple as incorporating throughout the day a few minutes of activities like stair climbing, carrying shopping, uphill walking, playing tag with a child or pet, or either uphill or power walking," said Professor Stamatakis.

The study drew on data from 22,368 participants (13,018 women and 9,350 men) aged 40-79 who reported they did not engage in regular structured exercise. The data was collected from the UK Biobank, whose participants wore physical activity trackers for almost 24 hours a day for 7 days between 2013 and 2015.

Cardiovascular health was monitored through hospital and mortality records, tracking major adverse cardiovascular events (MACE), such as heart attack, stroke, and heart failure, until November 2022.

After adjusting for factors such as lifestyle, socioeconomic position, cardiovascular health, co-existing conditions, and ethnicity, the researchers found that the more VILPA women did, the lower their risk of a major cardiovascular event. Women who averaged 3.4 minutes of VILPA daily were 45 percent less likely to experience a major cardiovascular event. They were also 51 percent less likely to have a heart attack and 67 percent less likely to develop heart failure than women who did no VILPA.




Even when amounts of daily VILPA were lower than 3.4 minutes they were still linked to lower cardiovascular event risk. A minimum of 1.2 to 1.6 minutes of VILPA per day was associated with a 30 percent lower risk of total major cardiovascular events, a 33 percent lower risk of heart attack, and a 40 percent lower risk of heart failure.

However, men reaped fewer benefits from tiny bursts of VILPA. Those who averaged 5.6 minutes daily were only 16 percent less likely to experience a major cardiovascular event compared with men who did none. A minimum of 2.3 minutes per day was associated with only an 11 percent risk reduction.

Professor Stamatakis said more testing was needed to understand how VILPA may improve cardiovascular health.

"To date, it hasn't been clear whether short bursts of VILPA lower the risk of specific types of cardiovascular events, like heart attack or stroke. We aimed to identify minimum daily thresholds and feasible amounts for testing in community programs and future trials," he said.

"Importantly, the beneficial associations we observed were in women who committed to short bursts of VILPA almost daily. This highlights the importance of habit formation, which is not always easy. VILPA should not be seen as a quick fix -- there are no magic bullets for health. But our results show that even a little bit higher intensity activity can help and might be just the thing to help people develop a regular physical activity -- or even exercise -- habit," he said.

For the purposes of this story, physical activity is incidental, e.g. carrying shopping or briefly power walking, and exercise is structured, e.g. going to the gym or playing sport.
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Can plastic-eating bugs help with our microplastic problem? | ScienceDaily
Plastic pollution occurs in every ecosystem on the planet and lingers for decades. Could insects be part of the solution?


						
Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. In a new Biology Letters paper, UBC zoologist Dr. Michelle Tseng and alumna Shim Gicole tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option.

Reality bites

Mealworms are Nature's scavengers and decomposers, able to survive up to eight months without food or water, and happy to eat their own kind when food is scarce.

After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the microplastics consumed, about four to six particles per milligram of waste, absorbing the rest. Eating microplastics did not appear to affect the insects' survival and growth.

Plastic-eating partners

Dr. Tseng says the next step will be to learn from the insects' digestive mechanisms how to break down microplastics, and scale up these learnings to address plastic pollution. "Perhaps we can start viewing bugs as friends. We're killing millions of insects every day from general pesticides -- the very same insects we could be learning from to break down these plastics and other chemicals."
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Countdown to an ice-free Arctic: New research warns of accelerated timelines | ScienceDaily
The first summer on record that melts practically all of the Arctic's sea ice, an ominous milestone for the planet, could occur as early as 2027.


						
For the first time, an international research team, including University of Colorado Boulder climatologist Alexandra Jahn and Celine Heuze from the University of Gothenburg in Sweden, used computer models to predict when the first ice-free day could occur in the northernmost ocean. An ice-free Arctic could significantly impact the ecosystem and Earth's climate by changing weather patterns.

"The first ice-free day in the Arctic won't change things dramatically," said Jahn, associate professor in the Department of Atmospheric and Oceanic Sciences and fellow at CU Boulder's Institute of Arctic and Alpine Research. "But it will show that we've fundamentally altered one of the defining characteristics of the natural environment in the Arctic Ocean, which is that it is covered by sea ice and snow year-round, through greenhouse gas emissions."

The findings were published Dec. 3 in the journal Nature Communications. Jahn will also present the results in Dec. 9 at the American Geophysical Union annual meeting in Washington D.C.

A Blue Arctic

As the climate warms from increasing greenhouse gas emissions, sea ice in the Arctic has disappeared at an unprecedented speed of more than 12% each decade.

In September, the National Snow and Ice Data Center reported that this year's Arctic sea ice minimum -- the day with the least amount of frozen seawater in the Arctic -- was one of the lowest on record since 1978.




At 1.65 million square miles, or 4.28 million square kilometers, this year's minimum was above the all-time low observed in September 2012. But it still represents a stark decline compared to the average coverage of 6.85 million square kilometers between 1979 and 1992.

When the Arctic Ocean has less than 1 million square kilometers of ice, scientists say the Arctic is ice free.

Previous projections of Arctic sea ice change have focused on predicting when the ocean will become ice free for a full month. Jahn's prior research suggested that the first ice-free month would occur almost inevitably and might happen by the 2030s.

As the tipping point approaches, Jahn wondered when the first summer day that melts virtually all of the Arctic sea ice will occur.

"Because the first ice-free day is likely to happen earlier than the first ice-free month, we want to be prepared. It's also important to know what events could lead to the melting of all sea ice in the Arctic Ocean," Heuze said.

Non-zero possibility

Jahn and Heuze projected/estimated the first ice-free Arctic day using output from over 300 computer simulations. They found that most models predicted that the first ice-free day could happen within nine to 20 years after 2023 regardless of how humans alter their greenhouse gas emissions. The earliest ice-free day in the Arctic Ocean could occur within three years.




It's an extreme scenario but a possibility based on the models. In total, nine simulations suggested that an ice-free day could occur in three to six years.

The researchers found that a series of extreme weather events could melt two million square kilometers or more of sea ice in a short period of time: A unusually warm fall first weakens the sea ice, followed by a warm Arctic winter and spring that prevents sea ice from forming. When the Arctic experiences such extreme warming for three or more years in a row, the first ice-free day could happen in late summer.

Those kinds of warm years have already happened. For example, in March 2022, areas of the Arctic were 50degF warmer than average, and areas around the North Pole were nearly melting. With climate change, the frequency and intensity of these weather events will only increase, according to Heuze.

Sea ice protects the Arctic from warming by reflecting incoming sunlight back into space. With less reflective ice, darker ocean waters will absorb more heat from the Sun, further increasing temperatures in the Arctic and globally. In addition, warming in the Arctic could change wind and ocean current patterns, leading to more extreme weather events around the world.

But there's also good news: A drastic cut in emissions could delay the timeline for an ice-free Arctic and reduce the time the ocean stays ice-free, according to the study.

"Any reductions in emissions would help preserve sea ice," Jahn said.
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New planet in Kepler-51 system discovered using James Webb Space Telescope | ScienceDaily
An unusual planetary system with three known ultra-low density "super-puff" planets has at least one more planet, according to new research led by researchers from Penn State and Osaka University. The research team set out to study Kepler-51d, the third planet in the system, with NASA's James Webb Space Telescope (JWST) but almost missed their chance when the planet unexpectedly passed in front of its star two hours earlier than models predicted. After scrutinizing new and archival data from a variety of space and Earth-based telescopes, the researchers found that the best explanation is the presence of a fourth planet, whose gravitational pull impacts the orbits of the other planets in the system.


						
The new planet's discovery is detailed in a paper appearing Dec. 3 in the Astronomical Journal.

"Super puff planets are very unusual in that they have very low mass and low density," said Jessica Libby-Roberts, Center for Exoplanets and Habitable Worlds Postdoctoral Fellow at Penn State and co-first author of the paper. "The three previously known planets that orbit the star, Kepler-51, are about the size of Saturn but only a few times the mass of Earth, resulting in a density like cotton candy. We think they have tiny cores and huge atmospheres of hydrogen of helium, but how these strange planets formed and how their atmospheres haven't been blown away by the intense radiation of their young star has remained a mystery. We planned to use JWST to study one of these planets to help answer these questions, but now we have to explain a fourth low-mass planet in the system!"

When a planet passes in front of -- or transits -- its star when viewed from Earth, it blocks some of the star's light, causing a slight decrease in the star's brightness. The duration and amount of that decrease gives clues to the planet's size and other characteristics. Planets transit when they complete an orbit around their star, but sometimes they transit a few minutes early or late because the gravity from other planets in the system tug on them. These minor differences are known as transit timing variations and are built into astronomers' models to allow them to accurately predict when planets will transit.

The researchers said they had no reason to believe the three-planet model of the Kepler-51 system was inaccurate, and they successfully used the model to predict the transit time of Kepler-51b in May 2023 and followed-up with the Apache Point Observatory (APO) telescope to observe it on schedule.

"We also tried to use the Penn State Davey Lab telescope to observe a transit of Kepler-51d in 2022, but some poorly timed clouds blocked our view right as the transit was predicted to start," Libby-Roberts said. "It's possible we could have learned something was off then, but we had no reason to suspect that Kepler-51d wouldn't transit as expected when we planned to observe it with JWST."

The team's three-planet model predicted that Kepler-51d would transit around 2 a.m. EDT in June 2023, and the researchers prepared to observe the event with both JWST and APO.




"Thank goodness we started observing a few hours early to set a baseline, because 2 a.m. came, then 3, and we still hadn't observed a change in the star's brightness with APO," Libby-Roberts said. "After frantically re-running our models and scrutinizing the data we discovered a slight dip in stellar brightness immediately when we started observing with APO, which ended up being the start of the transit -- 2 hours early, which is well beyond the 15-minute window of uncertainty from our models!"

When the researchers analyzed the new APO and JWST data, they confirmed that they had captured the transit of Kepler-51d, albeit considerably earlier than expected.

"We were really puzzled by the early appearance of Kepler-51d, and no amount of fine-tuning the three-planet model could account for such a large discrepancy," said Kento Masuda, associate professor of earth and space science at Osaka University and co-first author of the paper. "Only adding a fourth planet explained this difference. This marks the first planet discovered by transit timing variations using JWST."

To help explain what is happening in the Kepler-51 system, the research team revisited previous transit data from NASA's Kepler space telescope and NASA's Transiting Exoplanet Survey Satellite (TESS). They also made new observations of the inner planets in the system, including with the Hubble Space Telescope and the California Institute of Technology's Palomar Observatory telescope, and obtained archival data from several ground-based telescopes. Because the new planet, Kepler-51e, has not yet been observed transiting -- perhaps because it may not pass in the line of sight between its star and Earth -- the researchers noted how important it was to obtain as much data as possible to support their new models.

"We conducted what is called a 'brute force' search, testing out many different combinations of planet properties to find the four-planet model that explains all of the transit data gathered over the past 14 years," Masuda said. "We found that the signal is best explained if Kepler-51e has a mass similar to the other three planets and follows a fairly circular orbit of about 264 days -- something we would expect based on other planetary systems. Other possible solutions we found involve a more massive planet on a wider orbit, though we think these are less likely."

Accounting for a fourth planet and adjusting the models also changes the expected masses of the other planets in the system. According to the researchers, this impacts other inferred properties about these planets and informs how they might have formed. Although the inner three planets are slightly more massive than previously thought, they are still classified as super puffs. However, it is unclear if Kepler-51e is also a super puff planet, because the researchers have not observed a transit of Kepler-51e and therefore cannot calculate its radius or density.




"Super puff planets are fairly rare, and when they do occur, they tend to be the only one in a planetary system," Libby-Roberts said. "If trying to explain how three super puffs formed in one system wasn't challenging enough, now we have to explain a fourth planet, whether it's a super puff or not. And we can't rule out additional planets in the system either."

Because the researchers believe Kepler-51e has an orbit of 264 days, they said that additional observing time is needed to get a better picture of the impacts of its gravity -- or that of additional planets -- on the inner three planets in the system.

"Kepler-51e has an orbit slightly larger than Venus and is just inside the star's habitable zone, so a lot more could be going on beyond that distance if we take the time to look," Libby-Roberts said. "Continuing to look at transit timing variations might help us discover planets that are further away from their stars and might aid in our search for planets that could potentially support life."

The researchers are currently analyzing the rest of the JWST data, which could provide information about the atmosphere of Kepler-51d. Studying the composition and other prosperities the inner three planets could also improve understanding how unusual ultra-low density super puff planets formed, the researchers said.

In addition to Libby-Roberts and Masuda, who led the Kepler-51d team, the international research team includes John Livingston at the National Astronomical Observatory of Japan, who coordinated most of the ground-based follow-ups; many ground-based observers; the Kepler-51b team; and the Palomar team.

NASA supported this research through JWST and Hubble Space Telescope grants. Computations for this research were performed on the Penn State's Institute for Computational and Data Sciences Advanced CyberInfrastructure.
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Insect fossil find 'extremely rare' | ScienceDaily
Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an "extraordinary" way.


						
Published in the journal Palaeobiodiversity and Palaeoenvironments, a new study reveals rare whitefly insect fossils have been found in Miocene age crater lake sediments at Hindon Maar, near Dunedin.

Adult whiteflies are tiny insects about 3mm in size, smaller if they are immature.

The fossils found at Hindon Maar are about 1.5mm by 1.25mm and have been preserved in the position they lived and died, attached to the underside of a fossil leaf.

Black with an oval-shaped body, they have some similarities to modern-day whiteflies -- such as the shape and colour -- but differ in that all the segments of the body are distinctly defined by deep sutures.

Co-author Dr Uwe Kaulfuss, of the University of Gottingen in Germany and former postdoctoral fellow in the University of Otago's Department of Geology, discovered the tiny fossils during an excavation at Hindon earlier this year.

"Fossils of adult whitefly insects are not uncommon, but it takes extraordinary circumstances for the puparia -- the protective shell the insect emerges from -- to become fossilised," Dr Kaulfuss says.




"Some 15 million years ago, the leaf with the puparia must have become detached from a tree, blown into the small lake and sank to the deep lake floor to be covered by sediment and become fossilised. It must have happened in rapid succession as the tiny insect fossils are exquisitely preserved.

"The new genus and species described in our study reveals for the first time that whitefly insects were an ecological component in ancient forests on the South Island."

Study co-author Emeritus Professor Daphne Lee, of Otago's Department of Geology, says they add to the expanding insect fauna revealed in the maar.

"It was difficult to see much with the naked eye but once the fossils were under a microscope, we could see the amazing detail," she says.

"The fact that they are still in life position on the leaf is incredible and extremely rare. These little fossils are the first of their kind to be found in New Zealand and only the third example of such fossil puparia known globally.

"Until about 20 years ago, the total number of insects in the country older than the Ice Ages was seven and now we have 750. Almost all are housed in the Otago Geology Department collections.




"New discoveries such as these from fossil sites in Otago mean we've gone from knowing almost nothing about the role played by insects to a new appreciation of their importance in understanding New Zealand's past biodiversity and the history of our forest ecosystems."

Professor Lee says while most people are interested in big fossils -- large charismatic ones -- most animals in forests are insects.

"There are 14,000 insects in New Zealand and 90 per cent are found nowhere else in the world," she says.

"Discovery of these minute fossils tells us this group of insects has been in Aotearoa New Zealand for at least 15 million years. This provides a well-dated calibration point for molecular phylogenetic studies."

Other small fossils new to science have also been found at Otago sites this year, including the first dancefly, cranefly, phantom midge and marsh beetle fossils from New Zealand. These studies show the extent of Otago's scientific collaborations around the world with co-authors of these papers coming from Germany, France, Spain, Poland and the USA.
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Hidden fat predicts Alzheimer's 20 years ahead of symptoms | ScienceDaily
Researchers have linked a specific type of body fat to the abnormal proteins in the brain that are hallmarks of Alzheimer's disease up to 20 years before the earliest symptoms of dementia appear, according to a study being presented today at the annual meeting of the Radiological Society of North America (RSNA). The researchers emphasized that lifestyle modifications targeted at reducing this fat could influence the development of Alzheimer's disease.


						
"This crucial result was discovered because we investigated Alzheimer's disease pathology as early as midlife -- in the 40s and 50s -- when the disease pathology is at its earliest stages, and potential modifications like weight loss and reducing visceral fat are more effective as a means of preventing or delaying the onset of the disease," said lead study author Mahsa Dolatshahi, M.D., M.P.H., post-doctoral research associate at Mallinckrodt Institute of Radiology (MIR) at Washington University School of Medicine in St. Louis, Missouri.

An estimated 6.9 million Americans, aged 65 and older, are living with Alzheimer's disease, according to the Alzheimer's Association. The association estimates this number could grow to 13 million by 2050, barring the development of medical breakthroughs to prevent or cure the disease.

For the study, the researchers focused on the link between modifiable lifestyle-related factors, such as obesity, body fat distribution and metabolic aspects, and Alzheimer's disease pathology.

A total of 80 cognitively normal midlife individuals (average age: 49.4 years, female: 62.5%,) were included in the study. Approximately 57.5% of participants were obese, and the average body mass index (BMI) of the participants was 32.31. The participants underwent brain positron emission tomography (PET), body MRI and metabolic assessment (glucose and insulin measurements), as well as a lipid (cholesterol) panel. MRI scans of the abdomen were performed to measure the volume of the subcutaneous fat (the fat under skin) and visceral fat (deep hidden fat surrounding the organs).

"We investigated the association of BMI, visceral fat, subcutaneous fat, liver fat fraction, thigh fat and muscle, as well as insulin resistance and HDL (good cholesterol), with amyloid and tau deposition in Alzheimer's disease," said Dr. Dolatshahi, a member of the Raji Lab at MIR's Neuroimaging Labs Research Center.

Thigh muscle scans were used to measure volume of muscle and fat. Alzheimer's disease pathology was measured using PET scans with tracers that bind to amyloid plaques and tau tangles that accumulate in the brains of people with Alzheimer's disease.




The findings revealed that higher levels of visceral fat were related to increased amyloid, accounting for 77% of the effect of high BMI on amyloid accumulation. Other types of fat did not explain obesity-related increased Alzheimer's pathology.

"Our study showed that higher visceral fat was associated with higher PET levels of the two hallmark pathologic proteins of Alzheimer's disease -- amyloid and tau," Dr. Dolatshahi said. "To our knowledge, our study is the only one to demonstrate these findings at midlife where our participants are decades out from developing the earliest symptoms of the dementia that results from Alzheimer's disease."

The study also showed that higher insulin resistance and lower HDL were associated with high amyloid in the brain. The effects of visceral fat on amyloid pathology were partially reduced in people with higher HDL.

"A key implication of our work is that managing Alzheimer's risk in obesity will need to involve targeting the related metabolic and lipid issues that often arise with higher body fat," said senior study author Cyrus A. Raji, M.D., Ph.D., associate professor of radiology at MIR.

Although previous studies have shown the role of high BMI in damaging the cells of the brain, no similar study has investigated the differential role of visceral and subcutaneous fat or metabolic profile, especially in terms of Alzheimer's amyloid pathology as early as midlife, Dr. Dolatshahi pointed out.

"This study goes beyond using BMI to characterize body fat more accurately with MRI and, in so doing, reveals key insights about why obesity can increase risk for Alzheimer's disease," Dr. Dolatshahi said.




Drs. Raji, Dolatshahi and colleagues are also presenting a study at RSNA 2024 that shows how obesity and visceral fat reduce blood flow in the brain.

In that study, the researchers performed brain and abdominal MRI on cognitively normal midlife individuals with a wide range of BMI and compared whole-brain and regional cerebral blood flow on brain MRI in individuals with high vs. low visceral and subcutaneous fat. The high visceral fat group showed lower whole-brain blood flow. No significant difference was observed in cerebral blood flow in the groups with high vs. low subcutaneous fat.

"This work will have a considerable impact on public health because nearly three out of four Americans are overweight or obese," Dr. Raji said. "Knowing that visceral obesity negatively affects the brain opens up the possibility that treatment with lifestyle modifications or appropriate weight-loss drugs could improve cerebral blood flow and potentially lower the burden of and reduce the risk for Alzheimer's disease."

Other co-authors are Paul K. Commean, B.E.E., Mahshid Naghashzadeh, M.S., Sara Hosseinzadeh Kassani, Ph.D., Jake Weeks, B.S., Caitlyn Nguyen, B.S., Abby McBee-Kemper, B.S., Nancy Hantler, B.S., LaKisha Lloyd, M.Sc., Shaney Flores, M.S., Yifei Xu, M.S., Jingxia Liu, Ph.D., Claude B. Sirlin, M.D., Bettina Mittendorfer, Ph.D., Joseph E. Ippolito, M.D., Ph.D., John C. Morris, M.D., and Tammie L.S. Benzinger, M.D., Ph.D. This study was awarded the RSNA Trainee Research Prize.
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New 3D printing approach means better biomedical, energy, robotics devices | ScienceDaily
An Oregon State University researcher has helped create a new 3D printing approach for shape-changing materials that are likened to muscles, opening the door for improved applications in robotics as well as biomedical and energy devices.


						
The liquid crystalline elastomer structures printed by Devin Roach of the OSU College of Engineering and collaborators can crawl, fold and snap directly after printing.

"LCEs are basically soft motors," said Roach, assistant professor of mechanical engineering. "Since they're soft, unlike regular motors, they work great with our inherently soft bodies. So they can be used as implantable medical devices, for example, to deliver drugs at targeted locations, as stents for procedures in target areas, or as urethral implants that help with incontinence."

Liquid crystalline elastomers are lightly crosslinked polymer networks that are able to change shape significantly upon exposure to certain stimuli, like heat. They can be used to transfer thermal energy, such as from the sun or alternating currents, into mechanical energy that can be stored and used on demand. LCEs can also play a big role in the field of soft robotics, Roach added.

"Flexible robots incorporating LCEs could explore areas that are unsafe or unfit for humans to go," he said. "They have also been shown to have promise in aerospace as actuators for automated systems such as those for deep space grappling, radar deployment or extraterrestrial exploration."

Underpinning the functional utility of liquid crystalline elastomers is their blend of anisotropy and viscoelasticity, Roach said.

Anisotropy refers to the property of being directionally dependent, such as how wood is stronger along the grain than across it, and viscoelastic materials are both viscous -- like honey, which resists flow and deforms slowly under stress -- and elastic, returning to their original shape when the stress is removed, like rubber. Viscoeleastic materials slowly deform and gradually recover.




Liquid crystalline elastomers' shape-changing properties are dependent on the alignment of the molecules within the materials. Roach and collaborators at Harvard University, the University of Colorado, and Sandia and Lawrence Livermore national laboratories discovered a way to align the molecules using a magnetic field during a type of 3D printing called digital light processing.

Also known as additive manufacturing, 3D printing allows for the creation of objects one layer at a time. In digital light processing, light is used to harden liquid resin into solid shapes with precision. However, getting the elastomers' molecules aligned can be challenging.

"Aligning the molecules is the key to unlocking the LCEs' full potential and enabling their use in advanced, functional applications," Roach said.

Roach and the other researchers varied the strength of the magnetic field and studied how it and other factors, such as the thickness of each printed layer, affected molecular alignment. This enabled them to print complicated liquid crystalline elastomer shapes that change in specific ways when heated.

"Our work opens up new possibilities for creating advanced materials that respond to stimuli in useful manners, potentially leading to innovations in multiple fields," Roach said.

Supporting the study, which was published in Advanced Materials, were the National Science Foundation and the Air Force Office of Scientific Research.

In related research published in Advanced Engineering Materials, Roach led a team of Oregon State students and collaborators at Sandia, Lawrence Livermore and Navajo Technical University in exploring the mechanical damping potential of liquid crystalline elastomers.

Mechanical damping refers to reducing or dissipating the energy of vibrations or oscillations in mechanical systems, including automotive shock absorbers, seismic dampers that help protect buildings from earthquakes, and vibration dampers on bridges that minimize oscillations caused by wind or motor vehicles.

OSU students Adam Bischoff, Carter Bawcutt and Maksim Sorkin and the other researchers demonstrated that a fabrication method known as direct ink write 3D printing can produce mechanical damping devices that effectively dissipate energy across a wide range of loading rates.
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How artificial intelligence could automate genomics research | ScienceDaily
Researchers at University of California San Diego School of Medicine have demonstrated that large language models (LLMs), such as GPT-4, could help automate functional genomics research, which seeks to determine what genes do and how they interact. The most frequently-used approach in functional genomics, called gene set enrichment, aims to determine the function of experimentally-identified gene sets by comparing them to existing genomics databases. However, more interesting and novel biology is often beyond the scope of established databases. Using artificial intelligence (AI) to analyze gene sets could save scientists many hours of intensive labor and bring science one step closer to automating one of the most widely used methods for understanding how genes work together to influence biology.


						
Testing five different LLMs, the researchers found that GPT-4 was the most successful, achieving a 73% accuracy rate in identifying common functions of curated gene sets from a commonly used genomics database. When asked to analyze random gene sets, GPT-4 refused to provide a name in 87% of cases, demonstrating the potential of GPT-4 to analyze gene sets with minimal hallucination. GPT-4 was also capable of providing detailed narratives to support its naming process.

While further research is needed to fully explore the potential of LLMs in automating functional genomics, the study highlights the need for continued investment in the development of LLMs and their applications in genomics and precision medicine. To support this, the researchers created a web portal to help other researchers incorporate LLMs into their functional genomics workflows. More broadly, the findings also demonstrate the power of AI to revolutionize the scientific process by synthesizing complex information to generate new, testable hypotheses in a fraction of the time.

The study, published in Nature Methods, was led by Trey Ideker, Ph.D., a professor at UC San Diego School of Medicine and UC San Diego Jacobs School of Engineering, Dexter Pratt, Ph.D., a software architect in Ideker's group, and Clara Hu, a biomedical sciences doctoral candidate in Ideker's group. The study was funded, in part, by the National Institutes of Health.
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Researchers demonstrate self-assembling electronics | ScienceDaily
Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.


						
"Existing chip manufacturing techniques involve many steps and rely on extremely complex technologies, making the process costly and time consuming," says Martin Thuo, corresponding author of a paper on the work and a professor of materials science and engineering at North Carolina State University. "Our self-assembling approach is significantly faster and less expensive. We've also demonstrated that we can use the process to tune the bandgap for semiconductor materials and to make the materials responsive to light -- meaning this technique can be used to create optoelectronic devices.

"What's more, current manufacturing techniques have low yield, meaning they produce a relatively large number of faulty chips that can't be used. Our approach is high yield -- meaning you get more consistent production of arrays and less waste."

Thuo calls the new, self-assembling technique a directed metal-ligand (D-Met) reaction. Here's how it works.

You start with liquid metal particles. For their proof-of-concept work, the researchers used Field's metal, which is an alloy of indium, bismuth and tin. The liquid metal particles are placed next to a mold, which can be made to any size or pattern. A solution is then poured onto the liquid metal. The solution contains molecules called ligands that are made up of carbon and oxygen. These ligands harvest ions from the surface of the liquid metal and hold those ions in a specific geometric pattern. The solution flows across the liquid metal particles and is drawn into the mold.

As the solution flows into the mold, the ion-bearing ligands begin assembling themselves into more complex, three-dimensional structures. Meanwhile, the liquid part of the solution begins to evaporate, which serves to pack the complex structures closer and closer together into an array.

"Without the mold, these structures can form somewhat chaotic patterns," Thuo says. "But because the solution is constrained by the mold, the structures form in predictable, symmetrical arrays."

Once a structure has reached the desired size, the mold is removed, and the array is heated. This heat breaks up the ligands, freeing the carbon and oxygen atoms. The metal ions interact with the oxygen to form semiconductor metal oxides, while the carbon atoms form graphene sheets. These ingredients assemble themselves into a well-ordered structure consisting of semiconductor metal oxide molecules wrapped in graphene sheets. The researchers used this technique to create nanoscale and microscale transistors and diodes.




"The graphene sheets can be used to tune the bandgap of the semiconductors, making the semiconductor more or less responsive, depending on the quality of the graphene," says Julia Chang, first author of the paper and a postdoctoral researcher at NC State.

In addition, because the researchers used bismuth in the proof-of-concept work, they were able to make structures that are photo-responsive. This allows the researchers to manipulate the properties of the semiconductors using light.

"The nature of the D-Met technique means you can make these materials on a large scale -- you're only limited by the size of the mold you use," Thuo says. "You can also control the semiconductor structures by manipulating the type of liquid used in the solution, the dimensions of the mold, and the rate of evaporation for the solution.

"In short, we've shown that we can self-assemble highly structured, highly tunable electronic materials for use in functional electronic devices," Thuo says. "This work demonstrated the creation of transistors and diodes. The next step is to use this technique to make more complex devices, such as three-dimensional chips."

The paper, "Guided Ad infinitum Assembly of Mixed-Metal Oxide Arrays from Liquid Metal," is published open access in the journal Materials Horizons. First author of the paper is Julia Chang, a postdoctoral researcher at NC State. The paper was co-authored by Andrew Martin, a postdoctoral researcher at NC State; Alana Pauls and Dhanush Jamadgni, Ph.D. students at NC State; and by Chuanshen Du, Le Wei, Thomas Ward and Meng Lu of Iowa State University.

Chang, Martin and Thuo are pursuing a patent related to the D-Met research. Chang, Ward and Du have a separate patent pending that is related to the D-Met research.

The work was done with support from the National Science Foundation Center for Complex Particle Systems under grant 2243104.
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Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth | ScienceDaily
Imagine the formation of a black hole and you'll probably envision a massive star running out of fuel and collapsing in on itself. Yet the chaotic conditions of the early universe may have also allowed many small black holes to form long before the first stars.


						
These primordial black holes have been theorized for decades and could even be ever-elusive dark matter, the invisible matter that accounts for 85% of the universe's total mass.

Still, no primordial black hole has ever been observed.

New research co-led by the University at Buffalo proposes thinking both big and small to confirm their existence, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal and glass.

Set to be published in the December issue of Physics of the Dark Universe and available online now, the theoretical study posits that a primordial black hole trapped within a large rocky object out in the cosmos would consume its liquid core and leave it hollow. Alternatively, a faster primordial black hole might leave behind straight tunnels large enough to be visible by a microscope if passing through solid material, including material right here on Earth.

"The chances of finding these signatures are small, but searching for them would not require much resources and the potential payoff, the first evidence of a primordial black hole, would be immense," says the study's co-author, Dejan Stojkovic, PhD, professor of physics in the UB College of Arts and Sciences. "We have to think outside of the box because what has been done to find primordial black holes previously hasn't worked."

The study calculated how large a hollow planetoid could be without collapsing in on itself, and the likelihood of a primordial black hole passing through an object on Earth. (If you're worried about a primordial black hole passing through you, don't be. The study concluded it would not be fatal.)

"Because of these long odds, we have focused on solid marks that have existed for thousands, millions or even billions of years," says co-author De-Chang Dai, PhD, of National Dong Hwa University and Case Western Reserve University.




Stojkovic's work was supported by the National Science Foundation, while Dai's work by the National Science and Technology Council (Taiwan).

Hollow objects could be no bigger than 1/10 of Earth

As the universe rapidly expanded after the Big Bang, areas of space may have been denser than their surroundings, causing them to collapse and form primordial black holes (PBHs).

PBHs would have much less mass than the stellar black holes later formed by dying stars, but they would still be extremely dense, like the mass of a mountain compacted into an area the size of an atom.

Stojkovic, who has previously proposed where to find theoretical wormholes, wondered if a PBH ever became trapped within a planet, moon or asteroid, either during or after its formation.

"If the object has a liquid central core, then a captured PBH can absorb the liquid core, whose density is higher than the density of the outer solid layer," Stojkovic says.




The PBH then might escape the object if the object was impacted by an asteroid, leaving nothing but a hollow shell.

But would such a shell be strong enough to support itself, or would it simply collapse under its own tension? Comparing the strength of natural materials like granite and iron with surface tension and surface density, the researchers calculated that such a hollow object could be no more than one-tenth of Earth's radius, making it more likely to be a minor planet than a proper planet.

"If it is any bigger than that, it's going to collapse," Stojkovic says.

These hollow objects could be detectable with telescopes. Mass, and therefore density, can be determined by studying an object's orbit.

"If the object's density is too low for its size, that's a good indication it's hollow," Stojkovic says.

Everyday objects could be black hole detectors 

For objects without a liquid core, PBHs might simply pass through and leave behind a straight tunnel, the study proposes. For example, a PBH with a mass of 1022 grams -- that's a 10 with 22 zeros -- would leave behind a tunnel 0.1 micron thick.

A large slab of metal or other material could serve as an effective black hole detector by being monitored for the sudden appearance of these tunnels, but Stojovic says you'd have better odds searching for existing tunnels in very old materials -- from buildings that are hundreds of years old, to rocks that are billions of years old.

Still, even assuming that dark matter is indeed made up of PBHs, they calculated that the probability of a PBH passing through a billion-year-old boulder to be 0.000001.

"You have to look at the cost versus the benefit. Does it cost much to do this? No, it doesn't," Stojkovic says.

So the likelihood of a PBH passing through you during your lifetime is small, to say the least. Even if one did, you probably wouldn't notice it.

Unlike a rock, human tissue has a small amount of tension, so a PBH would not tear it apart. And while a PBH's kinetic energy may be huge, it cannot release much of it during a collision because it's moving so fast.

"If a projectile is moving through a medium faster than the speed of sound, the medium's molecular structure doesn't have time to respond," Stojkovic says. "Throw a rock through a window, it's likely going to shatter. Shoot a window with a gun, it's likely to just leave a hole."

New theoretical frameworks needed

Theoretical studies such as this are crucial, Stojkovic says, noting that many physical concepts that once seemed implausible are now considered likely.

The field, Stojkovic adds, is currently facing some serious problems, dark matter among them. Its last major revolutions -- quantum mechanics and general relativity -- are a century old.

"The smartest people on the planet have been working on these problems for 80 years and have not solved them yet," he says. "We don't need a straightforward extension of the existing models. We probably need a completely new framework altogether."
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Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves | ScienceDaily
For the first time, scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology, presented December 2 in the Cell Press journal Cell Biomaterials, offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.


						
"Our innovations in sensor design, biocompatible ink, and high-speed printing pave the way for future on-body manufacturing of electronic tattoo sensors, with broad applications both within and beyond clinical settings," says Nanshu Lu, the paper's co-corresponding author at the University of Texas at Austin.

Electroencephalography (EEG) is an important tool for diagnosing a variety of neurological conditions, including seizures, brain tumors, epilepsy, and brain injuries. During a traditional EEG test, technicians measure the patient's scalp with rulers and pencils, marking over a dozen spots where they will glue on electrodes, which are connected to a data-collection machine via long wires to monitor the patient's brain activity. This setup is time consuming and cumbersome, and it can be uncomfortable for many patients, who must sit through the EEG test for hours.

Lu and her team have been pioneering the development of small sensors that track bodily signals from the surface of human skin, a technology known as electronic tattoos, or e-tattoos. Scientists have applied e-tattoos to the chest to measure heart activities, on muscles to measure how fatigued they are, and even under the armpit to measure components of sweat.

In the past, e-tattoos were usually printed on a thin layer of adhesive material before being transferred onto the skin, but this was only effective on hairless areas.

"Designing materials that are compatible with hairy skin has been a persistent challenge in e-tattoo technology," Lu says. To overcome this, the team designed a type of liquid ink made of conductive polymers. The ink can flow through hair to reach the scalp, and once dried, it works as a thin-film sensor, picking up brain activity through the scalp.

Using a computer algorithm, the researchers can design the spots for EEG electrodes on the patient's scalp. Then, they use a digitally controlled inkjet printer to spray a thin layer of the e-tattoo ink on to the spots. The process is quick, requires no contact, and causes no discomfort in patients, the researchers said.




The team printed e-tattoo electrodes onto the scalps of five participants with short hair. They also attached conventional EEG electrodes next to the e-tattoos. The team found that the e-tattoos performed comparably well at detecting brainwaves with minimal noise.

After six hours, the gel on the conventional electrodes started to dry out. Over a third of these electrodes failed to pick up any signal, although most the remaining electrodes had reduced contact with the skin, resulting in less accurate signal detection. The e-tattoo electrodes, on the other hand, showed stable connectivity for at least 24 hours.

Additionally, researchers tweaked the ink's formula and printed e-tattoo lines that run down to the base of the head from the electrodes to replace the wires used in a standard EEG test. "This tweak allowed the printed wires to conduct signals without picking up new signals along the way," says co-corresponding author Ximin He of the University of California, Los Angeles.

The team then attached much shorter physical wires between the tattoos to a small device that collects brainwave data. The team said that in the future, they plan to embed wireless data transmitters in the e-tattoos to achieve a fully wireless EEG process.

"Our study can potentially revolutionize the way non-invasive brain-computer interface devices are designed," says co-corresponding author Jose Millan of the University of Texas at Austin. Brain-computer interface devices work by recording brain activities associated with a function, such as speech or movement, and use them to control an external device without having to move a muscle. Currently, these devices often involve a large headset that is cumbersome to use. E-tattoos have the potential to replace the external device and print the electronics directly onto a patient's head, making brain-computer interface technology more accessible, Millan says.
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Researchers deal a blow to theory that Venus once had liquid water on its surface | ScienceDaily
A team of astronomers has found that Venus has never been habitable, despite decades of speculation that our closest planetary neighbour was once much more like Earth than it is today.


						
The researchers, from the University of Cambridge, studied the chemical composition of the Venusian atmosphere and inferred that its interior is too dry today for there ever to have been enough water for oceans to exist at its surface. Instead, the planet has likely been a scorching, inhospitable world for its entire history.

The results, reported in the journal Nature Astronomy, have implications for understanding Earth's uniqueness, and for the search for life on planets outside our Solar System. While many exoplanets are Venus-like, the study suggests that astronomers should narrow their focus to exoplanets which are more like Earth.

From a distance, Venus and Earth look like siblings: it is almost identical in size and is a rocky planet like Earth. But up close, Venus is more like an evil twin: it is covered with thick clouds of sulfuric acid, and its surface has a mean temperature close to 500degC.

Despite these extreme conditions, for decades, astronomers have been investigating whether Venus once had liquid oceans capable of supporting life, or whether some mysterious form of 'aerial' life exists in its thick clouds now.

"We won't know for sure whether Venus can or did support life until we send probes at the end of this decade," said first author Tereza Constantinou, a PhD student at Cambridge's Institute of Astronomy. "But given it likely never had oceans, it is hard to imagine Venus ever having supported Earth-like life, which requires liquid water."

When searching for life elsewhere in our galaxy, astronomers focus on planets orbiting their host stars in the habitable zone, where temperatures are such that liquid water can exist on the planet's surface. Venus provides a powerful limit on where this habitable zone lies around a star.




"Even though it's the closest planet to us, Venus is important for exoplanet science, because it gives us a unique opportunity to explore a planet that evolved very differently to ours, right at the edge of the habitable zone," said Constantinou.

There are two primary theories on how conditions on Venus may have evolved since its formation 4.6 billion years ago. The first is that conditions on the surface of Venus were once temperate enough to support liquid water, but a runaway greenhouse effect caused by widespread volcanic activity caused the planet to get hotter and hotter. The second theory is that Venus was born hot, and liquid water has never been able to condense at the surface.

"Both of those theories are based on climate models, but we wanted to take a different approach based on observations of Venus' current atmospheric chemistry," said Constantinou. "To keep the Venusian atmosphere stable, then any chemicals being removed from the atmosphere should also be getting restored to it, since the planet's interior and exterior are in constant chemical communication with one another."

The researchers calculated the present destruction rate of water, carbon dioxide and carbonyl sulphide molecules in Venus' atmosphere, which must be restored by volcanic gases to keep the atmosphere stable.

Volcanism, through its supply of gases to the atmosphere, provides a window into the interior of rocky planets like Venus. As magma rises from the mantle to the surface, it releases gases from the deeper portions of the planet.

On Earth, volcanic eruptions are mostly steam, due to our planet's water-rich interior. But, based on the composition of the volcanic gases necessary to sustain the Venusian atmosphere, the researchers found that volcanic gases on Venus are at most six percent water. These dry eruptions suggest that Venus's interior, the source of the magma that releases volcanic gases, is also dehydrated.




At the end of this decade, NASA's DAVINCI mission will be able to test and confirm whether Venus has always been a dry, inhospitable planet, with a series of flybys and a probe sent to the surface. The results could help astronomers narrow their focus when searching for planets that can support life in orbit around other stars in the galaxy.

"If Venus was habitable in the past, it would mean other planets we have already found might also be habitable," said Constantinou. "Instruments like the James Webb Space Telescope are best at studying the atmospheres of planets close to their host star, like Venus. But if Venus was never habitable, then it makes Venus-like planets elsewhere less likely candidates for habitable conditions or life.

"We would have loved to find that Venus was once a planet much closer to our own, so it's kind of sad in a way to find out that it wasn't, but ultimately it's more useful to focus the search on planets that are mostly likely to be able to support life -- at least life as we know it."

The research was supported in part by the Science and Technology Facilities Council (STFC), part of UK Research and Innovation (UKRI).
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Smallest walking robot makes microscale measurements | ScienceDaily
Cornell University researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.


						
The team's paper, "Magnetically Programmed Diffractive Robotics," published in Science.

"A walking robot that's small enough to interact with and shape light effectively takes a microscope's lens and puts it directly into the microworld," said Paul McEuen, professor of physical science emeritus, who led the team. "It can perform up-close imaging in ways that a regular microscope never could."

Cornell scientists already hold the world's record for the world's smallest walking robot at 40-70 microns.

The new diffractive robots are "going to blow that record out of the water," said Itai Cohen, professor of physics and co-author of the study. "These robots are 5 microns to 2 microns. They're tiny. And we can get them to do whatever we want by controlling the magnetic fields driving their motions."

Diffractive robotics connects, for the first time, untethered robots with imaging techniques that depend on visible light diffraction -- the bending of a light wave when it passes through an opening or around something. The imaging technique requires an opening of a size comparable to the light's wavelength. For the optics to work, the robots must be on that scale, and for the robots to reach targets to image, they have to be able to move on their own. The Cornell team has achieved both objectives.

Controlled by magnets making a pinching motion, the robots can inch-worm forward on a solid surface. They can also "swim" through fluids using the same motion.

The combination of maneuverability, flexibility and sub-diffractive optical technology create a significant advance in the field of robotics, the researchers said.

The research was made possible by the Cornell Center for Materials Research, the National Science Foundation and the Cornell NanoScale Science and Technology Facility.
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Satellite evidence bolsters case that climate change caused mass elephant die-off | ScienceDaily
A new study led by King's College London has provided further evidence that the deaths of 350 African elephants in Botswana during 2020 were the result of drinking from water holes where toxic algae populations had exploded due to climate change.


						
The lead author of the report says their analysis shows animals were very likely poisoned by watering holes where toxic blooms of blue-green algae, or cyanobacteria, had developed after a very wet year followed a very dry one.

Davide Lomeo, a PhD student in the Department of Geography at King's College London and co-supervised by Plymouth Marine Laboratory (PML) and the Natural History Museum, said: "Botswana is home to a third of all African elephants, and this unprecedented die-off within their largest remaining population underlines the escalating concerns surrounding the impact of drought and climate change on the Okavango Delta, one of the most important ecosystems in the world."

Elephant carcasses were first spotted in the north-eastern sector of the country's Okavango Delta between May and June 2020, but poaching was soon ruled out as the cause.

The event sparked global concern, with a total of 350 elephants now known to have died.

Toxins produced by the algae growing in watering holes was one suspected cause, though evidence has remained inconclusive, in part because it occurred during the COVID-19 pandemic when movements were restricted, and this prevented the collection of samples at the time.

The deaths of 25 elephants in neighbouring Zimbabwe from septicaemia in the same year cast some doubt on algal toxins being the reason for the Botswana deaths.




However, writing in the journal Science of The Total Environment, the team say their analysis all but confirms toxic algae as the cause.

Combining satellite data and spatial analysis, the team examined the relationship between about 3000 waterholes and the locations of deceased elephants.

Their analysis revealed waterholes near the carcasses showed elevated algal levels and repeated bloom events in 2020 compared to previous years -- particularly during the period associated with the mass mortality event

The team also showed that decayed elephant carcasses were more spread out across the landscape than fresh carcasses, indicating that the die-off in 2020 was different from typical elephant mortality patterns.

"We identified 20 waterholes near fresh carcasses that experienced increased algal bloom events in 2020 compared to the previous three years combined. These waterholes also exhibited the highest average algal biomass of the period 2015 -- 2023," said Davide.

After drinking, elephants were estimated to have walked an average of 16.5 km from the toxic waterholes and died within about 88 hours of exposure.




These findings suggest a heightened risk and likelihood of the presence algal toxins in these waterholes, he added.

The team thinks that the shift from a very dry 2019 -- the driest year in decades in the region -- to an extremely wet 2020, may have led to a resuspension of significant amounts of sediments and nutrients from the ground, promoting the unprecedented algal growth.

Davide said: "Southern Africa is projected to become drier and hotter under climate changes, and as a result waterholes across this region will likely be drier for more months of the year. Our findings point to the potential negative effects on water quantity and quality, and the catastrophic repercussions on animals, this could have.

"This work, conducted in collaboration with the local authorities, underscores the severe ecological consequences of toxic algal proliferation, emphasising the critical need for comprehensive water quality surveillance across all waterbodies, including the smallest ones. The research demonstrates the effectiveness of satellite-based detection in identifying diverse sources of contamination, reinforcing the importance of expanding Earth observation applications to enable swift intervention when similar environmental threats emerge."

The research also involved colleagues from the University of Botswana, the Natural History Museum, London, Queen's University Belfast, and the Plymouth Marine Laboratory (PML).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/11/241129120944.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Coral adaptation unlikely to keep pace with global warming | ScienceDaily
Coral adaptation to ocean warming and marine heatwaves will likely be overwhelmed without rapid reductions of global greenhouse gas emissions, according to an international team of scientists.


						
Their study, led by Dr. Liam Lachs of Newcastle University, reveals that coral heat tolerance adaptation via natural selection could keep pace with ocean warming, but only if Paris Agreement commitments are realised, limiting global warming to two degrees Celsius.

"The reality is that marine heatwaves are triggering mass coral bleaching mortality events across the world's shallow tropical reef ecosystems, and theincreasing frequency and intensity of these events is set to ramp up under climate change," said Dr. Lachs.

"While emerging experimental research indicates scope for adaptation in the ability of corals to tolerate and survive heat stress, a fundamental question for corals has remained: can adaptation through natural selection keep pace with global warming? Our study shows that scope for adaptation will likely be overwhelmed for moderate to high levels of warming"

The international team of scientists studied the corals of Palau in the western Pacific Ocean, developing an eco-evolutionary simulation model of coral populations.

This model incorporates data on the thermal and evolutionary biology of common yet thermally sensitive corals, as well as their ecology. Published today in Science, the study simulates the consequences of alternative futures of global development and fossil fuel usage that were created by the Intergovernmental Panel on Climate Change.

Prof. Peter Mumby, a co-author of the study based at The University of Queensland, explains that "our world is expected to warm by 3-5 degrees by the end of this century if we do not achieve Paris Agreement commitments. Under such levels of warming, natural selection may be insufficient to ensure the survival of some of the more sensitive yet important coral species."

"We can still have fairly healthy corals in the future, but this requires more aggressive reductions in global emissions and strategic approaches to coral reef management"




Dr. Lachs explains that "with current climate policies, we are on track for a middle-of-the road emissions scenario -- leading to around 3 degC of warming -- in which natural selection for heat tolerance could determine whether some coral populations survive."

"From modelling this current emissions scenario, we expect to see profound reductions in reef health and an elevated risk of local extinction for thermally sensitive coral species. We also acknowledge that considerable uncertainty remains in the "evolvability" of coral populations."

Study co-author Dr. James Guest, who leads the Coralassist Lab, says there is an urgent need to understand how to design climate-smart management options for coral reefs.

"We need management actions that can maximise the natural capacity for genetic adaptation, whilst also exploring whether it will be possible to increase the likelihood of adaptation in wild populations."

"One such option, still at the experimental stages to date, would be the use of targeted assisted evolution interventions that, for instance, could improve heat tolerance through selective breeding," Dr. Guest said, referring to a separate paper recently published by the Coralassist Lab.

Coral reefs are remarkably diverse and critically important marine ecosystems. "Taken together," says Dr. Lachs, "the results of our models suggest that genetic adaptation could offset some of the projected loss of coral reef functioning and biodiversity over the 21st Century, if rapid climate action can be achieved."
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A fossil first: Scientists find 1.5-million-year-old footprints of two different species of human ancestors at same spot | ScienceDaily
More than a million years ago, on a hot savannah teeming with wildlife near the shore of what would someday become Lake Turkana in Kenya, two completely different species of hominins may have passed each other as they scavenged for food.


						
Scientists know this because they have examined 1.5-million-year-old fossils they unearthed and have concluded they represent the first example of two sets of hominin footprints made about the same time on an ancient lake shore. The discovery will provide more insight into human evolution and how species cooperated and competed with one another, the scientists said.

"Hominin" is a newer term that describes a subdivision of the larger category known as hominids. Hominins includes all organisms, extinct and alive, considered to be within the human lineage that emerged after the split from the ancestors of the great apes. This is believed to have occurred about 6 million to 7 million years ago.

The discovery, published today in Science offers hard proof that different hominin species lived contemporaneously in time and space, overlapping as they evaded predators and weathered the challenges of safely securing food in the ancient African landscape. Hominins belonging to the species Homo erectus and Paranthropus boisei, the two most common living human species of the Pleistocene Epoch, made the tracks, the researchers said.

"Their presence on the same surface, made closely together in time, places the two species at the lake margin, using the same habitat," said Craig Feibel, an author of the study and a professor in the Department of Earth and Planetary Sciences and Department of Anthropology in the Rutgers School of Arts and Sciences.

Feibel, who has conducted research since 1981 in that area of northern Kenya, a rich fossil site, applied his expertise in stratigraphy and dating to demonstrate the geological antiquity of the fossils at 1.5 million years ago. He also interpreted the depositional setting of the footprint surface, narrowing down the passage of the track makers to a few hours, and showing they were formed at the very spot of soft sediments where they were found.

If the hominins didn't cross paths, they traversed the shore within hours of each other, Feibel said.




While skeletal fossils have long provided the primary evidence for studying human evolution, new data from fossil footprints are revealing fascinating details about the evolution of human anatomy and locomotion, and giving further clues about ancient human behaviors and environments, according to Kevin Hatala, the study's first author, and an associate professor of biology at Chatham University in Pittsburgh, Pa.

"Fossil footprints are exciting because they provide vivid snapshots that bring our fossil relatives to life," said Hatala, who has been investigating hominin footprints since 2012. "With these kinds of data, we can see how living individuals, millions of years ago, were moving around their environments and potentially interacting with each other, or even with other animals. That's something that we can't really get from bones or stone tools."

Hatala, an expert in foot anatomy, found the species' footprints reflected different patterns of anatomy and locomotion. He and several co-authors distinguished one set of footprints from another using new methods they recently developed to enable them to conduct a 3D analysis.

"In biological anthropology, we're always interested in finding new ways to extract behavior from the fossil record, and this is a great example," said Rebecca Ferrell, a program director at the National Science Foundation who helped fund this portion of the research. "The team used cutting-edge 3D imaging technologies to create an entirely new way to look at footprints, which helps us understand human evolution and the roles of cooperation and competition in shaping our evolutionary journey."

Feibel described the discovery as "a bit of serendipity." The researchers uncovered the fossil footprints in 2021 when a team organized by Louise Leakey, a third-generation paleontologist who is the granddaughter of Louis Leakey and daughter of Richard Leakey, discovered fossil bones at the site.

The field team, led by Cyprian Nyete, mainly consists of a group of highly trained Kenyans who live locally and scour the landscape after heavy rains. They noticed fossils on the surface and were excavating to try and find the source. While cleaning the top layer of a bed, Richard Loki, one of the excavators, noticed some giant bird tracks, then spotted the first hominin footprint. Leakey coordinated a team in response that excavated the footprint surface in July 2022.




Feibel noted it has long been hypothesized that these fossil human species coexisted. According to fossil records, Homo erectus, a direct ancestor of humans, persisted for 1 million years more. Paranthropus boisei, however, went extinct within the next few hundred thousand years. Scientists don't know why.

Both species possessed upright postures, bipedalism and were highly agile. Little is yet known about how these coexisting species interacted, both culturally and reproductively.

The footprints are significant, Feibel said, because they fall into the category of "trace fossils" -- which can include footprints, nests and burrows. Trace fossils are not part of an organism but offer evidence of behavior. Body fossils, such as bones and teeth, are evidence of past life, but are easily moved by water or a predator.

Trace fossils cannot be moved, Feibel said.

"This proves beyond any question that not only one, but two different hominins were walking on the same surface, literally within hours of each other," Feibel said. "The idea that they lived contemporaneously may not be a surprise. But this is the first time demonstrating it. I think that's really huge."
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        Eating high-processed foods impacts muscle quality, study finds
        A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a new study. Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.

      

      
        Natural 'biopesticide' against malaria mosquitoes successful in early field tests
        An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests.

      

      
        Climate-ready crop
        A team has engineered potato to be more resilient to global warming showing 30% increases in tuber mass under heatwave conditions. This adaptation may provide greater food security for families dependent on potatoes, as these are often the same areas where the changing climate has already affected multiple crop seasons.

      

      
        The heart has its own 'brain'
        New research shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases.

      

      
        20th century lead exposure damaged American mental health
        Exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive, according to researchers. They estimate that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

      

      
        Preventing brain injury complications with specialized optical fibers
        Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.

      

      
        AI helps researchers dig through old maps to find lost oil and gas wells
        Undocumented orphaned wells pose hazards to both the environment and the climate. Scientists are building modern tools to help locate, assess, and pave the way for ultimately plugging these forgotten relics.

      

      
        Perceptions of parent cannabis use shape teen attitudes
        Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new study. The research also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

      

      
        Owning a home in the US linked to longer life
        A new study finds that owning a home in early adult life adds approximately four months to the lives of male Americans born in the early twentieth century.

      

      
        CRISPR-Cas technology: Balancing efficiency and safety
        Researchers have uncovered a serious side effect of using the CRISPR-Cas gene scissors. A molecule designed to make the process more efficient destroys parts of the genome.

      

      
        We might feel love in our fingertips ---- but did the Ancient Mesopotamians?
        A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago.

      

      
        Lasting effects of common herbicide on brain health
        New research identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the mo...

      

      
        Novel all-in-one computational pipeline identifies protein biomarkers associated with Alzheimer's disease and predicts 3D structural alterations
        Researchers have developed a novel computational pipeline designed to identify protein biomarkers associated with complex diseases, including Alzheimer's disease (AD). This innovative tool analyzes biomarkers that can induce 3D structural changes in proteins, providing critical insights into disease mechanisms and highlighting potential targets for therapeutic intervention. The findings could lead to advancements in early detection and treatment strategies for Alzheimer's disease, which has long ...

      

      
        Scientists develop coral-inspired material to revolutionize bone repair
        Researchers have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.

      

      
        Study shows significant rise in psychotherapy use among adults, but gains are uneven across socioeconomic groups
        Access to psychotherapy has risen substantially among U.S. adults with mild to moderate distress since 2018, according to a new study. The increase in psychotherapy use is particularly notable among younger adults, women, college-educated individuals, and those with higher family incomes. Privately insured individuals also experienced greater gains in psychotherapy use compared to those who are publicly insured or uninsured.

      

      
        The surprising effect of stress on your brain's reward system
        Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

      

      
        Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women
        An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research.

      

      
        Long-term benefit from anti-hormonal treatment is influenced by menopausal status
        Today, women with estrogen-sensitive breast cancer receive anti-hormonal therapy. Researchers now show that postmenopausal women with low-risk tumors have a long-term benefit for at least 20 years, while the benefit was more short-term for younger women with similar tumor characteristics who had not yet gone through the menopause.

      

      
        Research on neurodegeneration in spider brain leads neuroscientists to groundbreaking new discovery in Alzheimer's-affected human brains
        What do spiders and Alzheimer's disease have in common? A team of researchers may have just uncovered the answer. Researchers from have made a groundbreaking connection between brain 'waste canals' and Alzheimer's disease -- a discovery inspired by studying spider brains. Their findings offer a new perspective on the cellular mechanisms behind neurodegeneration and the development of hallmark features like amyloid plaques and tau tangles.

      

      
        Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain
        New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.

      

      
        Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals
        A research group has discovered that in mammals, a protein kinase A (PKA) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin promote sleep. This study revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness at the molecular level.

      

      
        Brain scan predicts effectiveness of spinal cord surgery
        A 10-minute brain scan can predict the effectiveness of a risky spinal surgery to alleviate intractable pain. The result gives doctors a much-needed biomarker to discuss with patients considering spinal cord stimulation.

      

      
        Discovery may open new way to attack prostate cancer
        A special protein can play a key role in the fight against certain types of prostate cancer. Until now, treatments have involved blocking the protein in question that builds a so-called signalling pathway, but now the researchers show that by instead doing the opposite and activating the protein and signalling pathway, the cancer is counteracted.

      

      
        DNA secreted by tumor cell extracellular vesicles prompts anti-metastatic immune response
        Specially packaged DNA secreted by tumor cells can trigger an immune response that inhibits the metastatic spread of the tumor to the liver, according to a new study. The discovery improves the scientific understanding of cancer progression and anticancer immunity, and could yield new clinical tools for assessing and reducing metastasis risk.

      

      
        New hope for schizophrenia: iTBS over the left DLPFC improves negative and cognitive symptoms
        Theta burst stimulation (TBS) is a non-invasive brain stimulation technique known for modifying human behavior and treating neurological diseases. A group of scientists conducted a systematic review and network meta-analysis to determine the effective TBS protocols for addressing schizophrenia symptoms and cognitive impairment. Their findings suggest that intermittent TBS over the left dorsolateral prefrontal cortex may offer a promising alternative to antipsychotic drug-based treatment.

      

      
        The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not
        Hepatitis B virus (HBV) has a narrow host range, mainly infecting hominoids. A new study reveals the structural differences in the liver cell receptor (NTCP) between humans and monkeys, explaining why HBV infects humans but not monkeys. This marks a significant medical breakthrough, by identifying new molecular targets for anti-HBV drug development for treating hepatitis B, a disease that places a tremendous burden on the global economy.

      

      
        Taking high-dose vitamin D supplements for five years did not affect the incidence of type 2 diabetes
        Using significantly higher doses of vitamin D than recommended for five years did not affect the incidence of type 2 diabetes in elderly men and women, according to a new study.

      

      
        Scientists identify brain cell type as master controller of urination
        Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.

      

      
        Brain mapping advances understanding of human speech and hallucinations in schizophrenia
        Voice experiments in people with epilepsy have helped trace the circuit of electrical signals in the brain that allow its hearing center to sort out background sounds from their own voices.

      

      
        Imaging synaptic vesicles in 3D
        Researchers have used cryo-electron tomography to uncover new details of the molecular structure of synaptic vesicles, which help transport neurotransmitters in the brain. The study could inform therapeutic strategies for psychiatric disorders.

      

      
        Largest-ever exome study offers blueprint for biomedical breakthroughs
        Scientists have achieved a significant milestone generating a large collection of exome data, which include genes that code for proteins -- key to understanding health and disease.

      

      
        Immune T cells become exhausted in chronic fatigue syndrome patients
        Chronic fatigue syndrome creates conditions where pathogen-killing immune T cells become exhausted, according to a new study.

      

      
        Controlling matter at the atomic level
        Physicists are getting closer to controlling single-molecule chemical reactions -- could this shape the future of pharmaceutical research?

      

      
        New bioprinting technique creates functional tissue 10x faster
        Researchers have developed a novel bioprinting technique that uses spheroids, which are clusters of cells, to create complex tissue. This new technique improves the precision and scalability of tissue fabrication, producing tissue 10-times faster than existing methods.

      

      
        Controlling a cancer-associated gene can mimic muscle growth from exercise
        Knowing the precise mechanisms by which MYC drives muscle growth could prove instrumental in creating therapies that reduce muscle loss from aging, potentially improving independence, mobility and health.

      

      
        How dementia affects the brain's ability to empathize
        Patients with frontotemporal dementia often lack the ability to empathize. A study has now shown that these patients do not show the same brain activity as healthy individuals when they witness the pain of others, a finding that it is hoped will increase understanding of this specific dementia disease.

      

      
        An inflatable gastric balloon could help people lose weight
        Engineers designed a new type of gastric balloon that can be inflated and deflated as needed. It could offer an alternative for people who don't want to undergo more invasive treatments such as gastric bypass surgery, or people who don't respond well to weight-loss drugs.

      

      
        Combo-drug treatment to combat Melioidosis
        A new approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic 'vulnerabilities,' researchers offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

      

      
        Rats on cocaine: When aversion is not enough
        Propensity to addiction starts with the very first drug use experience, a new study shows.

      

      
        Researchers design novel immunotherapy for brain cancer
        Scientists created a new therapeutic design for glioblastoma, the deadliest form of brain cancer. The lab engineered molecules called trispecifics that connect cancer-killing T cells with not just one but two different brain cancer receptors.

      

      
        DNA damage is key factor in age-related macular degeneration
        A research team has discovered that accumulated DNA damage in the retina is a key contributor to age-related macular degeneration and that targeting specific retinal cell types may lead to treatments that slow or stop progression.

      

      
        Home and neighborhood environments impact sedentary behavior in teens globally
        Adolescents worldwide are spending an average of 8 to 10 hours per day engaging in sedentary activities such as watching television, using electronic devices, playing video games and riding in motorized vehicles, according to a multinational study.

      

      
        Peat-bog fungi produce substances that kill tuberculosis-causing bacteria
        An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols.

      

      
        How the speed of viral spread can be estimated by the analysis of genomic sequences
        Evaluating the speed at which viruses spread and transmit across host populations is critical to mitigating disease outbreaks. A new study evaluates the performance of statistics measuring how viruses move across space and time in infected populations.

      

      
        Gluing treatment to cancer
        Treatment for more advanced and difficult-to-treat head and neck cancers can be improved with the addition of polyvinyl alcohol (PVA), the same ingredient used in children's glue. Researchers found that combining PVA with a boron-containing compound, D-BPA, improved the effects of a type of radiation therapy for cancer, compared to currently clinically used drugs. The PVA made the drug more selective of tumor cells and prolonged drug retention, helping to spare healthy cells from unnecessary radi...

      

      
        DNA engineered to mimic biological catch bonds
        In a first-of-its-kind breakthrough, a team of researchers has developed an artificial adhesion system that closely mimics natural biological interactions. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

      

      
        Pregnancy enhances natural immunity to block severe flu
        Scientists have discovered that pregnancy may trigger a natural immunity to boost protection against severe flu infection. Contrary to the common belief that pregnancy increases vulnerability to infections, researchers found that it strengthened an immune defense in mice, blocking the Influenza A virus from spreading to the lungs, where it can cause severe infection.

      

      
        Trials and tribulations of cell therapy for heart failure, an update on ongoing trials
        A critical review of cell-based and cell product-based therapies for the treatment of heart failure details 20 years of completed and ongoing clinical trials. While none has yet gained medical approval, pathways to new treatments for heart failure can take decades, as seen for two other, now accepted therapies.

      

      
        Even low levels of arsenic in drinking water raise kidney cancer risk
        New research findings indicate that exposure to even low levels of arsenic poses significant health risks, including an increased risk of kidney cancer.

      

      
        How a middle schooler found a new compound in a piece of goose poop
        A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.
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Eating high-processed foods impacts muscle quality, study finds | ScienceDaily
A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a study being presented today at the annual meeting of the Radiological Society of North America (RSNA). Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.


						
The use of natural and minimally processed ingredients in many modern diets has decreased, more often being replaced with ingredients that have been industrially processed, artificially flavored, colored or chemically altered.

Foods such as breakfast cereals, margarines/spreads, packaged snacks, hot dogs, soft drinks and energy drinks, candies and desserts, frozen pizzas, ready-to-eat meals, mass-produced packaged breads and buns, and more, include synthesized ingredients and are highly processed.

These ultra-processed foods usually have longer shelf lives and are highly appealing, as they are convenient and contain a combination of sugar, fat, salt and carbohydrates which affect the brain's reward system, making it hard to stop eating.

For the study, researchers set out to assess the association of ultra-processed food intake and their relationship to intramuscular fat in the thigh.

"The novelty of this study is that it investigates the impact of diet quality, specifically the role of ultra-processed foods in relation to intramuscular fat in the thigh muscles assessed by MRI," said author Zehra Akkaya, M.D., researcher and former Fulbright Scholar in the Department of Radiology and Biomedical Imaging at the University of California, San Francisco. "This is the first imaging study looking into the relationship between MRI-based skeletal muscle quality and quality of diet."

For the study, researchers analyzed data from 666 individuals who participated in the Osteoarthritis Initiative who were not yet affected by osteoarthritis, based on imaging. The Osteoarthritis Initiative is a nationwide research study, sponsored by the National Institutes of Health, that helps researchers better understand how to prevent and treat knee osteoarthritis.




"Research from our group and others has previously shown that quantitative and functional decline in thigh muscles is potentially associated with onset and progression of knee osteoarthritis," Dr. Akkaya said. "On MRI images, this decline can be seen as fatty degeneration of the muscle, where streaks of fat replace muscle fibers."

Of the 666 individuals, (455 men, 211 women) the average age was 60 years. On average, participants were overweight with a body mass index (BMI) of 27. Approximately 40% of the foods that they ate in the past year were ultra-processed.

The researchers found that the more ultra-processed foods people consumed, the more intramuscular fat they had in their thigh muscles, regardless of energy (caloric) intake.

"In an adult population at risk for but without knee or hip osteoarthritis, consuming ultra-processed foods is linked to increased fat within the thigh muscles," Dr. Akkaya said. "These findings held true regardless of dietary energy content, BMI, sociodemographic factors or physical activity levels."

Targeting modifiable lifestyle factors -- mainly prevention of obesity via a healthy, balanced diet and adequate exercise -- has been the mainstay of initial management for knee osteoarthritis, Dr. Akkaya noted.

"Osteoarthritis is an increasingly prevalent and costly global health issue. It is the largest contributor to non-cancer related health care costs in the U.S. and around the world," Dr. Akkaya said. "Since this condition is highly linked to obesity and unhealthy lifestyle choices, there are potential avenues for lifestyle modification and disease management."

By exploring how ultra-processed food consumption impacts muscle composition, this study provides valuable insights into dietary influences on muscle health.

"Understanding this relationship could have important clinical implications, as it offers a new perspective on how diet quality affects musculoskeletal health," Dr. Akkaya said.

Co-authors are Gabby B. Joseph, Ph.D., Katharina Ziegeler, M.D., Wynton M. Sims, John A. Lynch, Ph.D., and Thomas M. Link, M.D., Ph.D.
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Natural 'biopesticide' against malaria mosquitoes successful in early field tests | ScienceDaily
An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests led by researchers at the Johns Hopkins Bloomberg School of Public Health.


						
The biopesticide is a powder made from the dead cells of a common soil-dwelling bacterial species. The researchers showed that the biopesticide efficiently kills both ordinary and chemical-pesticide-resistant mosquitoes when included in standard baits. Even at sub-lethal doses, the biopesticide inhibits malaria transmission and makes mosquitoes more vulnerable to standard chemical pesticides. The encouraging findings from initial trials in western Africa suggest larger field tests could, if successful, one day lead to broad use of the new biopesticide in malaria-endemic parts of the world.

The study was published online December 4in Science Advances.

"This biopesticide has a unique set of features that suggest it could be a powerful new weapon against malaria," says study senior author George Dimopoulos, PhD, deputy director of the Johns Hopkins Malaria Research Institute in the Bloomberg School's Department of Molecular Microbiology and Immunology.

Malaria, a parasitic disease spread by Anopheles mosquitoes, has long been one of the world's top killers. According to World Health Organization estimates, there are about 250 million cases and 600,000 deaths annually, mostly children under five in sub-Saharan Africa. Malaria vaccines have been developed, but are not broadly available or very efficient in preventing disease. While mosquito-killing chemical pesticides have been the most effective weapons against malaria to date, the insects have developed significant resistance to these compounds. New antimalarial tools are urgently needed.

The new biopesticide emerged from a project conducted by Dimopoulos and his team in Panama more than a decade ago. The team caught wild mosquitoes and catalogued bacterial species in their gastrointestinal tracts to see if any could affect the mosquito's ability to harbor and transmit pathogens. Ultimately, they found one, a species of Chromobacterium, that at low doses inhibits the insects' ability to transmit pathogens such as the malaria parasite and dengue virus -- and at higher doses kills both adult and larval mosquitoes. This discovery suggested the bacterium could be the first biopesticide for use against disease-transmitting mosquitoes.

To avoid the complications of working with a live organism, the researchers developed a powder preparation made from dead, dried cells of the bacterium. They found that the powder retains the bacterium's mosquitocidal properties, and also has a years-long shelf life and very high heat stability. Early tests also found that the biopesticide has no evident toxic effects on mammalian cells, is readily ingested by mosquitoes when dissolved in standard mosquito baits, and -- unlike chemical insecticides -- does not lead to the development of genetic resistance in mosquitoes even after ten generations of mild exposure.




In the new study, the researchers tested the new biopesticide in laboratory conditions, and in "MosquitoSphere" facilities -- large, net-enclosed spaces simulating village and agricultural settings -- in Burkina Faso. The biopesticide killed both laboratory and wild-caught strains of Anopheles, including those with resistance to different kinds of chemical pesticides. Even when the biopesticide didn't kill the insects, it largely reversed their chemical insecticide resistance.

At the highest dose of 200 mg/ml, the biopesticide wiped out the vast majority of the mosquitoes in the MosquitoSphere facilities, and the researchers' mathematical modeling suggested that it would dramatically reduce local mosquito populations in real-world conditions.

Mosquitoes exposed to the biopesticide even at low doses were also severely impaired in their ability to seek out a host for blood meals. In the relatively few insects that succeeded in ingesting malaria parasite-infected blood in experiments, the ability of the parasites to infect the mosquito was sharply reduced as well. These results suggest that the biopesticide overall could have a very potent effect at reducing malaria transmission.

The researchers' results so far suggest that the biopesticide works by modifying the activity of a key detoxification enzyme in mosquitoes, essentially turning the insects' detox systems against them -- which would explain why the biopesticide has such a strong synergy with chemical pesticides.

The researchers now plan to seek U.S. Environmental Protection Agency approval for the new biopesticide, and to set up larger-scale field tests to further assess its ability to reduce malaria incidence.

They also plan more experiments to identify the component or components of the Chromobacterium that account for its potent anti-mosquito effects.

"It was never my intention to focus on biopesticides," says Dimopoulos, whose primary focus has been malaria mosquito immunity. "But that's how these discoveries have worked out, and it's exciting that we've identified something novel with malaria control potential."

"Chromobacterium biopesticide overcomes insecticide resistance in malaria vector mosquitoes" was co-authored by Chinmay Tikhe, Sare Issiaka, Yuemei Dong, Mary Kefi, Mihra Tavadia, Etienne Bilgo, Rodrigo Corder, John Marshall, Abdoulaye Diabate, and George Dimopoulos.

Funding was provided by the U.S. Agency for International Development (USAID), the Innovative Vector Control Consortium, and the Johns Hopkins Malaria Research Institute.
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Climate-ready crop | ScienceDaily
A team from the University of Illinois has engineered potato to be more resilient to global warming showing 30% increases in tuber mass under heatwave conditions. This adaptation may provide greater food security for families dependent on potatoes, as these are often the same areas where the changing climate has already affected multiple crop seasons.


						
"We need to produce crops that can withstand more frequent and intense heatwave events if we are going to meet the population's need for food in regions most at risk from reduced yields due to global warming," said Katherine Meacham-Hensold, scientific project manager for the Realizing Increased Photosynthetic Efficiency (RIPE) at Illinois. "The 30% increase in tuber mass observed in our field trials shows the promise of improving photosynthesis to enable climate-ready crops."

Meacham-Hensold led this work for RIPE, an international research project that aims to increase global food access to food by developing food crops that turn the sun's energy into food more efficiently. RIPE was supported from 2017-2023 by the Bill & Melinda Gates Foundation, Foundation for Food & Agriculture Research, and U.K. Foreign, Commonwealth & Development Office and is currently supported by Bill & Melinda Gates Agricultural Innovations (Gates Ag One).

The Challenge

Photorespiration is a photosynthetic process that has been shown to reduce the yield of soybean, rice, and vegetable crops by up to 40%. Photorespiration occurs when Rubisco reacts with an oxygen molecule rather than CO2, which occurs around 25% of the time under ideal conditions but more frequently in high temperatures. Plants then have to use a large amount of energy to metabolize the toxic byproduct caused by photorespiration (glycolate). Energy that could have been used for greater growth.

"Photorespiration is a large energy cost for the plant," said Meacham-Hensold. "It takes away from food production as energy is diverted to metabolizing the toxin. Our goal was to reduce the amount of wasted energy by bypassing the plant's original photorespiratory pathway."

Previous RIPE team members had shown that by adding two new genes, glycolate dehydrogenase and malate synthase, to model plants' pathways, they could improve photosynthetic efficiency. The new genetics would metabolize the toxin (glycolate) in the chloroplast, the leaf compartment responsible for photosynthesis, rather than needing to move it through other regions of the cell.




The solution

These energy savings drove growth gains in the model crop, which the current team hoped would translate to increased mass in their food crop. Not only did they see a difference, the benefits, recently published in Global Change Biology, were tripled under heatwave conditions, which are becoming more frequent and more intense as global warming progresses.

Three weeks into the 2022 field season, while the potatoes were still in their early vegetative growth phase, a heatwave kept temperatures above 95degF (35degC) for four straight days, breaking 100degF (38degC) twice. After a couple of days of reprieve the temperatures shot up near 100deg again.

Rather than withering in the heat, the modified potatoes grew 30% more tubers than the control group potatoes, taking full advantage of their increased thermotolerance of photosynthetic efficiency.

"Another important feature of this study was the demonstration that our genetic engineering of photosynthesis that produced these yield increases had no impact on the nutritional quality of the potato," said Don Ort, Robert Emerson Professor of Plant Biology and Crop Sciences and Deputy Director of the RIPE project. "Food security is not just about the amount of calories that can be produced but we must also consider the quality of the food."

Multi-location field trials are needed to confirm the team's findings in varying environments, but encouraging results in potatoes could mean similar results could be achieved in other root tuber crops like cassava, a staple food in Sub-Saharan African countries expected to be heavily impacted by rising global temperatures.
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The heart has its own 'brain' | ScienceDaily
New research from Karolinska Institutet and Columbia University shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases. The study, conducted on zebrafish, is published in Nature Communications.


						
The heart has long been thought to be controlled solely by the autonomic nervous system, which transmits signals from the brain. The heart's neural network, which is embedded in the superficial layers of the heart wall, has been considered a simple structure that relays the signals from the brain. However, recent research suggests that it has a more advanced function than that.

Controlling the heartbeat

Scientists have now discovered that the heart has its own complex nervous system that is crucial to controlling its rhythm.

"This 'little brain' has a key role in maintaining and controlling the heartbeat, similar to how the brain regulates rhythmic functions such as locomotion and breathing," explains Konstantinos Ampatzis, principal researcher and docent at the Department of Neuroscience, Karolinska Institutet, Sweden, who led the study.

The researchers identified several types of neurons in the heart that have different functions, including a small group of neurons with pacemaker properties. The finding challenges the current view on how the heartbeat is controlled, which may have clinical implications.

Similar to the human heart

"We were surprised to see how complex the nervous system within the heart is," says Konstantinos Ampatzis. "Understanding this system better could lead to new insights into heart diseases and help develop new treatments for diseases such as arrhythmias."




The study was conducted on zebrafish, an animal model that exhibits strong similarities to human heart rate and overall cardiac function. The researchers were able to map out the composition, organisation and function of neurons within the heart using a combination of methods such as single-cell RNA sequencing, anatomical studies and electrophysiological techniques.

New therapeutic targets

"We will now continue to investigate how the heart's brain interacts with the actual brain to regulate heart functions under different conditions such as exercise, stress, or disease," says Konstantinos Ampatzis. "We aim to identify new therapeutic targets by examining how disruptions in the heart's neuronal network contribute to different heart disorders."

The study was done in close collaboration with researchers at Columbia University, USA, and was funded by, among others, the Dr. Margaretha Nilsson Foundation, Erik and Edith Fernstrom Foundation, StratNeuro and Karolinska Institutet. There are no reported conflicts of interest.
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20th century lead exposure damaged American mental health | ScienceDaily
In 1923, lead was first added to gasoline to help keep car engines healthy. However, automotive health came at the great expense of our own well-being.


						
A new study calculates that exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive. The research estimates that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

The findings, from Aaron Reuben, a postdoctoral scholar in neuropsychology at Duke University, and colleagues at Florida State University, suggest that Americans born before 1996 experienced significantly higher rates of mental health problems as a result of lead, and likely experienced changes to their personalities that would have made them less successful and resilient in life.

Leaded gas for cars was banned in the U.S. in 1996, but the researchers say that anyone born before then, and especially during the peak of its use in the 1960s and 1970s, had concerningly high lead exposures as children.

The team's paper will appear the week of December 4 in the Journal of Child Psychology and Psychiatry.

Lead is neurotoxic and can erode brain cells and alter brain function after it enters the body. As such, there is no safe level of exposure at any point in life, health experts say. Young children are especially vulnerable to lead's ability to impair brain development and alter brain health. Unfortunately, no matter what age, our brains are ill-equipped for keeping lead toxicity at bay.

Because water systems in older American cities still contain lead pipes, the EPA issued regulations in October that give cities 10 years to identify and replace lead plumbing, and $2.6 billion to get it done. Earlier this year the EPA also lowered the level of lead in soil that it considers to be potentially hazardous, resulting in an estimated 1 in 4 U.S. households having soil that may require cleanup.




"Humans are not adapted to be exposed to lead at the levels we have been exposed to over the past century," Reuben said. "We have very few effective measures for dealing with lead once it is in the body, and many of us have been exposed to levels 1,000 to 10,000 times more than what is natural."

Over the past century, lead was used in paint, pipes, solder, and, most disastrously, automotive fuel. Numerous studies have linked lead exposure to neurodevelopmental and mental health problems, particularly conduct disorder, attention-deficit / hyperactivity disorder, and depression. But until now it has not been clear how widespread lead-linked mental illness symptoms would have been.

To answer the complex question of how leaded gas use for more than 75 years may have left a permanent mark on human psychology, Reuben and his co-authors Michael McFarland and Mathew Hauer, both professors of sociology at Florida State University, turned to publicly available nationwide data.

Using historical data on U.S. childhood blood-lead levels, leaded-gas use, and population statistics, they determined the likely lifelong burden of lead exposure carried by every American alive in 2015. From this data, they estimated lead's assault on mental health and personality by calculating "mental illness points" gained from leaded gas exposure as a proxy for its harmful impact on public health.

"This is the exact approach we have taken in the past to estimate lead's harms for population cognitive ability and IQ," McFarland said, noting that the research team previously identified that lead stole 824 million IQ points from the U.S. population over the past century.

"We saw very significant shifts in mental health across generations of Americans," Hauer said. "Meaning many more people experienced psychiatric problems than would have if we had never added lead to gasoline." Lead exposure led to greater rates of diagnosable mental disorders, like depression and anxiety, but also greater rates of individuals experiencing more mild distress that would impair their quality of life.




"For most people, the impact of lead would have been like a low-grade fever," Reuben said. "You wouldn't go to the hospital or seek treatment, but you would struggle just a bit more than if you didn't have the fever."

Lead's effect on brain health has also been linked to changes in personality that show up at the national level. "We estimate a shift in neuroticism and conscientiousness at the population level," McFarland said.

As of 2015, more than 170 million Americans (more than half of the U.S. population) had clinically concerning levels of lead in their blood when they were children, likely resulting in lower IQs and more mental health problems, and likely putting them at higher risk for other long-term health impairments, such as increased cardiovascular disease.

Leaded gasoline consumption rose rapidly in the early 1960s and peaked in the 1970s. As a result, Reuben and his colleagues found that essentially everyone born during those two decades were nearly certain to have been exposed to pernicious levels of lead from car exhaust. The generation with the greatest lead exposures, Generation X (1965-1980), would have seen the greatest mental health losses.

"We are coming to understand that lead exposures from the past -- even decades in the past -- can influence our health today," Reuben said. "Our job moving forward will be to better understand the role lead has played in the health of our country, and to make sure we protect today's children from new lead exposures wherever they occur."
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Preventing brain injury complications with specialized optical fibers | ScienceDaily
Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers reporting in ACS Sensors have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.


						
After a traumatic brain injury, such as a concussion, secondary damage can occur from swelling in the brain. Biomarkers found in blood or spinal fluid provide medical professionals with information on brain health; however, many current methods struggle to monitor multiple biomarkers at the same time. So, Yuqian Zhang, Ali Yetisen and colleagues wanted to create an optical fiber system that concurrently monitors six key brain health biomarkers: temperature, pH, and concentrations of dissolved oxygen, glucose, sodium ions and calcium ions. Optical fibers, similar to the larger ones used in underground fiber optic cabling, are ideal for medical applications because of their small size and their ability to interact with light-absorbing biomarkers or tissues in measurable patterns.

The researchers outfitted six optical fibers with fluorescent tips specific to each biomarker. A special multi-wavelength laser was shone through the fibers and used to monitor the analytes. When one target analyte interacted with a fluorescent tip, the change in brightness was recorded by a computer. Then the six fibers, along with an extra fiber to boost the calcium signal's measurement, were incorporated into a 2.5-millimeter-thick catheter to create a cerebrospinal fluid sensing system. Machine-learning-driven algorithms detangled the fluorescence signals from one another, providing an easy readout of each biomarker.

The catheter sensing system successfully detected the six biomarkers in an experiment with animal brains designed to mimic the conditions of the human brain after a traumatic injury. Next, cerebrospinal fluid samples were collected from healthy human participants and spiked with the brain health biomarkers of interest. The sensing system accurately determined pH, temperature and dissolved oxygen level in these samples and identified changes in the concentrations of the ions and glucose. The researchers say this work demonstrates that their optical fiber system can detect when a secondary injury might be imminent and could help monitor complications from these traumatic injuries in patients.

The authors acknowledge funding from the Royal Society, the National Natural Science Foundation of China and the China Scholarship Council.
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AI helps researchers dig through old maps to find lost oil and gas wells | ScienceDaily
Scattered across the United States are remnants from almost 170 years of commercial drilling: hundreds of thousands of forgotten oil and gas wells. These undocumented orphaned wells (UOWs) are not listed in formal records, and they have no known (or financially solvent) operators. They are often out of sight and out of mind -- a hazardous combination.


						
If the wells weren't properly plugged, they can potentially leak oil and chemicals into nearby water sources or send toxic substances like benzene and hydrogen sulfide into the air. They can also contribute to climate change by emitting the greenhouse gas methane, which is about 28 times as potent as carbon dioxide at trapping heat in our atmosphere on a hundred-year timescale (with even higher global warming potential over shorter periods).

To find UOWs and measure methane emissions in the field, researchers are using modern tools, including drones, laser imaging, and suites of sensors. But the contiguous United States covers more than 3 million square miles. To better predict where the undocumented wells might be, researchers first pair the new with the old: modern artificial intelligence (AI) and historical topographic maps.

"While AI is a contemporary and rapidly evolving technology, it should not be exclusively associated with modern data sources," said Fabio Ciulla, a postdoctoral fellow at the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab) and lead author of a case study on using artificial intelligence to find UOWs published today in the journal Environmental Science & Technology. "AI can enhance our understanding of the past by extracting information from historical data on a scale that was unattainable just a few years ago. The more we go into the future, the more you can also use the past."

Since 2011, the United States Geological Survey has uploaded 190,000 scans of historical USGS topographic maps made between 1884 and 2006. Crucially, the maps are geotagged, meaning each pixel corresponds to coordinates that can be easily referenced.

Ciulla pulled together quadrangle maps, rectangular maps that cover a set amount of latitude and longitude and were mapped at a scale where one inch represents 2000 feet. Between 1947 and 1992, these maps also used consistent symbols for oil and gas wells: a hollow black circle.

"For a human being, looking at this circle and recognizing it is extremely easy," Ciulla said. "Until recently, this was the only available method to extract information from these maps -- but that strategy does not scale well if we want to apply it to thousands of maps. This is where artificial intelligence comes into play."

For this approach to work, the Berkeley Lab research team needed to teach the AI how to identify the correct symbols amidst all the other visual information. It also needed to work on maps with different terrain and colors, as well as maps in different conditions (old, new, stained, pristine).




"This problem is equivalent to finding a needle in a haystack, since we are trying to find a few unknown wells that are scattered in the midst of many more documented wells," said Charuleka Varadharajan, a scientist at Berkeley Lab and senior author of the study.

Researchers used a digital tool to manually mark oil wells on nearly 100 maps from California and create a training set for the AI. Once taught to find the hollow circles and to ignore false positives (such as cul-de-sacs or symbols with circular patterns, like the number 9 or letter "o"), the algorithm could be applied to any of the USGS maps with the same symbols. And because the maps were georeferenced, the algorithm could take the coordinates for the oil wells marked on the map and compare them with coordinates for documented wells.

To detect a potential undocumented orphaned well, the team selected well symbols that were more than 100 meters from a known well to account for potential errors in well coordinates. They also built a novel tool that lets a human quickly vet what the algorithm finds, double checking that the AI is correctly interpreting the symbols on the map.

Researchers used the AI algorithm to scour four counties of interest that had substantial early oil production -- Los Angeles and Kern counties in California, and Osage and Oklahoma counties in Oklahoma -- and found 1,301 potential undocumented orphaned wells. So far, researchers have verified 29 of the UOWs using satellite images and another 15 from surveys in the field; additional investigation on the ground will be needed to confirm other potential wells.

"With our method, we were conservative about what would be considered as a potential undocumented orphaned well," Varadharajan said. "We intentionally chose to have more false negatives than false positives, since we wanted to be careful about the individual well locations identified through our approach. We think that the number of potential wells we've found is an underestimate, and we might find more wells with more refinement of our methods."

From the map to the field

The first pass at verifying an undocumented well happens remotely. Researchers consult satellite images and historical aerial photos, looking for features like oil derricks and pump jacks (or their shadows), lifting equipment, oil pads, storage tanks, or disturbed ground.




In many cases, wells were capped at or below the surface level, leaving no obvious sign in reference images. Instead, researchers need to head into the field with equipment to confirm whether a well exists.

At a predicted well location, researchers look for any surface well structures. If there aren't any, they walk in a grid or spiral pattern carrying a magnetometer, which measures magnetic fields. Buried metal well casings disturb the magnetic field, allowing researchers to home in on the well. Once they finish surveying the area, researchers save the magnetometer file, record whether or not a well was found, and -- if so -- take a picture of the site, record GPS coordinates, and check for methane leaks.

For the wells they could verify, the Berkeley Lab team found the UOWs were located an average of 10 meters from where the algorithm and map predicted. They believe the AI approach is the first that can identify the precise locations for potential UOWs at county scales. And with the bounty of maps covering the United States, the technique can be scaled up and translated to other regions of interest.

The AI mapping and verification effort is part of a much larger project to address UOWs: the Consortium Advancing Technology for Assessment of Lost Oil & Gas Wells (CATALOG). The program is led by Los Alamos National Laboratory and includes research teams from Berkeley Lab, Lawrence Livermore National Laboratory, the National Energy Technology Laboratory, and Sandia National Laboratories.

It's a big collaboration to address an equally sprawling problem: The Interstate Oil and Gas Compact Commission estimated in 2021 that there are somewhere between 310,000 and 800,000 undocumented orphaned wells across the United States.

Regulations for drilling and plugging emerged at different times in different states, long after the first wells were drilled. In early years of drilling, many wells were left open or filled with questionable plugs, making it possible for oil, gas, brine, or chemicals to later escape. Once identified, wells can be properly "plugged and abandoned" by filling the borehole with cement, keeping oil out of water and methane out of the atmosphere.

CATALOG aims to improve ways to find wells, detect and measure methane, rapidly screen wells for their condition, unite information from different sources, and prioritize wells for plugging. The goal is to create tools (like AI well prediction) that can be used anywhere in the United States and are inexpensive enough to be adopted.

At nearly 1.5 million acres, the Osage Nation acts as one proving ground for CATALOG's technology and techniques. Partners from the Osage Nation provide essential feedback, evaluating the pros and cons of the equipment used in the field and the accuracy of the information generated.

"The collaboration between the Osage Nation and CATALOG has been mutually beneficial and productive," said Craig Walker, director of Osage Nation Natural Resources. "Utilizing AI and state-of-the-art detection equipment has filled data gaps in records and led to the discovery of some undocumented wells in the area, and has streamlined various processes within the Osage Nation Orphan Well Program."

Berkeley Lab scientist Sebastien Biraud, who leads the CATALOG project at Berkeley Lab, heads the effort to assess sensors and new methods to detect and quantify methane emissions. Groups investigating orphaned wells need to quickly assess how much methane is leaking, but high-tech methane sensors are expensive.

Biraud's team is working on how lower-cost, off-the-shelf sensors can be combined as an alternative. The setup includes an anemometer to measure wind speed, a fan (for quick flow rate), a gas analyzer, GPS, and the crucial calculations that let a user factor in the distance to the well to determine roughly how much methane coming out.

"We don't need to know if it's leaking exactly 2.3 grams per hour," Biraud said. "We need to know if it's not leaking, if it's leaking between 10 and 100 grams per hour, or if it's leaking kilograms per hour. And we need to be able to do it in five minutes."

A quick way to measure methane leaks is essential for triaging newly discovered UOWs, and also for efforts to plug known wells.

"There's a requirement now to quantify emissions before and after plugging an oil and gas well," Biraud said. "Both because you want to make sure the plugging is done right, and you also want to quantify the impact of the program itself on our climate mitigation strategies -- particularly for methane emissions, which can cause global warming impacts more quickly than carbon dioxide."

From the field to the sky

Researchers in CATALOG are also investigating ways to scale up undocumented well detection and verification using drones equipped with different sensors. Preprogrammed with set fly routes, the drones can semi-autonomously survey a larger area than researchers could easily access on the ground.

Groups are pursuing several different kinds of sensors, each with their own challenges and benefits. To use a magnetometer from a drone, researchers have to suspend the sensor from a 9-foot cable. If it's placed closer to the drone, the electronics will interfere with capturing the magnetic signature from a well.

A separate drone carries a methane sensor that sips air as it flies, and can factor in methane concentration, wind speed, and wind direction to pinpoint a well location. Yet another technique is flying hyperspectral cameras that look for wavelengths (not visible to human eyes) associated with plumes of methane. And Berkeley Lab researchers are developing a drone-mounted technology that can pick up hard-to-find oil wells, such as those built with wood casings or wells where the metal was stripped for other uses.

There are still other ways to pick up clues for lost wells. Planes with laser systems known as LIDAR can image the ground. Thermal cameras can point toward hidden leaks. CATALOG members are even developing an app that uses a smartphone's magnetometer to search for wells.

"The right way to attack this problem is a multi-layer approach," said Ciulla. "We can layer the information from all these different sources almost as if it were a cake. I can give my contribution with historical maps, someone else can do computations for historical oil production, others bring images or satellites or sensor data. It's a beautiful mix of the old and the new, and I'm fascinated that maps, something that seems so old-fashioned and static, can give us so much useful information if correctly used with the help of current technology."

CATALOG's work to build up tools to curb methane emissions and hazards from undocumented orphaned wells is ongoing.

"We, as a society, really like energy," Biraud said. "But we need to find solutions that limit our emissions. And working with local stakeholders like Native American tribes, the U.S. Forest Service, and the U.S. National Parks Service, we're seeing that this is one way we can have an impact."

The mapping AI tool used resources provided by the Department of Energy's National Energy Research Scientific Computing Center (NERSC), a DOE Office of Science user facility.

This work was supported as part of the Consortium Advancing Technology for Assessment of Lost Oil & Gas, funded by the U.S. Department of Energy, Office of Fossil Energy and Carbon Management, Office of Resource Sustainability, Methane Mitigation Technologies Division's Undocumented Orphan Wells Program.
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Perceptions of parent cannabis use shape teen attitudes | ScienceDaily
Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new Washington State University study.


						
The research, published in the Journal of Child and Family Studies, also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

The findings could ultimately help parents who use cannabis come up with more effective strategies for communicating about the health risks of the drug with their children, especially in states like Washington, where cannabis is legal and mixed societal messages complicate discussions of substance use.

"Parents need to recognize that their use matters," said Stacey J. T. Hust, lead author of the study and a professor of communication at WSU. "If teens perceive their parents use cannabis, whether they actually do or not, it can send the message that the behavior is also acceptable for them, especially without explicit conversations that set boundaries for the teen."

For the study, the WSU team surveyed 276 adolescents aged 13-17 in Washington state about their perceptions of parental cannabis use, their closeness to their parents and the level of parental monitoring in their lives. Key findings show that 32% of teens believed their fathers used cannabis, while 25% thought their mothers did. These perceptions were strongly associated with decreased negative attitudes toward cannabis and increased intentions to use it.

Interestingly, the study found that the influence of parental closeness differed by gender. Adolescents close to mothers who were non-users reported lower intentions to use cannabis. Conversely, teens close to cannabis-using mothers exhibited more positive attitudes and stronger intentions to use the substance. For fathers, closeness was associated with more positive attitudes toward cannabis use, regardless of whether the father used cannabis or not.

The researchers also found that parental monitoring can be a powerful protective factor against underage cannabis use, particularly for boys. Boys who reported higher levels of parental monitoring -- measured by parents knowing their whereabouts and who their friends were -- expressed more negative attitudes toward cannabis than girls under a similar level of supervision.




"Parenting is highly gendered," said Hust. "This study sheds light on how mothers and fathers uniquely impact their children's views on cannabis, providing a roadmap for future research to explore these differences further."

Hust and Jessica Willoughby, an associate professor of Communication at WSU and co-author of the study, said the overall message for parents is that open, honest discussions about cannabis, combined with consistent monitoring, can help mitigate teens' likelihood to view the substance positively or intentions to use it. They recommend parents frame cannabis as an adult decision, akin to alcohol or tobacco, and emphasize its risks.

"Parents need to be thoughtful about how they talk about their use with their kids," Willoughby said. "They need to make clear that cannabis is a product meant for adults and communicate its potential harms, especially for developing adolescent brains."

Moving forward, the researchers plan to build on their study by investigating how parents communicate with their teens about substance use. Future work will explore topics such as the role of parental warmth and closeness in fostering effective conversations about cannabis and other health-related behaviors.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204114021.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Owning a home in the US linked to longer life | ScienceDaily
Dr Casey Breen, Senior Postdoctoral Research Fellow at Oxford University's Leverhulme Centre for Demographic Science and Department of Sociology, conducted the study, published today in Demography.


						
The study found that homeownership was associated with 0.36 years of additional life expectancy for Black male Americans who were born in the early twentieth century, and 0.42 years for their White counterparts.

Dr Casey Breen said 'My study finds homeownership has a meaningful positive impact on life expectancy. These results suggest that social policies that equitably expand homeownership opportunities for Black Americans may help narrow the gap between Black and White male life expectancy in the US.'

According to the study, expanding homeownership opportunities for racial minorities could help mitigate the profound racial disparities in mortality the US is currently experiencing. The study also highlights significant disparities in homeownership rates in the twentieth century, with White Americans being almost twice as likely to own a house than Black Americans. Due to systemic historical issues such as slavery and racism, Black Americans had far fewer opportunities to own their home in 1940 with fewer than 10% doing so between the ages of 18-25 in 1940, and only 40% over the age of 65 owning their homes.

Using data from the 1920 and 1940 census records that were linked to social security mortality records, and a sibling-based identification strategy, the study was able to analyse the different outcomes in life expectancy for American male adults owning a home between the ages of 24 and 35.

While owning a home as opposed to renting can help in the accumulation of wealth, and is associated with better health and living longer, the study found that the property's value had very little impact on life expectancy. The study also discusses other reasons for this increase in life expectancy for homeowners including a stronger social community, the psychological benefits of homeownership, and better living conditions.

Dr Casey Breen said 'This study also shows that there is a meaningful, statistically significant difference in life expectancy between Americans owning their home and those who rent, with homeowners in early adulthood living approximately six months longer at age 65 than those who rent.'

The study controlled for factors such as education attainment, race, income, marital status, and shared family background to provide a snapshot of how US homeownership affected life expectancy in the twentieth century. However, it is important to note that the sample was restricted in terms of gender, ethnicity, nationality and historical context, and is unlikely to be representative of other populations.
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CRISPR-Cas technology: Balancing efficiency and safety | ScienceDaily
Genome editing with various CRISPR-Cas molecule complexes has progressed rapidly in recent years. Hundreds of labs around the world are now working to put these tools to clinical use and are continuously advancing them.


						
CRISPR-Cas tools allow researchers to modify individual building blocks of genetic material in a precise and targeted manner. Gene therapies based on such gene editing are already being used to treat inherited diseases, fight cancer and create drought- and heat-tolerant crops.

Starting the repair

The CRISPR-Cas9 molecular complex, also known as genetic scissors, is the most widely used tool by scientists around the world. It cuts the double-stranded DNA at the exact site where the genetic material needs to be modified. This contrasts with newer gene editing methods, which do not cut the double strand.

The cut activates two natural repair mechanisms that the cell uses to repair such damage: a fast but imprecise one that reconnects only the ends of the cut DNA, and a slow and precise one that is slow and thorough but not activated in every case. The latter requires a copyable template for repair to accurately rejoin the DNA at the cut site.

The slow variant is called homology-directed repair. Researchers want to use this method of repair because it allows the precise integration of individual DNA segments into a desired gene region. The approach is very flexible and can be used to repair different disease genes. "In principle, it could be used to cure any disease," says Jacob Corn, Professor of Genome Biology at ETH Zurich.

Boosting efficiency with one molecule

To get the cell to use homology-directed repair, the researchers recently began using a molecule called AZD7648, which blocks fast repair and forces the cell to use homology-directed repair. This approach is expected to accelerate the development of more efficient gene therapies. Initial studies with these new therapies have been good. Too good to be true, as it turned out.




A research group led by Jacob Corn has just discovered that the use of AZD7648 has serious side effects. The study has just been published in the journal Nature Biotechnology.

Massive genetic changes

Although AZD7648 promotes precise repair and thus precise gene editing using the CRISPR-Cas9 system as hoped, in a significant proportion of cells this has led to massive genetic changes in a part of the genome that was expected to be modified without scarring. The ETH researchers found that these changes resulted in the simple deletion of thousands and thousands of DNA building blocks, known as bases. Even whole chromosome arms broke off. This makes the genome unstable, with unpredictable consequences for the cells edited by the technique.

"When we analysed the genome at the sites where it had been edited, it looked correct and precise. But when we analysed the genome more broadly, we saw massive genetic changes. These are not seen when you only analyse the short, edited section and its immediate neighbourhood," says Gregoire Cullot, a postdoctoral fellow in Corn's group and first author of the study.

Extent of damage is large

The extent of the negative effects surprised the researchers. In fact, they suspect that they do not yet have a complete picture of the full extent of the damage because they did not look at the entire genome when analysing the modified cells, only partial regions.




New tests, approaches and regulations are therefore needed to clarify the extent and potential of the damage.

The molecule AZD7648 is not unknown. It is currently in clinical trials as a potential cancer treatment.

But how did the ETH researchers become aware of the problem? In other studies, the researchers showed how highly effective and precise CRISPR-Cas9 gene editing is when AZD7648 is added. "This made us suspicious, so we took a closer look," says Jacob Corn.

The ETH researchers then analysed the sequence of DNA building blocks not only around the edited site but also in the wider environment. They discovered these unwanted and catastrophic side effects caused by using AZD7648.

Their study is the first to describe these side effects. Other research groups have also investigated them and support the ETH researchers' findings. They also aim to publish their results. "We are the first to say that not everything is wonderful," says Corn. "For us, this is a major setback because, like other scientists, we had hoped to use the new technique to accelerate the development of gene therapies."

The beginning of something new

Nevertheless, Corn says this is not the end but the beginning of further advances in gene editing using CRISPR-Cas techniques. "The development of any new technology is a rocky road. One stumble does not mean we give up on the technology."

It may be possible to avert the danger by using not just one molecule to promote HDR in the future but a cocktail of different substances. "There are many possible candidates. We now need to find out which components such a cocktail would have to consist of in order not to damage the genome."

Gene therapies based on the CRISPR-Cas system have already been successfully used in clinical practice. In recent years, for example, a hundred patients suffering from the hereditary disease sickle cell anaemia have been treated with CRISPR-Cas-based therapeutics -- without AZD7648. "All patients are considered cured and have no side effects," says Corn. "So, I am optimistic that gene therapies like this will become mainstream. The question is which approach is the right one and what we need to do to make the technique safe for as many patients as possible."
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We might feel love in our fingertips ---- but did the Ancient Mesopotamians? | ScienceDaily
From feeling heavy-hearted to having butterflies in your stomach, it seems inherent to the human condition that we feel emotions in our bodies, not just in our brains. But have we always felt -- or at least expressed -- these feelings in the same way?


						
A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago, analysing one million words of the ancient Akkadian language from 934-612 BC in the form of cuneiform scripts on clay tablets.

'Even in ancient Mesopotamia, there was a rough understanding of anatomy, for example the importance of the heart, liver and lungs,' says Professor Saana Svard of the University of Helsinki, an Assyriologist who is leading the research project. One of the most intriguing findings relates to where the ancients felt happiness, which was often expressed through words related to feeling 'open', 'shining' or being 'full' -- in the liver.

'If you compare the ancient Mesopotamian bodily map of happiness with modern bodily maps [published by fellow Finnish scientist, Lauri Nummenmaa and colleagues a decade ago], it is largely similar, with the exception of a notable glow in the liver,' says cognitive neuroscientist Juha Lahnakoski, a visiting researcher at Aalto University.

Other contrasting results between ourselves and the ancients can be seen in emotions such as anger and love. According to previous research, anger is experienced by modern humans in the upper body and hands, while Mesopotamians felt most 'heated', 'enraged' or 'angry' in their feet. Meanwhile, love is experienced quite similarly by modern and Neo-Assyrian man, although in Mesopotamia it is particularly associated with the liver, heart and knees.

'It remains to be seen whether we can say something in the future about what kind of emotional experiences are typical for humans in general and whether, for example, fear has always been felt in the same parts of the body. Also, we have to keep in mind that texts are texts and emotions are lived and experienced,' says Svard. The researchers caution that while it's fascinating to compare, we should keep this distinction in mind when comparing the modern body maps, which were based on self-reported bodily experience, with body maps of Mesopotamians based on linguistic descriptions alone.

Towards a deeper understanding of emotions

Since literacy was rare in Mesopotamia (3 000-300 BCE), cuneiform writing was mainly produced by scribes and therefore available only to the wealthy. However, cuneiform clay tablets contained a wide variety of texts, such as tax lists, sales documents, prayers, literature and early historical and mathematical texts.




Ancient Near Eastern texts have never been studied in this way, by quantitatively linking emotions to body parts. This can be applied to other language materials in the future. 'It could be a useful way to explore intercultural differences in the way we experience emotions,' says Svard, who hopes the research will provide an interesting contribution to discussion around the universality of emotions.

The results of the research will be published in the iScience journal on 4 December.

The corpus linguistic method, which makes use of large text sets, has been developed over many years in the Centre of Excellence in Ancient Near Eastern Empires (ANEE), led by Svard. Next, the research team will look at an English corpus, or textual material from the 20th century, which contains 100 million words. Similarly, they also plan to examine Finnish data.

In addition to Svard and Lahnakoski, the team includes Professor Mikko Sams from Aalto University, Ellie Bennett from the University of Helsinki, Professor Lauri Nummenmaa from the University of Turku and Ulrike Steinert from Johannes Gutenberg-Universitat Mainz. The project is funded by the Finnish Cultural Foundation.
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Lasting effects of common herbicide on brain health | ScienceDaily
The human brain is an incredibly adaptable organ, often able to heal itself even from significant trauma. Yet for the first time, new research shows even brief contact with a common herbicide can cause lasting damage to the brain, which may persist long after direct exposure ends.


						
In a groundbreaking new study, Arizona State University researcher Ramon Velazquez and his colleagues at the Translational Genomics Research Institute (TGen), part of City of Hope, demonstrate that mice exposed to the herbicide glyphosate develop significant brain inflammation, which is associated with neurodegenerative disease. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the most pervasive herbicides used in the U.S. and worldwide.

The research, which appears today in the Journal of Neuroinflammation, identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health.

Glyphosate exposure in mice also resulted in premature death and anxiety-like behaviors, which replicates findings by others examining glyphosate exposure in rodents. Further, the scientists discovered these symptoms persisted even after a 6-month recovery period during which exposure was discontinued.

Additionally, the investigation demonstrated that a byproduct of glyphosate -- aminomethylphosphonic acid -- accumulated in brain tissue, raising serious concerns about the chemical's safety for human populations.

"Our work contributes to the growing literature highlighting the brain's vulnerability to glyphosate," Velazquez says. "Given the increasing incidence of cognitive decline in the aging population, particularly in rural communities where exposure to glyphosate is more common due to large-scale farming, there is an urgent need for more basic research on the effects of this herbicide."

Velazquez is a researcher with the ASU-Banner Neurodegenerative Disease Research Center at the ASU Biodesign Institute and an assistant professor with the School of Life Sciences. He is joined by first author Samantha K. Bartholomew, a PhD candidate in the Velazquez Lab, other ASU colleagues, and co-senior author Patrick Pirrotte, associate professor with the Translational Genomics Research Institute (TGen) and researcher with the City of Hope Comprehensive Cancer Center in California.




According to the Centers for Disease Research, farm laborers, landscape workers, and others employed in agriculture are more likely to be exposed to glyphosate through inhalation or skin contact. Additionally, the new findings suggest that ingestion of glyphosate residues on foods sprayed with the herbicide potentially poses a health hazard. Most people living in the U.S. have been exposed to glyphosate during their lifetime.

"My hope is that our work drives further investigation into the effects of glyphosate exposure, which may lead to a reexamination of its long-term safety and perhaps spark discussion about other prevalent toxins in our environment that may affect the brain," Bartholomew says.

The team's findings build on earlier ASU research that demonstrates a link between glyphosate exposure and a heightened risk for neurodegenerative disorders.

The previous study showed that glyphosate crosses the blood-brain barrier, a protective layer that typically prevents potentially harmful substances from entering the brain. Once glyphosate crosses this barrier, it can interact with brain tissue and appears to contribute to neuroinflammation and other harmful effects on neural function.

The EPA considers certain levels of glyphosate safe for human exposure, asserting that the chemical is minimally absorbed into the body and is primarily excreted unchanged. However, recent studies, including this one, indicate that glyphosate, and its major metabolite aminomethylphosphonic acid, can persist in the body and accumulate in brain tissue over time, raising questions about existing safety thresholds and whether glyphosate use is safe at all.

Herbicide may attack more than weeds

Glyphosate is the world's most heavily applied herbicide, used on crops including corn, soybeans, sugar beets, alfalfa, cotton and wheat. Since the introduction of glyphosate-tolerant crops (genetically engineered to be sprayed with glyphosate without dying) in 1996, glyphosate usage has surged, with applications predominately in agricultural settings.




The U.S. Geological Survey notes approximately 300 million pounds of glyphosate are used annually in the United States alone. Although glyphosate levels are regulated on foods imported into the United States, enforcement and specific limits can vary. Due to its widespread use, the chemical is found throughout the food chain. It persists in the air, accumulates in soils, and is found in surface and groundwater.

Despite being considered safe by the EPA, the International Agency for Research on Cancer classifies glyphosate as "possibly carcinogenic to humans," and emerging research, including this study, points to its potential role in worsening neurodegenerative diseases by contributing to pathologies, like those seen in Alzheimer's disease.

The chemical works by inhibiting a specific enzyme pathway in plants that is crucial for producing essential amino acids. However, its impact extends beyond the intended weed, grass and plant targets, negatively affecting the biological systems in mammals, as demonstrated by its persistence in brain tissue and its role in inflammatory processes.

"Herbicides are used heavily and ubiquitously around the world," says Pirrotte, associate professor in TGen's Early Detection and Prevention Division, director of the Integrated Mass Spectrometry Shared Resource at TGen and City of Hope, and senior author of the paper. "These findings highlight that many chemicals we regularly encounter, previously considered safe, may pose potential health risks. However, further research is needed to fully assess the public health impact and identify safer alternatives."

Is glyphosate safe to use at all?

The researchers hypothesized that glyphosate exposure would induce neuroinflammation in control mice and worsen neuroinflammation in Alzheimer's model mice, causing elevated Amyloid-b and tau pathology and worsening spatial cognition after recovery. Amyloid-b and Tau are key proteins that comprise plaques and tau tangles, the classic diagnostic markers of Alzheimer's disease. Plaques and tangles disrupt neural functioning and are directly linked to memory loss and cognitive decline.

The experiments were conducted over 13 weeks, followed by a six-month recovery period. The main metabolite, aminomethylphosphonic acid, was detected in the brains of both normal and transgenic mice with Alzheimer's pathology. Transgenic mice are genetically modified to carry genes that cause them to develop Alzheimer's-like symptoms as they age. This allows researchers to study the progression and effects of the disease in a controlled laboratory setting.

The researchers tested two levels of glyphosate exposure: a high dose, similar to levels used in earlier research, and a lower dose that is close to the limit used to establish the current acceptable dose in humans.

This lower dose still led to harmful effects in the brains of mice, even after exposure ceased for months. While reports show that most Americans are exposed to glyphosate daily, these results show that even a short period could potentially cause neurological damage.

Glyphosate caused a persistent increase in inflammatory markers in the brain and blood, even after the recovery period. This prolonged inflammation could drive the progression of neurodegenerative diseases, including Alzheimer's, indicating even temporary glyphosate exposure can lead to enduring inflammatory processes that affect brain health.

The data emphasizes that glyphosate exposure may be a significant health concern for human populations. The researchers stress the need for continued vigilance and intensified surveillance of glyphosate neurological and other long-term negative health effects.

"Our goal is to identify environmental factors that contribute to the rising prevalence of cognitive decline and neurodegenerative diseases in our society," Velazquez says. "By unveiling such factors, we can develop strategies to minimize exposures, ultimately improving the quality of life for the growing aging population."

The National Institutes on Aging, National Cancer Institute of the National Institutes of Health, and ASU Biodesign Institute funded this study.
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Novel all-in-one computational pipeline identifies protein biomarkers associated with Alzheimer's disease and predicts 3D structural alterations | ScienceDaily
Researchers at Columbia University Mailman School of Public Health have developed a novel computational pipeline designed to identify protein biomarkers associated with complex diseases, including Alzheimer's disease (AD). This innovative tool analyzes biomarkers that can induce 3D structural changes in proteins, providing critical insights into disease mechanisms and highlighting potential targets for therapeutic intervention. The findings, published in Cell Genomics, could lead to advancements in early detection and treatment strategies for Alzheimer's disease, which has long eluded effective therapies.


						
"Alzheimer's disease is defined by amyloid-beta plaques and tau neurofibrillary tangles in the brain, which accumulate decades before symptoms. Current early diagnostics are either resource-intensive or invasive. Moreover, current AD therapies targeting amyloid-beta provide some symptomatic relief and may slow disease progression but fall short of halting it entirely." said Zhonghua Liu, ScD, assistant professor of Biostatistics at Columbia Mailman School, and senior investigator. "Our study highlights the urgent need to identify blood-based protein biomarkers that are less invasive and more accessible for early detection of Alzheimer's disease. Such advancements could unravel the underlying mechanisms of the disease and pave the way for more effective treatments."

A New Approach to Alzheimer's Disease

Using data from the UK Biobank, which includes 54,306 participants, and a genome-wide association study (GWAS) with 455,258 subjects (71,880 AD cases and 383,378 controls), the research team identified seven key proteins -- TREM2, PILRB, PILRA, EPHA1, CD33, RET, and CD55 -- that exhibit structural alterations linked to Alzheimer's risk.

"We discovered that certain FDA-approved drugs already targeting these proteins could potentially be repurposed to treat Alzheimer's," Liu added. "Our findings underscore the potential of this pipeline to identify protein biomarkers that can serve as new therapeutic targets, as well as provide opportunities for drug repurposing in the fight against Alzheimer's."

The MR-SPI Pipeline: Precision in Disease Prediction

The new computational pipeline, named MR-SPI (Mendelian Randomization by Selecting genetic instruments and Post-selection Inference), has several key advantages. Unlike traditional methods, MR-SPI does not require a large number of candidate genetic instruments (e.g., protein quantitative trait loci) to identify disease-related proteins. MR-SPI is a powerful tool designed for studies with only a limited number of genetic markers available.




"MR-SPI is particularly valuable for elucidating causal relationships in complex diseases like Alzheimer's, where traditional approaches struggle," Liu explained. "The integration of MR-SPI with AlphaFold3 -- an advanced tool for predicting protein 3D structures -- further enhances its ability to predict 3D structural changes caused by genetic mutations, providing a deeper understanding of the molecular mechanisms driving disease."

Implications for Drug Discovery and Treatment

The study's findings suggest that MR-SPI could have wide-reaching applications beyond Alzheimer's disease, offering a powerful framework for identifying protein biomarkers across various complex diseases. Additionally, the ability to predict 3D structural changes in proteins opens up new possibilities for drug discovery and the repurposing of existing treatments.

"By combining MR-SPI with AlphaFold3, we can achieve a comprehensive computational pipeline that not only identifies potential drug targets but also predicts structural changes at the molecular level," Liu concluded. "This pipeline offers exciting implications for therapeutic development and could pave the way for more effective treatments for Alzheimer's and other complex diseases."

"By leveraging large cohorts with biobanks, innovative statistical and computational approaches, and AI-based tools like AlphaFold this work represents a convergence of innovation that will improve our understanding of Alzheimer's and other complex diseases," said Gary W. Miller, PhD, Columbia Mailman Vice Dean for Research Strategy and Innovation and professor, Department of Environmental Health Sciences.

Co-authors of the study include Minhao Yao, The University of Hong Kong; Badri N. Vardarajan, Taub Institute on Alzheimer's Disease and the Aging Brain, Columbia University; Andrea A. Baccarelli, Harvard T.H. Chan School of Public Health; Zijian Guo, Rutgers University.
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Scientists develop coral-inspired material to revolutionize bone repair | ScienceDaily
Researchers at Swansea University have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.


						
This groundbreaking research, led by Dr Zhidao Xia from Swansea University Medical School in collaboration with colleagues from the Faculty of Science and Engineering and several external partners*, has been patented and published in the leading journal Bioactive Materials.

Bone defects caused by conditions like fractures, tumours, and non-healing injuries are one of the leading causes of disability worldwide. Traditionally, doctors use either a patient's own bone (autograft) or donor bone (allograft) to fill these gaps. However, these methods come with challenges, including a limited supply, the risk of infection and ethical concerns.

By using advanced 3D-printing technology, the team have developed a biomimetic material that mimics the porous structure and chemical composition of coral-converted bone graft substitute, blending perfectly with human bone and offering several incredible benefits:
    	Rapid Healing -- It helps new bone grow within just 2-4 weeks.
    	Complete Integration -- The material naturally degrades within 6-12 months after enhanced regeneration, leaving behind only healthy bone.
    	Cost-Effective -- Unlike natural coral or donor bone, this material is easy to produce in large quantities.

In preclinical in vivo studies, the material showed remarkable results: it fully repaired bone defects within 3-6 months and even triggered the formation of a new layer of strong, healthy cortical bone in 4 weeks.

Most synthetic bone graft substitutes currently on the market can't match the performance of natural bone. They either take too long to dissolve, don't integrate well, or cause side effects like inflammation. This new material overcomes these problems by closely mimicking natural bone in both structure and biological behaviour.

Dr Xia explained: "Our invention bridges the gap between synthetic substitutes and donor bone. We've shown that it's possible to create a material that is safe, effective, and scalable to meet global demand. This could end the reliance on donor bone and tackle the ethical and supply issues in bone grafting."

Innovations like this not only promise to improve patient quality of life but also reduce healthcare costs and provide new opportunities for the biomedical industry.

The Swansea University team is now looking to partner with companies and healthcare organisations to bring this life-changing technology to patients around the world.

*The study was carried out by Swansea University, UK; Huazhong University of Science and Technology, China; Xiangyang Central Hospital, China; Johns Hopkins University School of Medicine, USA; Oxford Instruments NanoAnalysis, UK; McGill University, Canada; The Open University, UK; the University of Rochester, USA; the University of Oxford, UK, and the University of Sheffield, UK.
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Study shows significant rise in psychotherapy use among adults, but gains are uneven across socioeconomic groups | ScienceDaily
Access to psychotherapy has risen substantially among U.S. adults with mild to moderate distress since 2018, according to a new study from Columbia University's Mailman School of Public Health and the Department of Psychiatry at Columbia Vagelos College of Physicians and Surgeons. The increase in psychotherapy use is particularly notable among younger adults, women, college-educated individuals, and those with higher family incomes. Privately insured individuals also experienced greater gains in psychotherapy use compared to those who are publicly insured or uninsured. The findings are published in JAMA Psychiatry.


						
In 2021, psychotherapy use via telehealth was also significantly higher among adults with higher incomes, higher education, and full-time employment.

"While psychotherapy access has expanded in the U.S., there's concern that recent gains may not be equally distributed, despite or maybe because of the growth of teletherapy," said Mark Olfson, MD, MPH, Columbia Mailman School professor of Epidemiology and Psychiatry. "This increase in psychotherapy use, driven by the rise of teletherapy, has largely benefited socioeconomically advantaged adults with mild to moderate distress."

Psychotherapy remains one of the most common forms of mental health care in the U.S. In a prior study, Olfson found that the percentage of all U.S. adults receiving psychotherapy rose from 6.5% in 2018 to 8.5% in 2021.

In the current study, the researchers analyzed data from the 2018-2021 Medical Expenditure Panel Surveys, which are nationally representative of the civilian non-institutionalized U.S. population. The study included a sample of 86,658 adults -- about 22,000 individuals each year.

In 2021, psychotherapy use was highest among young adults (12%), followed by middle-aged adults (8.3%), and lowest among older adults (4.6%). As expected, those with the most severe distress had the highest rates of psychotherapy use, while those with mild or moderate distress had intermediate use, and those with no distress had the lowest. Nearly 40% of adults using outpatient psychotherapy in 2021 accessed at least one session via teletherapy.

The COVID-19 pandemic, which caused widespread social isolation, stress, and economic disruption, further accelerated the adoption of telemental health services. While teletherapy provides a convenient and less stigmatizing option for care, concerns persist that certain groups -- such as individuals with more severe mental health issues, older adults, lower-income individuals, and some minority groups -- have not benefited equally from this expansion.




Financial barriers, such as lack of insurance coverage and high out-of-pocket costs, are key obstacles to seeking mental health care. Additionally, low reimbursement rates for Medicaid can discourage therapists from participating in insurance networks, exacerbating shortages in therapy availability. Olfson's research shows that adults with lower incomes or without private health insurance were also less likely to use teletherapy than their wealthier, privately insured counterparts.

"Technological challenges, preferences for in-person care, and financial barriers can hinder access to teletherapy," said Olfson. "There is growing concern that the rise of telemental health could deepen existing disparities in access to care."

"The trends we are seeing underscore the need for targeted interventions and health policies that expand psychotherapy access to underserved groups," said Olfson. "Ensuring that individuals in psychological distress can access care is a national priority. Addressing technical and financial barriers to teletherapy could help bridge the gap in access and promote equity in mental health care."

Co-authors are Chander McClellan and Samuel H Zuvekas of the Agency for Healthcare Research and Quality; Melanie Wall, Columbia Mailman School and Vagelos College of Physicians and Surgeons; and Carlos Blanco, National Institute on Drug Abuse.
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The surprising effect of stress on your brain's reward system | ScienceDaily
Researchers at UCSF find a brain signature of resilience in mice that suggests a new way of treating severe depression.


						
Some people bounce back from trauma, but others get caught in depressive loops that sap the joy from their lives.

Now, scientists at UC San Francisco are learning how the brain creates these divergent experiences. They hope it will help them find a way to treat those who struggle with long-lasting symptoms of stress.

The researchers found that stress changes activity in a brain circuit in mice, and these changes distinguish the mice that will recover from the ones that won't.

The scientists stimulated some of the neurons in the less resilient mice to make the neurons fire more often. The mice stopped ruminating and sought out pleasure in the form of sugar-sweetened water.

"Seeing that we can set these brain signals back on course in mice suggests that doing the same in humans could act as an antidepressant," said Mazen Kheirbek, PhD, an associate professor of psychiatry and senior author of the study, which appears Dec. 4 in Nature.

The stress of indecision 

Kheirbek, a member of the UCSF Weill Institute for Neurosciences, set out to find the neural signature with a team that included Frances Xia, PhD, an associate specialist in psychiatry at UCSF, and two scientists from Columbia University, Valeria Fascianelli, PhD, and Stefano Fusi, PhD.




The researchers looked at a brain region called the amygdala, which helps evaluate how risky it may be to seek a reward.

First, they observed brain activity while the mice were resting. Stress had changed the activity in the amygdala of the less resilient mice much more than it had in the resilient ones.

When the researchers gave the mice a choice between plain and sugar-sweetened water, the resilient mice easily chose the sugar water.

But the less resilient mice became obsessed and often opted for the plain water.

Xia looked at brain recordings of the mice who chose the sweet water. Their amygdala was communicating with a nearby brain region called the hippocampus that remembers and predicts.

She saw a different pattern in the mice that could not decide whether to drink the plain or sweetened water. In those mice, the conversation between the two brain areas sputtered.




Connecting the dots

Xia thought she could stop the mice from ruminating and improve their decision making if she could get the neurons that connect these two regions to fire more often.

She used a technique called chemogenetics, which employs artificial molecules that interact inside the body.

The team attached one of the molecules, a receptor, to the surface of neurons in the hippocampus to make them fire.

Then, Xia injected the less resilient mice with a second molecule that bound to the receptor and made the neurons fire.

When the team once again gave the rumination-prone mice a choice of water, they took the sweet treat. The mice's brain activity also looked resilient.

"The whole thing seemed like such a wild idea that I almost couldn't believe it worked," Xia said. "The process actually wiped out the whole state of indecision and turned these guys into resilient mice."

The team plans to look at human brain data to see if they can find similar signatures.

Kheirbek is working with researchers at the Dolby Family Center for Mood Disorders to explore different ways of changing these brain patterns.

"There's considerable interest in finding out how we can we translate these discoveries to an approach that will work in people," he said. "If we can do that, we'll have a new, non-invasive way of treating depression."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204113527.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Tiny, daily bursts of vigorous incidental physical activity could almost halve cardiovascular risk in middle-aged women | ScienceDaily
An average of four minutes of incidental vigorous physical activity a day could almost halve the risk of major cardiovascular events, such as heart attacks, for middle-aged women who do not engage in structured exercise, according to new research from the University of Sydney, published in the British Journal of Sports Medicine.


						
"We found that a minimum of 1.5 minutes to an average of 4 minutes of daily vigorous physical activity, completed in short bursts lasting up to 1 minute, were associated with improved cardiovascular health outcomes in middle-aged women who do no structured exercise," said lead author Professor Emmanuel Stamatakis, Director of the Mackenzie Wearable Hub at the Charles Perkins Centre and the Faculty of Medicine and Health.

High-intensity physical activity that forms part of a daily routine is known as "vigorous intermittent lifestyle physical activity" (VILPA). Longer sessions of VILPA are linked to significantly lower cardiovascular disease risk. The researchers say that, given fewer than 20 percent of middle-aged or older adults engage in regular structured exercise, engaging in VILPA could be a good alternative.

"Making short bursts of vigorous physical activity a lifestyle habit could be a promising option for women who are not keen on structured exercise or are unable to do it for any reason. As a starting point, it could be as simple as incorporating throughout the day a few minutes of activities like stair climbing, carrying shopping, uphill walking, playing tag with a child or pet, or either uphill or power walking," said Professor Stamatakis.

The study drew on data from 22,368 participants (13,018 women and 9,350 men) aged 40-79 who reported they did not engage in regular structured exercise. The data was collected from the UK Biobank, whose participants wore physical activity trackers for almost 24 hours a day for 7 days between 2013 and 2015.

Cardiovascular health was monitored through hospital and mortality records, tracking major adverse cardiovascular events (MACE), such as heart attack, stroke, and heart failure, until November 2022.

After adjusting for factors such as lifestyle, socioeconomic position, cardiovascular health, co-existing conditions, and ethnicity, the researchers found that the more VILPA women did, the lower their risk of a major cardiovascular event. Women who averaged 3.4 minutes of VILPA daily were 45 percent less likely to experience a major cardiovascular event. They were also 51 percent less likely to have a heart attack and 67 percent less likely to develop heart failure than women who did no VILPA.




Even when amounts of daily VILPA were lower than 3.4 minutes they were still linked to lower cardiovascular event risk. A minimum of 1.2 to 1.6 minutes of VILPA per day was associated with a 30 percent lower risk of total major cardiovascular events, a 33 percent lower risk of heart attack, and a 40 percent lower risk of heart failure.

However, men reaped fewer benefits from tiny bursts of VILPA. Those who averaged 5.6 minutes daily were only 16 percent less likely to experience a major cardiovascular event compared with men who did none. A minimum of 2.3 minutes per day was associated with only an 11 percent risk reduction.

Professor Stamatakis said more testing was needed to understand how VILPA may improve cardiovascular health.

"To date, it hasn't been clear whether short bursts of VILPA lower the risk of specific types of cardiovascular events, like heart attack or stroke. We aimed to identify minimum daily thresholds and feasible amounts for testing in community programs and future trials," he said.

"Importantly, the beneficial associations we observed were in women who committed to short bursts of VILPA almost daily. This highlights the importance of habit formation, which is not always easy. VILPA should not be seen as a quick fix -- there are no magic bullets for health. But our results show that even a little bit higher intensity activity can help and might be just the thing to help people develop a regular physical activity -- or even exercise -- habit," he said.

For the purposes of this story, physical activity is incidental, e.g. carrying shopping or briefly power walking, and exercise is structured, e.g. going to the gym or playing sport.
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Long-term benefit from anti-hormonal treatment is influenced by menopausal status | ScienceDaily
Today, women with oestrogen-sensitive breast cancer receive anti-hormonal therapy. Researchers now show that postmenopausal women with low-risk tumours have a long-term benefit for at least 20 years, while the benefit was more short-term for younger women with similar tumour characteristics who had not yet gone through the menopause. The results are reported in the Journal of the National Cancer Institute (JNCI).


						
In Sweden, 9,000 women are diagnosed with breast cancer each year, with hormone-sensitive breast cancer accounting for about 75 percent of women diagnosed with the disease. In patients with hormone-sensitive breast cancer tumour growth is mainly driven by oestrogen and patients are therefore treated with oestrogen-suppressing drugs, often tamoxifen. However, anti-hormonal treatment reduces quality of life and the question has been how the long-term benefit against recurrence looks like. About a third of women diagnosed with breast cancer are younger and have yet not undergone the menopause, i.e. they are premenopausal, and are known to have an increased risk of recurrence.

"Younger women generally have a higher risk of recurrence than older postmenopausal women, but most studies on anti-hormonal therapy have mainly included postmenopausal women. We therefore wanted to compare the long-term benefit from the treatment in both groups," says Linda Lindstrom, associate professor and research group leader at the Department of Oncology-Pathology, Karolinska Institutet, who led the study.

The study includes more than 1,200 women diagnosed with hormone-dependent breast cancer between 1976 and 1997 of which almost 400 were premenopausal. At the start of the study it was not known whether anti-hormonal treatment was beneficial and therefore women were randomised to treatment with tamoxifen for at least two years or no anti-hormonal treatment, i.e. the control group. The outcome of interest was breast cancer metastasis or distant recurrence and today there is follow-up data for more than 20 years after initial diagnosis.

"From the regional breast cancer registry, we have an almost complete follow-up on all patients and this together with a control group who did not receive anti-hormonal treatment makes the study unique. There is also complete data on whether the women were pre- or post-menopausal at diagnosis, which is otherwise often estimated based on age," says Annelie Johansson, researcher at the same department and the study's first author.

The women's tumours were classified as low or high risk based on the clinically used markers. Low risk tumor characteristics were defined as a tumour size of two centimeters in diameter or less, no lymph node spread, low tumour grade, being positive for the progesterone receptor, and a low genomic risk, which was determined by a molecular signature that measures the expression of 70 different genes.

Women with high-risk tumours had less benefit against distant recurrence, whether they had gone through menopause or not. Women with low-risk tumours after menopause had a long-term benefit of 20 years or more. For younger women who had not gone through menopause at diagnosis, a long-term benefit could not be predicted using the clinically used markers. Therefore, new markers are needed, the researchers say.




"We need to work further to understand which tumour characteristics influence the long-term risk of recurrence and benefit in younger patients. We want patients to benefit from their treatment for as long as the risk of recurrence is elevated," says Linda Lindstrom.

In the next step, the researchers want to be able to link more complex tumour characteristics to the long-term risk and benefit of anti-hormonal therapy, in order to individualise the treatment to the patients who benefit from it.

"For example, we plan to perform multi-protein analyses and use machine learning for image analysis of breast cancer tumours to understand more about tumour heterogeneity -- i.e. differences between and within tumors -- and how it affects risk and treatment benefit," says Linda Lindstrom.

The study is funded by the Swedish Research Council, the Swedish Cancer Society, the Stockholm Cancer Society, ALF medicin and the Gosta Milton Foundation. No researchers at Karolinska Institutet report conflicts of interest, others are reported in full in the study.
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Research on neurodegeneration in spider brain leads neuroscientists to groundbreaking new discovery in Alzheimer's-affected human brains | ScienceDaily
Researchers from Saint Michael's College and the University of Vermont have made a groundbreaking new discovery that provides a better understanding of how Alzheimer's disease develops in the human brain.


						
Guided by previous research of spider brains, the scientists uncovered evidence of a "waste canal system" in the human brain that internalizes waste from healthy neurons. They discovered that this system can undergo catastrophic swelling, which leads to the degeneration of brain tissue, a hallmark of Alzheimer's disease.

With over 50 million affected people worldwide, Alzheimer's disease is among the leading causes of death in the U.S.

The findings, which have been published by The Journal of Comparative Neurology, offer a compelling new explanation for commonly described brain pathologies observed in Alzheimer's disease, including amyloid-beta plaques, tau tangles, and spongiform abnormalities.

Supported by the Vermont Biomedical Research Network (VBRN), the research was carried out in collaboration among Dr. Ruth Fabian-Fine (Saint Michael's College, UVM Robert Larner, M.D. College of Medicine), Dr. John DeWitt (UVM Robert Larner, M.D. College of Medicine, UVM Medical Center), Dr. Adam Weaver (Saint Michael's College), and Saint Michael's undergraduate research students Abigail Roman and Melanie Winters, both members of the Class of 2025.

"The Vermont Biomedical Network has been thrilled to support Dr. Fabian-Fine's research from its initial focus on animal neuroscience to the more recent and potentially groundbreaking emphasis on the cellular basis of human neurodegeneration," said UVM's Dr. Christopher Francklyn, the Director of VBRN. "Her exciting work, and the outstanding training she has provided to her undergraduate co-investigators, epitomizes what NIH hopes to accomplish with its national IDEA program."

Neuroscientist Dr. Fabian-Fine and her team initially investigated the underlying causes for neurodegeneration in Central American wandering spiders that suffer from conditions similar to degenerative diseases in humans. Because the spider neurons were a larger size, the scientists were better able to observe their brain functions. They quickly discovered a waste-internalizing glial canal system that undergoes structural abnormalities in degenerating spider brains, which leads to uncontrolled depletion and death of brain cells.

This discovery prompted Fabian-Fine, a Vermont Center for Cardiovascular and Brain Health Pipeline Investigator, to explore whether a similar system could be found in both rodent and human brain tissue, so she teamed up with neuropathologist Dr. DeWitt at UVM's Larner College of Medicine. The collaborative undertaking led the scientists to gather overwhelming evidence that neurodegeneration in human and rodent brains may have similar underlying causes compared to those observed in spider brains. The scientists' report outlines possible underlying causes for neurodegeneration that may offer a promising new avenue for drug development that can address the structural abnormalities that lead to neurodegeneration.

Dozens of student researchers at Saint Michael's College contributed to the multi-year research that provided the foundation for this breakthrough. Experiments occurred at Saint Michael's College, the University of Vermont Medical Center, and at the UVM's Center for Biomedical Shared Resources.
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Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain | ScienceDaily
New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.


						
Further, the results of the study by Oregon Health & Science University involving neurosurgery patients suggests new possibilities for tapping into those areas to improve learning among people bedeviled by math.

"This work lays the foundation to deeper understanding of number, math and symbol cognition -- something that is uniquely human," said senior author Ahmed Raslan, M.D., professor and chair of neurological surgery in the OHSU School of Medicine. "The implications are far-reaching."

The study published today in the journal PLOS ONE.

Raslan and co-authors recruited 13 people with epilepsy who were undergoing a commonly used surgical intervention to map the exact location within their brains where seizures originate, a procedure known as stereotactic electroencephalography. During the procedure, researchers asked the patients a series of questions that prompted them to think about numbers as symbols (for example, 3), as words ("three") and as concepts (a series of three dots).

As the patients responded, researchers found activity in a surprising place: the putamen.

Located deep within the basal ganglia above the brain stem, the putamen is an area of the brain primarily associated with elemental functions, such as movement, and some cognitive function, but rarely with higher-order aspects of human intelligence like solving calculus. Neuroscientists typically ascribe consciousness and abstract thought to the cerebral cortex, which evolved later in human evolution and wraps around the brain's outer layer in folded gray matter.




"That likely means the human ability to process numbers is something that we acquired early during evolution," Raslan said. "There is something deeper in the brain that gives us this capacity to leap to where we are today."

Researchers also found activity as expected in regions of the brain that encode visual and auditory inputs, as well as the parietal lobe, which is known to be involved in numerical and calculation-related functions.

From a practical standpoint, the findings could prove useful in avoiding important areas during surgeries to remove tumors or epilepsy focal points, or in placing neurostimulators designed to stop seizures.

"Brain areas involved in processing numbers can be delineated and extra care taken to avoid damaging these areas during neurosurgical interventions," said lead author Alexander Rockhill, Ph.D., a postdoctoral researcher in Raslan's lab.

Researchers credited the patients involved in the study.

"We are extremely grateful to our epilepsy patients for their willingness to participate in this research," said co-author Christian Lopez Ramos, M.D., a neurosurgical resident at OHSU. "Their involvement in answering our questions during surgery turned out to be the key to advancing scientific understanding about how our brain evolved in the deep past and how it works today."

Indeed, the study follows previous lines of research involving mapping of the human brain during surgery.




"I have access to the most valuable human data in nature," Raslan said. "It would be a shame to miss an opportunity to understand how the brain and mind function. All we have to do is ask the right questions."

In the next stage of this line of research, Raslan anticipates discerning areas of the brain capable of performing other higher-level functions.

In addition to Raslan, Rockhill and Lopez Ramos, co-authors include Hao Tan, M.D., Beck Shafie, Maryam Shahin, M.D., Adeline Fecker, Mostafa Ismail, Daniel Cleary, M.D., and Kelly Collins, M.D., of OHSU; and Caleb Nerison, D.O., now of Lexington Medical Center in South Carolina.
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Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals | ScienceDaily
Recent research has observed that chemical modifications called phosphorylation of various proteins*1) in brain neurons dynamically regulates in controlling sleep and wakefulness. On the other hand, it has not been fully elucidated the protein kinases that suppress sleep and the dephosphorylation enzymes that control sleep and wakefulness. Animals, including humans, require a certain amount of sleep daily. When this sleep requirement is not met, humans experience "sleep deprivation." However, the molecular mechanisms involved in sleep regulation remain unclear.


						
A research group, Professor Hiroki Ueda, Doctoral Student Yimeng Wang, Doctoral Student Siyu Cao, and Lecturer Koji Ode et al. at the Graduate School of Medicine of the University of Tokyo, has discovered that protein kinase A (PKA)*2) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin*3), dephosphorylation enzymes, promote sleep in mammals.

Focusing on PKA and dephosphorylation enzymes, the research group created comprehensive gene knockout mice and conducted further experiments inducing the expression of functionally modified enzymes using viral vectors*4). Consequently, they found that PKA activation decreased sleep duration and delta power, and indicator of sleep needs. On the other hand, PP1 and calcineurin activation conversely increased sleep duration and delta power. In these sleep-wake promoting activities, it is essential that PKA, PP1, and calcineurin act at post-synapses responsible for information transmission between neurons. In addition, they demonstrated that PKA and PP1/calcineurin may work competitively to regulate the daily sleep duration.

This study has revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness on the molecular level.

This result was achieved in the Ueda Biological Timing Project, a research area of the Exploratory Research for Advanced Technology (ERATO) by the Japan Science and Technology Agency (JST). Under this project, JST is developing "systems biology for understanding humans" using sleep-wake rhythms as a model system in this project, aiming to understand "biological time" information that runs from molecules to individual humans living in society.

(*1) Protein phosphorylation

After proteins are produced by transcription and translation, their activity may be adjusted by various chemical modifications. Phosphorylation is the most ubiquitous modification found in cells. Enzymes that catalyze the reaction of transferring phosphate groups to proteins using adenosine triphosphate as a substrate are called protein kinases, and enzymes that catalyze the reaction of removing phosphorylation modifications from phosphoproteins are called protein phosphatases.




(*2) Protein kinase A (PKA)

A protein kinase activated by cyclic adenosine monophosphate, an intracellular signaling molecule. PKA consists of a catalytic subunit responsible for kinase activity and a regulatory subunit that inhibits enzyme activity.

(*3) Protein phosphatase 1 (PP1) and calcineurin

Among the protein phosphatases, PP1, PP2A, and calcineurin are expressed at high levels in the brain. This study revealed that PP1 and calcineurin have sleep-regulating functions. These dephosphorylation enzymes consist of a catalytic subunit responsible for dephosphorylation activity and a regulatory subunit controlling the enzyme's subcellular localization and enzyme activity. Unlike other dephosphorylation enzymes, calcineurin is characterized by its activation by calcium.

(*4) Viral vectors

A tool for introducing a gene into a cell, taking advantage of the viral ability of cellular infection adeno-associated virus (AAV)-PHP.eB, a type of viral vector modified from AAV, was used in this study. This viral vector allows for highly efficient gene transfer, especially to the central nervous system.
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Brain scan predicts effectiveness of spinal cord surgery | ScienceDaily
A 10-minute brain scan can predict the effectiveness of a risky spinal surgery to alleviate intractable pain. The Kobe University result gives doctors a much-needed biomarker to discuss with patients considering spinal cord stimulation.


						
For patients with chronic pain that cannot be cured in any other way, a surgical procedure called "spinal cord stimulation" is seen as a method of last resort. The treatment works by implanting leads into the spine of patients and electrically stimulating the spinal cord. Because the spinal cord transmits sensations to the brain from all over the body, the position of the leads is adjusted so that the patients feel the stimulation at the site of the pain. The Kobe University anesthesiologist UENO Kyohei says: "A big issue is that the procedure is effective for some but not for other patients, and which is the case is usually evaluated in a short trial of a few days to two weeks prior to permanent implantation. Although this trial is short, it is still an invasive and risky procedure. Therefore, clinicians have long been interested in the possibility of predicting a patient's responsiveness to the procedure through non-invasive means."

Functional magnetic resonance imaging, or fMRI, has become a standard tool to visualize how the brain processes information. More precisely, it can show which parts of the brain are active in response to a stimulus, and which regions are thus functionally connected with each other. "In an earlier study, we reported that for the analgesic ketamine, pain relief correlates negatively with how strongly connected two regions of the default mode network are before the drug's administration," explains Ueno. The default mode network, which plays an important role in self-related thought, has previously been implicated in chronic pain. Another relevant factor is how the default mode network connects with the salience network, which is involved in regulating attention and the response to stimuli. Ueno says, "Therefore, we wanted to examine whether the correlation of the activities within and between these networks could be used to predict responsiveness to spinal cord stimulation."

He and his team published their results in the British Journal of Anaesthesia. They found that the better patients responded to spinal cord stimulation therapy, the weaker a specific region of the default mode network was connected to one in the salience network. Ueno comments, "Not only does this offer an attractive biomarker for a prognosis for treatment effectiveness, it also strengthens the idea that an aberrant connection between these networks is responsible for the development of intractable chronic pain in the first place."

Undergoing an fMRI scan is not the only option. Combining pain questionnaires with various clinical indices has been reported as another similarly reliable predictor for a patient's responsiveness to spinal cord stimulation. However, the researchers write that "Although the cost of an MRI scan is controversial, the burden on both patients and providers will be reduced if the responsiveness to spinal cord stimulation can be predicted by one 10-minute resting state fMRI scan."

In total, 29 patients with diverse forms of intractable chronic pain participated in this Kobe University study. On the one hand, this diversity is likely the reason why the overall responsiveness to the treatment was lower compared to similar studies in the past and also made it more difficult to accurately assess the relationship between brain function and the responsiveness. On the other hand, the researchers also say that, "From a clinical perspective, the ability to predict outcomes for patients with various conditions may provide significant utility." Ueno adds: "We believe that more accurate evaluation will become possible with more cases and more research in the future. We are also currently conducting research on which brain regions are strongly affected by various patterns of spinal cord stimulation. At this point, we are just at the beginning of this research, but our main goal is to use functional brain imaging as a biomarker for spinal cord stimulation therapy to identify the optimal treatment for each patient in the future."

This research was funded by the Japan Society for the Promotion of Science (grant 21K08993). It was conducted in collaboration with a researcher from Ritsumeikan University.
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Discovery may open new way to attack prostate cancer | ScienceDaily
A special protein can play a key role in the fight against certain types of prostate cancer. This is shown in a study by an international research group led from Umea University, Sweden. Until now, treatments have involved blocking the protein in question that builds a so-called signalling pathway, but now the researchers show that by instead doing the opposite and activating the protein and signalling pathway, the cancer is counteracted.


						
"Our results show that by activating the signaling pathway, not only does the growth of the tumour be slowed down, but the immune system is then stimulated to actively fight tumour cells," says Lukas Kenner, visiting professor at the Department of Molecular Biology at Umea University.

The protein in question is called glycoprotein 130, GP130. It acts as a receptor on the surface of cells. When the GP130 is activated, it sends signals inside the cell via a chain of events, a signaling pathway, that controls how certain genes are expressed.

A special molecule that is activated by this signaling pathway is called STAT3. It is a so-called transcription factor; It acts as a switch that turns genes on or off, and it thus affects how the cell behaves. The STAT3 molecule plays a critical role in the development and spread of tumor cells. Consequently, research has hypothesized that blocking GP130, thereby disrupting the associated signaling pathway, would inhibit STAT3 activity and, in turn, suppress cancer growth.

Surprisingly, the current study shows the exact opposite. The researchers instead activated GP130 and with it the signaling pathway in the prostate of genetically modified mice. They could then see that the result was that the growth of the tumour was clearly slowed down in the mice due to the activation of Stat3. Studies of tissue samples from prostate cancer patients also supported these results. There it was possible to see that those high levels of GP130 positively correlated with better survival.

"In the long term, this opens up the possibility for a promising new treatment option for mainly certain forms of aggressive prostate cancer that are currently difficult to treat," says Lukas Kenner.

The researchers are now proceeding with more studies to be able to confirm the results. More research is needed before we can test the method in studies on patients. The study has been led by Lukas Kenner, visiting professor at Umea University, together with Stefan Rose-John, at the University of Kiel, Germany. The Swedish part of the research group has also been led by Jenny Persson, professor at the Department of Molecular Biology at Umea University.
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DNA secreted by tumor cell extracellular vesicles prompts anti-metastatic immune response | ScienceDaily
Specially packaged DNA secreted by tumor cells can trigger an immune response that inhibits the metastatic spread of the tumor to the liver, according to a study led by researchers at Weill Cornell Medicine, Memorial Sloan Kettering Cancer Center and Korea's Yonsei University. The discovery improves the scientific understanding of cancer progression and anticancer immunity, and could yield new clinical tools for assessing and reducing metastasis risk.


						
In the study, reported Dec. 3 in Nature Cancer, the researchers examined cancer cells' secretion of short stretches of DNA packaged on tiny capsules called extracellular vesicles (EVs). All cells use EVs to secrete proteins, DNA and other molecules, and tumor cells are particularly active EV secreters. The biological functions of these EV-packaged molecules are still being explored, but in this case, the researchers discovered that in various cancer types, EV-DNA secreted by tumor cells works as a "danger" signal that activates an anti-tumor response in the liver, reducing the risk of liver metastasis.

"Initially we hypothesized that more tumor EV-DNA would mean a worse prognosis, but we were surprised to find the opposite," said study co-senior author Dr. David Lyden, the Stavros S. Niarchos Professor in Pediatric Cardiology and a professor of Pediatrics and of Cell and Developmental Biology at Weill Cornell Medicine.

The other co-senior authors of the study are Dr. Han Sang Kim, associate professor at Yonsei University College of Medicine and a visiting associate professor of Molecular Biology Research in Pediatrics at Weill Cornell Medicine; and Drs. Yael David and Jacqueline Bromberg of Memorial Sloan Kettering Cancer Center. The first author of the study is Dr. Inbal Wortzel, a research associate in the Lyden laboratory.

Dr. Lyden and colleagues have found in prior research that tumor cells secrete snippets of EV-DNA from across their genomes, including pieces with cancer-associated mutations. In the new study, they took a more comprehensive look at tumor EV-DNA, and in early experiments found something unexpected.

"We had assumed that this DNA is in the form of 'naked' strands inside EVs, but we were surprised to find that it is mostly on the EV surface, wrapped around support proteins called histones, much as it would be in a chromosome," said Dr. Wortzel.

With the help of Dr. David's lab, the researchers determined that these histone proteins have a unique set of modifications, hinting that EV-DNA has a specific signaling function.




The team also identified several genes that help regulate EV-DNA packaging, and found that when one of these, APAF1, was absent, the amount of EV-DNA secreted by tumor cells was sharply reduced.

Other recent work by Dr. Lyden and colleagues has shown that cancer cells can secrete EV-packaged proteins and fatty acids that make the liver more hospitable for metastatic tumor development. The team therefore suspected that tumor-secreted EV-DNA also would promote metastasis. However, in animal models of pancreatic and colorectal cancer, boosting tumor EV-DNA levels lowered metastasis risk -- whereas reducing tumor EV-DNA levels through genetic deletion of APAF1 greatly raised that risk.

"We also found that in colorectal cancer patients, those with low levels of EV-DNA in their tumors at the time of diagnosis were more likely to develop liver metastases later on, compared to those with high EV-DNA levels," Dr. Kim said.

The researchers discovered that tumor EV-DNA is taken up by liver-resident immune cells called Kupffer cells, which are spurred by marks of damage in the EV-DNA to organize immune cell clusters that resist liver metastases.

"This is a tumor suppressor mechanism that had not been described before, and we think the cancers that can turn it off, by secreting less EV-DNA, have a better chance of spreading," Dr. Wortzel said.

The researchers now hope to develop an EV-DNA-based prognostic test for metastasis risk, as well as a vaccine-like therapy to enhance tumor EV-DNA signaling and suppress metastasis in patients with early stage cancer.
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New hope for schizophrenia: iTBS over the left DLPFC improves negative and cognitive symptoms | ScienceDaily
Schizophrenia, which is characterized by positive symptoms (e.g., hallucinations and delusions), negative symptoms (diminished emotional expressions or avolition), and cognitive impairments (attention deficits and poor learning skills), is a serious mental health condition that affects how individuals think, behave, and perceive the world. By far, schizophrenia is one of the most chronic and disabling mental health conditions, with an estimated one percent of the population affected globally. Despite the advancements made in managing the condition, finding an effective treatment procedure for alleviating negative and cognitive symptoms remains limited.


						
Current treatments, including antipsychotic drugs, are effective for the associated positive symptoms. However, these medications often fail to improve negative symptoms and cognitive symptoms. There is thus, a need for new therapeutic strategies other than medication-based treatment to effectively manage the symptoms associated with schizophrenia.

One promising approach is theta burst stimulation (TBS) -- a non-invasive, therapeutic brain stimulation technique that has shown potential for modulating brain activity and improving behavior. Dr. Taro Kishi, a Professor from Fujita Health University, Japan led a team of scientists who conducted a systematic review and network meta-analysis aimed at identifying the most effective TBS protocols for treating schizophrenia, particularly focusing on negative and cognitive symptoms. The finding of this study was published in Volume 7 Issue 10 of the JAMA Network Open on October 10, 2024.

Prof. Kishi explains, "The left dorsolateral prefrontal cortex (DLPFC) is connected to parts of the brain, which are associated with the pathophysiology of schizophrenia, and its impairment may play a crucial role in the negative and cognitive symptoms. Therefore, this is a promising target for treating negative and cognitive symptoms in people suffering from schizophrenia." Several TBS protocols, including continuous TBS and intermittent TBS (iTBS), have been proposed till date, but previous randomized controlled trials of these protocols reported inconsistent results regarding their effectiveness.

The researchers evaluated data from 30 randomized, sham-controlled clinical trials, involving 1,424 participants, from nine different TBS protocols. For the network meta-analysis, 11 outcomes related to the efficacy, acceptability, tolerability, and safety of the TBS were considered. Explaining further, Dr. Toshikazu Ikuta, one of the researchers, said, "The primary outcome for our study was improvement in scores related to negative symptoms." Additional efficacy outcomes such as positive symptoms, depressive symptoms, anxiety symptoms, and cognitive function were also considered. Dr. Kenji Sakuma, another researcher of the group stated, "Our network meta-analysis also evaluated acceptability, tolerability, and safety profiles in each protocol."

The network meta-analysis demonstrated that iTBS over the left DLPFC significantly improved negative symptom scores, overall symptom scores, anxiety symptom scores, depressive symptom scores, and overall cognitive function scores compared to a sham. Moreover, the protocol was well-accepted and well-tolerated by the people.

So, what makes this review significant? Prof. Kishi said, "In people with schizophrenia, iTBS over the left DLPFC could improve negative, depressive, anxiety symptoms, and cognitive impairment. Negative symptoms are primary or secondary to depression or overlap with depressive symptoms (e.g., anhedonia and psychomotor retardation). Moreover, negative symptoms are associated with neurocognitive symptoms. Our previous meta-analyses have revealed that iTBS over the left DLPFC could improve depressive symptoms in individuals with mood disorders*1,2. These results indicate that iTBS over the left DLPFC is not specifically effective against negative and depressive symptoms of schizophrenia but is effective against these symptoms experienced by individuals with various psychiatric disorders across diseases. Therefore, the therapeutic effects of iTBS over the left DLPFC may be specific to symptoms but not diagnostic categories."

However, the researchers acknowledge some limitations. Prof. Shinsuke Kito, a supervisor of the research group, says, "The sample size was relatively small for this study. Also, multiple participants were receiving psychotropic drugs during the study, which might have affected the result. In the future, we are planning to conduct large-scale, long-term studies to provide a more detailed insight." Adding further, Prof. Nakao Iwata, another supervisor of the research group, says, "In our future studies, we will also consider other factors, including the detailed TBS methods and the characteristics of the people with schizophrenia."
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The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not | ScienceDaily
Hepatitis B virus (HBV) infection is a leading cause of chronic liver diseases, that spreads among individuals through blood or body fluids. According to the World Health Organization, globally 1.2 million new HBV infections are reported every year. Caused by the HBV, these infections are limited to a few species, including humans and chimpanzees. Despite their close evolutionary relationship with these animals, old-world monkeys are not susceptible to HBV infections. In a new study published in Nature Communications on October 25, 2024, scientists including Dr. Kaho Shionoya from the Tokyo University of Science, Dr. Jae-Hyun Park, Dr. Toru Ekimoto, Dr. Mitsunori Ikeguchi, and Dr. Sam-Yong Park from Yokohama City University, along with Dr. Norimichi Nomura from Kyoto University, collaborated under the leadership of Visiting Professor Koichi Watashi from the Tokyo University of Science to uncover why monkeys are naturally resistant to HBV infection.


						
Using cryo-electron microscopy, scientists solved the structure of a membrane receptor found in liver cells called the sodium taurocholate co-transporting polypeptide (NTCP) in macaques. HBV binds to human NTCP using its preS1 region in the surface protein. Prof. Watashi explains, "We identified a binding mode for NTCP-preS1 where two functional sites are involved in human NTCP (hNTCP). In contrast, macaque NTCP (mNTCP) loses both binding functions due to steric hindrance and instability in the preS1 binding state."

To understand this 'interspecies barrier' against viral transmission, Prof. Watashi and his team compared the structures of hNTCP and mNTCP, identifying differences in amino acid residues critical for HBV binding and entry into liver cells. hNTCP and mNTCP share 96% amino acid homology, with 14 amino acids distinct between the two receptors. A key distinction among these differences is the bulky side chain of arginine at position 158 in mNTCP, which prevents deep preS1 insertion into the NTCP bile acid pocket. For successful viral entry into liver cells, a smaller amino acid like glycine, as found in hNTCP, is necessary.

Interestingly, the substitution of Glycine by Arginine in mNTCP was at a position far away from the binding site for bile acid. Prof. Watashi adds, "These animals probably evolved to acquire escape mechanisms from HBV infections without altering their bile acid transport capacity. Consistently, phylogenetic analysis showed strong positive selection at position 158 of NTCP, probably due to pressure from HBV. Such molecular evolution driven to escape virus infection has been reported for other virus receptors." Further lab experiments and simulations revealed that an amino acid at position 86 is also critical for stabilizing NTCP's bound state with HBV's preS1 domain. Non-susceptible species lack lysine at this position, which has a large side chain; macaques instead have asparagine, which contributes to HBV resistance.

The researchers also noted that bile acids and HBV's preS1 competed to bind to NTCP, where the long tail-chain structure of the bile acid inhibited the binding of preS1. Commenting on these findings, Prof. Watashi stated, "Bile acids with long conjugated chains exhibited anti-HBV potency. Development of bile acid-based anti-HBV compounds is underway and our results will be useful for the design of such anti-HBV entry inhibitors."

In a world where the majority of HBV infections are concentrated in low- and middle-income countries, the high costs of treatment pose not only a healthcare crisis but also an economic burden that ripples through societies. This groundbreaking study sheds light on how natural evolution has equipped certain species with defenses against this debilitating disease, marking a pivotal advancement in our understanding of viral interactions. By unraveling the structure of mNTCP and pinpointing the amino acids that facilitate viral entry into liver cells, researchers have opened the door to new therapeutic avenues. Furthermore, the implications extend beyond HBV, offering critical insights into other viruses, including SARS-CoV-2, and their potential to cross species barriers. This research not only enhances our understanding of viral dynamics but also serves as a crucial tool in the ongoing quest to predict and prevent future pandemics.
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Taking high-dose vitamin D supplements for five years did not affect the incidence of type 2 diabetes | ScienceDaily
Using significantly higher doses of vitamin D than recommended for five years did not affect the incidence of type 2 diabetes in elderly men and women, according to a new study from the University of Eastern Finland.


						
In population studies, low levels of vitamin D in the body have been associated with a higher risk of type 2 diabetes. However, such observational studies cannot directly conclude whether using vitamin D supplements can reduce the risk of developing the disease. Experimental studies have shown that the use of significantly higher doses of vitamin D than recommended slightly reduces the risk of developing type 2 diabetes in individuals with impaired glucose metabolism, i.e., those with prediabetes. In contrast, no effects have been observed in individuals without prediabetes. However, the studies with non-prediabetic subjects have used relatively small doses of vitamin D or have been short-term. Until now, there has been no research data on the effects of long-term use of high doses of vitamin D on the risk of type 2 diabetes in individuals without glucose metabolism disorders.

In the Finnish Vitamin D Trial (FIND) conducted at the University of Eastern Finland from 2012 to 2018, 2,495 men aged 60 and older and women aged 65 and older were randomised for five years into either a placebo group or groups receiving either 40 or 80 micrograms of vitamin D3 per day. In the statistical analyses of the now-published sub-study, 224 participants who were already using diabetes medications at the start of the study were excluded. Comprehensive information was collected from the participants on lifestyle, nutrition, diseases, and their risk factors. Data was also obtained from national health registers. About one-fifth were randomly selected for more detailed examinations, and blood samples were taken from them.

During the five years, 105 participants developed type 2 diabetes: 38 in the placebo group, 31 in the group receiving 40 micrograms of vitamin D3 per day, and 36 in the group receiving 80 micrograms of vitamin D3 per day. There was no statistically significant difference in the number of cases between the groups.

In the more closely studied group of 505 participants, the blood calcidiol level, which describes the body's vitamin D status, was on average 75 nmol/l at the start, and only nine percent had a low level, i.e., below 50 nmol/l. After one year, the calcidiol level was on average 100 nmol/l in the group that used 40 micrograms of vitamin D per day and 120 nmol/l in the group that used 80 micrograms of vitamin D per day. There was no significant change in the placebo group. The effects of vitamin D on blood glucose and insulin levels, body mass index, and waist circumference were examined during the first two years of the study, but no differences were observed between the groups.

The findings of the FIND study reinforce the view that the use of higher doses of vitamin D than recommended does not significantly affect the risk of developing type 2 diabetes in individuals without prediabetes and who already have a good vitamin D status. So far, there is no research data on whether high doses of vitamin D can be beneficial in preventing type 2 diabetes in individuals without prediabetes but with vitamin D deficiency.

The study was funded by the Research Council of Finland, the University of Eastern Finland, the Juho Vainio Foundation, the Finnish Foundation for Cardiovascular Research, the Diabetes Research Foundation, the Finnish Cultural Foundation, and the Medicinska Understodsforeningen Liv och Halsa.
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Scientists identify brain cell type as master controller of urination | ScienceDaily
Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.


						
The research, published today as a Reviewed Preprint in eLife, is described by editors as an important study with convincing data showing that estrogen receptor 1-expressing neurons (ESR1+) in the Barrington's nucleus of the mouse brain coordinate both bladder contraction and relaxation of the external urethral sphincter.

Urination requires the coordinated function of two units of the lower urinary tract. The detrusor muscle of the bladder wall relaxes to allow the bladder to fill and empty, while the external sphincter opens when it's appropriate to allow urine to flow out, but otherwise keeps tightly shut.

"Impairment of coordination between the bladder muscle and the sphincter leads to various urinary tract dysfunctions and can significantly degrade a person's quality of life," says first author Xing Li, Advanced Institute for Brain and Intelligence, School of Physical Science and Technology, Guangxi University, Nanning, China. "But although we know the individual nerve signalling pathways that control each of these urinary tract components, we don't know which brain areas ensure they cooperate at the right time."

To explore this, the authors used state-of-the-art live cell imaging to study the activity of brain cells in anaesthetised and awake mice during urination. They focused on a brain region called the pontine micturition centre (PMC), otherwise known as the Barrington's nucleus, and compared the activity of different PMC nerve cell subtypes.

In their first experiments, they measured the activity of the cells as the bladder empties by measuring changes in levels of calcium. This revealed that the electrical firing rate of a subset of PMC cells expressing estrogen receptors (PMCESR1+ cells) was tightly linked to bladder emptying. When they combined this with monitoring bladder physiology, they found that it was not only the timing of PMCESR1+ cell activity that correlated with bladder emptying, but the strength of cell electrical activity, too.

Next, they tested what happened to urination if they blocked or triggered the PMCESR1+ cells. They found that when PMCESR1+ cell activity was blocked, the amount of urine the mice passed was significantly reduced and ongoing urination was suspended from the moment the cells were inactive. To understand the mechanism behind this, they measured the activity of the bladder muscle and sphincter. They discovered that both increase of bladder pressure and sphincter muscle bursting activity associated with bladder emptying both stopped when PMCESR1+ cell activity was blocked during an ongoing voiding even. Similarly, when PMCESR1+ cells were artificially activated using light, bladder emptying occurred 100% of the time. This suggests that PMCESR1+ cells work as a reliable master switch that either initiates or suspends bladder emptying.

To test whether PMCESR1+ cells can influence bladder emptying independently of controlling the sphincter, they disconnected either the nerve carrying messages from the brain to the sphincter, or the nerve carrying messages from the brain to the bladder. They found that PMCESR1+ cell control of the bladder was fully operational even when communication to the sphincter was blocked, and vice versa. This showed the cells could control the bladder and sphincter independently of one another, but the question remained: could they coordinate the action of the bladder muscle and sphincter together? That is, operate them in a controlled, perfectly timed manner, to trigger bladder emptying when appropriate?

To explore this, they simultaneously recorded bladder pressure and electromyography measurements of sphincter activity. The timing of bladder pressure changes immediately before sphincter bursting activity was consistent for both spontaneous bladder emptying and emptying caused by activating the PMCESR1+ cells, showing that these cells can coordinate the two steps in a precisely temporal sequence and controlled way.

"Our study shows that a subset of cells in the Barrington's nucleus of the brain can initiate and suspend bladder emptying with 100% accuracy when needed, for example, to release only a small volume for landmarking by animals, or for a human to urinate into a small sample tube for a health check," concludes senior author Xiaowei Chen, Third Military Medical University, and Chongqing Institute for Brain and Intelligence, China. "While other cells will no doubt be involved in perfect urination control, our pinpointing of PMCESR1+ cells' crucial role in bladder-sphincter coordination will aid the development of targeted therapies for treating urination dysfunction caused by brain or spinal cord injury or peripheral nerve damage."
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Brain mapping advances understanding of human speech and hallucinations in schizophrenia | ScienceDaily
Voice experiments in people with epilepsy have helped trace the circuit of electrical signals in the brain that allow its hearing center to sort out background sounds from their own voices.


						
Such auditory corollary discharge signals start and end in two subregions of the brain's top folded surface, or cortex, a new study shows. One large part of the cortex, the motor cortex, is known to control the body's voluntary muscle movements, including those involved in speech, while another large section, the auditory cortex, is known to control hearing.

In terms of evolution, the ability of animals and humans to tell one's own calls or voices from those of others is thought to have enabled threat perception and enhanced survival. The back-and-forth, milliseconds-long electrical signals that let the brain downplay background sounds are present, for instance, as crickets rapidly tell apart their own mating chirps from the chirps of others, as songbirds sing mating songs, and as bats use reverberations of sound to negotiate their environments.

In humans, disruptions to this system are also thought to be hallmarks of auditory hallucinations, or "hearing voices," in people with schizophrenia who cannot distinguish "real" voices from outside sounds, say the study authors. Disturbances in auditory corollary discharge signals are also thought to be involved in stuttering.

While previous experiments had tracked this electrical brain circuit to the motor cortex in mammals, the field has struggled to determine where discharge signals originate in the human motor cortex. This is partly because of the difficulty in recording brain activity while people are awake and talking, but mainly due to complexity of the computer analysis needed to analyze the recordings.

For the new study, led by researchers at NYU Langone Health, its Neuroscience Institute, and at NYU's Tandon School of Engineering, neuroscientists conducted voice experiments in eight adults with epilepsy. All were undergoing routine surgery to determine the source of their seizures and volunteered to participate in word exercises.

Publishing in the Proceedings of the National Academy of Sciences (PNAS) online Dec. 3, the report describes how the researchers mapped auditory corollary discharge signals from the bottom, or ventral, part of the motor cortex, a subregion called the precentral gyrus. The electrical signals, lasting on average 120 milliseconds, were then found to move down and across the folds of the precentral gyrus to a neighboring auditory cortical subregion, called the superior temporal gyrus.




"We believe our study solves a long-standing puzzle in our understanding of human speech, offering the first direct evidence of the motor cortex brain circuits involved in corollary discharge that allow us to stay alert to our surroundings even while we are speaking," said study lead investigator Amirhossein Khalilian-Gourtani, PhD. Khalilian-Gourtani is a postdoctoral research fellow in the Department of Neurology at NYU Grossman School of Medicine.

"Our findings also provide specific insight into schizophrenia, offering an explanation for the source of auditory hallucinations, as resulting from disrupted corollary discharge between the brain's motor and auditory cortices," said neuroscientist Adeen Flinker, PhD, study senior investigator.

"What we and many other researchers suspect is happening in some people with schizophrenia is that they are unable to dissociate their own voice from others or even other external stimuli," said Flinker, an associate professor in the Department of Neurology at NYU Grossman School of Medicine and NYU Tandon School of Engineering.

As part of the new study, researchers made more than 3,200 recordings of electrical brain activity while patients completed a series of voice experiments during planned breaks in their surgery. All patients had upward of 200 probes inserted into their brains to primarily monitor any seizure-related electrical activity. The research team then used a computer model to assess and predict what regions were active in the corollary discharge during speech in the word experiments designed to track the discharge.

Among the exercises, patients were asked to listen to and then repeat a word, such as "balloon;" complete a sentence with the same word when answering the question "The boy blew up a...?" and look at a picture of a balloon and describe it with the same word.

Each test required the patient to tune out what word they were hearing while still being alert to their visual and acoustic surroundings, staying focused and saying aloud the same word.




Study participants were mostly men and women in their 30s and 40s and were recorded since 2019 at NYU Langone. Researchers recorded electrical activity inside most subregions of the patients' brains as the patients heard themselves responding to recordings of statements being read aloud by others. Such audio-feedback tests have been developed to safely study how the human brain learns and processes speech.

Flinker says the team plans tests to assess further how and whether the corollary discharge circuit is active immediately before hallucinations induced during brain stimulation. They also have plans to work with psychiatrists on noninvasive means of testing the signal in people with schizophrenia.

Funding support for the study was provided by National Science Foundation grant HS-1912286 and National Institutes of Health grants R01NS109367 and R01NS115929.

Besides Khalilian-Gourtani and Flinker, other NYU Langone and NYU Tandon researchers involved in the study are co-investigators Ran Wang, Xupeng Chen, Leyao Yu, Patricia Dugan, Daniel Friedman, Werner Doyle, Orrin Devinsky, and Yao Wang.
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Imaging synaptic vesicles in 3D | ScienceDaily
Researchers led by Uljana Kravcenko and her colleagues in the lab of Professor Misha Kudryashev, Group Leader of the In Situ Structural Biology lab at the Max Delbruck Center, have revealed new features of the molecular architecture of synaptic vesicles. Using cryo-electron tomography, the team was able to visualize SVs in 3D and confirm a potentially important protein-protein interaction. They also broadened our understanding of SV function and of how the vesicles are recycled. The study was published in the Proceedings of the National Academy of Sciences (PNAS.)


						
"Synaptic vesicles are of paramount importance in brain function and they have been studied for decades. However, previous reports have described the molecular composition of an 'average' synaptic vesicle. Our study was able to image individual vesicles at molecular resolution," says Kudryashev, corresponding author on the paper.

Synaptic versicles -- sphere-like structures that store and release neurotransmitters such as dopamine and serotonin, are found in the presynaptic terminals of neurons. They play a crucial role in helping to transmit signals between neurons. The largest protein on their surface is a flower-shaped molecule called V-ATPase. Sitting next to it, is another small protein called synaptophysin. Researchers have thought that the two proteins interact, but no one had directly imaged them until this year, says Kravcenko.

"This study represents one of the first direct visualizations showing the localization of these two proteins on synaptic vesicle membranes," she explains. Two other reports were published in the journals Nature and Science earlier this year.

The authors also imaged the locations of partially assembled and empty clathrin cages- lattice-like structures that play a pivotal role in recycling SVs back into cells -- inside neurons. These cages were found closer to the cell membrane than had been previously shown, which could be a sign of an energy-efficient mechanism via which SVs are recycled, says Kravcenko, "but we need additional experiments to prove it."

There are very few images of empty clathrin cages in the literature, she adds. "We show for the first time that empty cages are located closer to the cell membrane. This observation hints at a functional role for the empty cages found in neurons."

Cryo-Electron Tomography in action

Cryo-electron tomography is an imaging technique that takes 2D images of cryogenically frozen samples at multiple tilt angles to reconstruct three-dimensional volumes of biological samples. It is most often used to study how macromolecules, cellular organelles, or cells are spatially organized, providing structural and contextual insights at sub-nanometer resolution.




Unlike other methods to analyze protein structure such as mass spectrometry or cryo-electron microscopy, cryo-electron tomography enables researchers to observe proteins in their native environment. Other techniques that require many more steps to process samples often lose important structural information.

"Our method preserves the vesicles in their native state, enabling us to image a broad variety of proteins on their surface," says Kravcenko. Cryo-electron tomography enabled the researchers to show the spatial organization of proteins and unveiled a persistent association between V-ATPase and synaptophysin, suggesting that the interaction has an important function.

Implications for Neurological Research

The identified interactions between V-ATPase and synaptophysin offer insights into the molecular mechanisms underlying some neurological disorders. Specifically, those that involve dysfunction in synaptic vesicle recycling and neurotransmission, says Kravcenko.

"Now that we know that these two proteins interact, the information can be used for diagnostics, or to develop treatments for diseases associated with abnormal neurodevelopment."
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Largest-ever exome study offers blueprint for biomedical breakthroughs | ScienceDaily
Mayo Clinic's Center for Individualized Medicine has achieved a significant milestone with its Tapestry study, generating the clinic's largest-ever collection of exome data, which include genes that code for proteins -- key to understanding health and disease.


						
Led by Konstantinos Lazaridis, M.D., the study analyzed DNA from over 100,000 participants from diverse backgrounds, providing important insights into certain genetic predispositions to support personalized and proactive medical guidance.

The study focused on pathogenic (disease-causing) and likely pathogenic genetic variants linked to three specific conditions: hereditary breast and ovarian cancer syndrome, Lynch syndrome and familial hypercholesterolemia. Findings revealed that 1.9% of participants -- nearly 2,000 people -- carried at least one genetic variant that could increase their risk for these diseases. Notably, about 65% of those with a detected variant had no known prior personal or family history of the conditions.

For many participants found to carry a genetic variant, the information has been life changing. Some have taken proactive steps, such as undergoing early screenings or preventive surgeries, which in some cases led to early cancer detection or reduced their risk of heart disease.

"The implications of the Tapestry study are monumental," says Dr. Lazaridis, the Carlson and Nelson Endowed Executive Director for the Center for Individualized Medicine. "As this study continues to inform and transform the practice of personalized medicine, it also sets a new standard for how large-scale medical research can be conducted in an increasingly digital and decentralized world."

A monumental, decentralized effort

Almost as significant as the study's outcome is how it was accomplished. The Tapestry study has been Mayo Clinic's largest decentralized trial, meaning it was conducted remotely through electronic contact, education and consent, with sample collection materials delivered to the participant's home.




Launched in early 2020 during the COVID-19 pandemic, the project overcame unprecedented challenges, including securing consent from over 100,000 of the 1.3 million people invited to participate and mobilizing vast resources.

"It was a tremendous effort," Dr. Lazaridis recalls. "The engagement of such a number of participants in a relatively short time and during a pandemic showcased the trust and the dedication not only of our team but also of our patients."

"We have also learned valuable lessons about some patients' decisions not to participate in Tapestry, which will be the focus of future publications," he added.

Participants' saliva samples from all three of Mayo Clinic's campuses -- in Minnesota, Arizona and Florida -- were used to extract DNA for exome sequencing. Exome sequencing analyzes nearly 20,000 genes that provide instructions for making proteins, which play many critical roles in the body. This is where most known disease-causing pathogenic or likely pathogenic genetic variants occur.

This genetic exploration focused on hereditary conditions such as the BRCA1 and BRCA2 genes. According to the Centers for Disease Control, women with these pathogenic genetic variants have a higher likelihood of developing breast and ovarian cancer, while men with BRCA1 and BRCA2 mutations face an increased risk of breast cancer and a potentially elevated risk of prostate cancer. The study also examined Lynch syndrome, which raises the risk of colorectal and uterine cancers, and familial hypercholesterolemia, known for its impact on early-onset heart disease, heart attacks and stroke.

In addition to targeting these well-known conditions, the center's experts are applying advanced analytics to the Tapestry data in collaboration with investigators across the enterprise. This work aims to explore lesser-known genetic variants that may contribute to a range of other health issues and diseases.




From data to actionable insights

These actionable insights are being integrated into participants' health records to guide future medical decisions, such as personalized interventions and regular health screenings to potentially improve patient outcomes.

Genetic counselors have played a crucial role in educating both patients and providers about the implications of their genetic data.

"Receiving genetic information can be difficult, but it also empowers patients to take proactive steps for their health," says Jennifer Kemppainen, CGC, supervisor of the Mayo Clinic Genetic Testing and Counseling unit and part of the Tapestry study team. "We help patients understand their results and educate them about screening and management options, so they feel prepared to meet with specialists and make informed decisions about their care."

A repository for tomorrow's cures

Along with its impact on participants' healthcare, one of the most significant outcomes of the Tapestry study is the creation of a comprehensive genetic data repository. This extensive database has become a valuable resource for Mayo's scientific community, with 118 research requests submitted, that have resulted in the distribution of over 1.1 million exome datasets to interested investigators.

The data repository supports ongoing individual projects and fosters a collaborative environment where researchers can exchange ideas and findings to increase the potential for breakthroughs across different fields of medicine.

"What we've accomplished with the Tapestry study is a blueprint for future endeavors in medical science," Dr. Lazaridis says. "It demonstrates that through innovation, determination and collaboration, we can deeply advance our understanding of DNA function and eventually other bio-molecules like RNA, proteins and metabolites, turning them into novel diagnostic tools to improve health, prevent illness and even treat disease."
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Immune T cells become exhausted in chronic fatigue syndrome patients | ScienceDaily
Chronic fatigue syndrome creates conditions where pathogen-killing immune T cells become exhausted, according to a new Cornell University study.


						
The study's authors knew the immune system was dysregulated in patients with myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) but wondered which parts shift with the condition. A systematic exploration revealed that key CD8+ T cells displayed one of the most pronounced signatures of dysregulation, with signs of constant stimulation that lead to an exhausted state, a condition that is well-studied in cancer.

"This is an important finding for ME/CFS because now we can examine the T cells more carefully, and hopefully by looking in the exhausted cells we can start to get hints as to what they are responding to," said Andrew Grimson, professor of molecular biology and co-corresponding author of the study. Maureen Hanson, professor of molecular biology and genetics, is the other corresponding author.

"Therapies have been developed to reverse T cell exhaustion as treatments for cancer," Hanson said. "Our findings raise the question of whether such anti-exhaustion drugs might also be helpful in ME/CFS."

Strong evidence for the phenomenon of T cell exhaustion in ME/CFS has also been reported in long COVID, Hanson added.

"Immune cells from ME/CFS patients exhibited higher levels of proteins on their surface that are characteristic of cells that have become exhausted, which can be caused by long-term exposure to a virus protein or by continuous stimulation of the immune system, a state that is also found in cancer patients," Hanson said.

Future work will try to determine whether a virus is in fact involved, which is currently not known. "We need to understand what is pushing them to this exhausted state," Grimson said.

The team also plans to take cells from patients and controls, purify those cells and treat patients with drugs that reverse exhaustion and see if the immune cells resume normal function. If CD8+ T cell exhaustion can be reversed, the next question is whether such reversal actually benefits a patient, as exhaustion can have protective qualities.
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Controlling matter at the atomic level | ScienceDaily
Controlling matter at the atomic level has taken a major step forward, thanks to groundbreaking nanotechnology research by an international team of scientists led by physicists at the University of Bath.


						
This advancement has profound implications for fundamental scientific understanding. It is also likely to have important practical applications, such as transforming the way researchers develop new medications.

Controlling single-outcome single-molecule reactions is now almost routine in research laboratories across the world. For example, over a decade ago, researchers from the technology giant IBM showcased their ability to manipulate individual atoms by creating A boy and his atom, the world's smallest movie. In the film, single molecules, consisting of two atoms bonded together, were magnified 100-million times and positioned frame-by-frame to tell a stop-motion story on an atomic scale.

Achieving control over chemical reactions with multiple outcomes, however, has remained elusive. This matters because generally only some outcomes of a chemical reaction are useful.

For instance, during drug synthesis, a chemical process that results in 'cyclisation' produces the desired therapeutic compound, however 'polymerisation', another outcome, leads to unwanted byproducts.

Being able to precisely control reactions to favour desired outcomes and reduce unwanted byproducts promises to improve the efficiency and sustainability of pharmaceutical processes.

Scanning tunnelling microscopy

The new study, published today in the journal Nature Communications, set out to demonstrate for the first time that competing chemical reaction outcomes can be influenced by using the atomic resolution of a scanning tunnelling microscope (STM).




Conventional microscopes use light and lenses to magnify specimens, allowing us to view them with the naked eye or a camera. However, when it comes to atoms and molecules, which are smaller than even the shortest wavelengths of visible light, traditional methods fall short.

To explore these tiny realms, scientists turn to a scanning tunnelling microscope, which operates much like a record player.

With a tip that can be as fine as a single atom, scanning tunnelling microscopes move across a material's surface, measuring properties such as electric current to map each point. However, rather than pressing the tip into the surface like a record player needle, the tip hovers just a single atom's width above it.

When connected to a power source, electrons travel down the tip and make a quantum leap across the atom-sized gap. The closer the tip is to the surface, the stronger the current; the farther away it is, the weaker the current. This well-defined relationship between tip distance and current allows the microscope to measure and map the surface of the atom or molecule based on the electric current strength. As the tip sweeps across the surface, it builds a precise, line-by-line image of the surface, revealing details invisible to conventional light microscopes.

Single-molecule reactions

Using the atomic precision of a scanning tunnelling microscope, scientists can go beyond mapping the surface of a molecule -- they can both reposition single atoms and molecules, and influence and measure the likelihood of specific reaction pathways in individual molecules.




Explaining, Dr Kristina Rusimova, who led the study, said: "Typically, STM technology is employed to reposition individual atoms and molecules, enabling targeted chemical interactions, yet the ability to direct reactions with competing outcomes remained a challenge. These different outcomes happen with certain probabilities governed by quantum mechanics -- rather like rolling a molecular die.

"Our latest research demonstrates that STM can control the probability of reaction outcomes by selectively manipulating charge states and specific resonances through targeted energy injection."

Dr Peter Sloan, senior lecturer in the Department of Physics and co-author of the study, said: "We used the STM tip to inject electrons into toluene molecules, prompting the breaking of chemical bonds and either a shift to a nearby site, or desorption.

"We found that the ratio of these two outcomes was controlled by the energy of the electrons injected. This energy dependence allowed us to achieve control over the probability of each reaction outcome through the targeted "heating" of an intermediate molecular state, guided by precise energy thresholds and molecular barriers."

PhD student Pieter Keenan, first-author on the research publication, said: "The key here was to maintain identical initial conditions for the test reactions -- matching the precise injection site and excitation state -- and then vary outcomes based solely on the energy of the injected electrons.

"Within a single molecule's response to the energy input, the differing reaction barriers drive the reaction outcome probabilities. Altering only the energy input allows us, with high precision, to make a reaction outcome more likely than another -- in this way we can 'load the molecular dice'."

Professor Tillmann Klamroth from Potsdam University in Germany, added: "This study combines advanced theoretical modelling with experimental precision, leading to a pioneering understanding of the reactions' probabilities based on the molecular energy landscape. This paves the way for further advances in nanotechnology."

Looking ahead, Dr Rusimova said: "With applications in both basic and applied science, this advancement represents a major step toward fully programmable molecular systems. We expect techniques such as this to unlock new frontiers in molecular manufacturing, opening doors to innovations in medicine, clean energy, and beyond."

The research is published in the journal Nature Communications. It was funded by The Royal Society, and the Engineering and Physical Science Research Council (EPSRC).
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New bioprinting technique creates functional tissue 10x faster | ScienceDaily
Three-dimensional (3D) printing isn't just a way to produce material products quickly. It also offers researchers a way to develop replicas of human tissue that could be used to improve human health, such as building organs for transplantation, studying disease progression and screening new drugs. While researchers have made progress over the years, the field has been hampered by limited existing technologies unable to print tissues with high cell density at scale.


						
A team of researchers from Penn State have developed a novel bioprinting technique that uses spheroids, which are clusters of cells, to create complex tissue. This new technique improves the precision and scalability of tissue fabrication, producing tissue 10-times faster than existing methods. It further opens the door to developing functional tissues and organs and progress in the field of regenerative medicine, the researchers said.

They published their findings in Nature Communications.

"This technique is a significant advancement in rapid bioprinting of spheroids," said Ibrahim T. Ozbolat, Dorothy Foehr Huck and J. Lloyd Huck Chair in 3D Bioprinting and Regenerative Medicine and professor of engineering science and mechanics, of biomedical engineering and of neurosurgery at Penn State. "It enables the bioprinting of tissues in a high-throughput manner at a speed much faster than existing techniques with high cell viability."

Bioprinting allows researchers to build 3D structures from living cells and other biomaterials. Living cells are encapsulated in a substrate like a hydrogel to make a bioink, which is then printed in layers using a specialized printer. These cells grow and proliferate, eventually maturing into 3D tissue over the course of several weeks. Ozbolat explained that it's like constructing a brick wall where the cells are the bricks and the bioink is the cement or mortar.

However, it's difficult to achieve the same cell density as what's found in the human body with this standard approach, Ozbolat said. That cell density is essential for developing tissue that's both functional and can be used in a clinical setting. Spheroids, on the other hand, offer a promising alternative for tissue bioprinting because they have a cell density similar to human tissue.

While 3D printing spheroids offers a viable solution to producing the necessary density, researchers have been limited by the lack of scalable techniques. Existing bioprinting methods often damage the delicate cellular structures during the printing process, killing some of the cells. Other technologies are cumbersome and don't offer precise control of the movement and placement of the spheroids needed to create replicas of human tissue.




Or the processes are slow. In previously published research, Ozbolat and his colleagues developed an aspiration-assisted bioprinting system. Using a pipette tip, the researchers could pick up tiny balls of cells and place them precisely where they self-assemble and create a solid tissue. However, since the technique involves moving spheroids one at a time, it could take days to build a one cubic centimeter structure.

To address these issues, the team developed a new technique called High-throughput Integrated Tissue Fabrication System for Bioprinting (HITS-Bio). HITS-Bio uses a digitally controlled nozzle array, an arrangement of multiple nozzles that moves in three dimensions and allows researchers to manipulate several spheroids at the same time. The team organized the nozzles in a four-by-four array, which can pick up 16 spheroids simultaneously and place them on a bioink substrate quickly and precisely. The nozzle array can also pick up spheroids in customized patterns, which can then be repeated to create the architecture found in complex tissue.

"We can then build scalable structures very fast," Ozbolat said. "It's 10-times faster than existing techniques and maintains more than 90% high cell viability."

To test the platform, the team set out to fabricate cartilage tissue. They created a one-cubic centimeter structure, containing approximately 600 spheroids made of cells capable of forming cartilage. The process took less than 40 minutes, a highly efficient rate that surpasses the capacity of existing bioprinting technologies.

The team then showed that the bioprinting technique can be used for on-demand tissue repair in a surgical setting in a rat model. They printed spheroids directly into a wound site in the skull during surgery, which was the first time spheroids have been printed intraoperatively. The researchers programmed the spheroids to transform into bone using microRNA technology. MicroRNA helps control gene expression in cells, including how cells differentiate into specific types.

"Since we delivered the cells in high dosages with this technique, it actually sped up the bone repair," Ozbolat said. After three weeks, the wound was 91% healed after three weeks and 96% healed after just six weeks.




The HITS-Bio technique offers an opportunity to create complex and functional tissue in a scalable manner, Ozbolat said. Expanding the number of nozzles could lead to production of larger and more intricate tissues, such as organs and organ tissue like the liver.

Ozbolat said that the team is also working on techniques to incorporate blood vessels into the fabricated tissue, a necessary step for producing more types of tissues that can be used clinically or for transplantation. This wasn't an issue with the two applications demonstrated in this study because cartilage has no blood vessels and, in a surgical setting, the surrounding blood vessels could help with blood flow to the bioprinted bone tissue.

Other Penn State authors include: Myoung Hwan Kim, doctoral student in biomedical engineering; Yogendra Pratap Singh and Miji Yeo, postdoctoral scholars in engineering science and mechanics; Daniel Hayes, Dorothy Foehr Huck and J. Lloyd Huck Chair in Nanotherapeutics and Regenerative Medicine; and Elias Rizk, professor of neurosurgery at the Penn State College of Medicine. Co-author Nazmiye Celik was a doctoral scholar in engineering science and mechanics at the time of the study and is now a postdoctoral fellow at Johns Hopkins University.

Ozbolat, Kim, Singh, Yeo and Hayes are affiliated with the Huck Institutes of the Life Sciences. Ozbolat and Hayes are also affiliated with the Penn State Materials Research Institute. Ozbolat is also affiliated with the Penn State Cancer Institute.

Funding from the National institute of Biomedical Imaging and Bioengineering and the National Institute of Dental and Craniofacial Research supported this work.
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Controlling a cancer-associated gene can mimic muscle growth from exercise | ScienceDaily
Researchers have long known that there is a relationship between the cancer-associated gene MYC (pronounced "Mick") and exercise adaptation. When human muscles are exercised, MYC is found to increase transiently in abundance over 24 hours. But as we age, the MYC response to exercise is blunted, perhaps explaining a reduced ability to recover from exercise and maintain or gain muscle.


						
Knowing the precise mechanisms by which MYC drives muscle growth could prove instrumental in creating therapies that reduce muscle loss from aging, potentially improving independence, mobility and health.

New research published in EMBO Reports now adds an important dimension to our understanding of the role of MYC in skeletal muscle. The work is the product of 20 authors representing five institutions: the U of A, the Karolinska Institute in Sweden, Linkoping University in Sweden, Oakland University and the University of Kentucky.

Given so many contributors, the paper is rich with data but essentially boils down to two parts. The first is a 24-hour chronicle of the molecular landscape of the human muscles following resistance exercise. The second half examines the use of mouse models to determine if controlled doses, or pulses, of MYC within skeletal muscles would be enough to stimulate muscle growth independent of actual exercise. The short answer: yes.

The Molecular Landscape of MYC

Co-first author Ronald Jones, a Ph.D. candidate in the U of A's Department of Health, Human Performance and Recreation, noted that most studies tend to look at the molecular landscape of the human body by taking biopsies prior to exercise and then a few hours later. But by taking multiple biopsies over a period of 24 hours, which the team in Sweden oversaw, the researchers were able to get a more complete profile of how the body adapts to exercise over time and what genes are most important in that process.

"We show that the peak of responsiveness and where most things were happening was actually eight hours after exercise," Jones explained. He added that they found that three hours after exercising, MYC ranked as the third most important molecule. "And then at eight and 24 hours, it was the most influential. So it was really important to get those time points and to map out the body's response to acute exercise."

Once the researchers had a clearer understanding of what was happening molecularly in human muscles over time, they wanted to isolate MYC and see if it alone was enough to facilitate muscle growth. This was done by genetically controlling the levels of MYC in their skeletal muscles using a specialized mouse model. The mice weren't given an exercise wheel, which would naturally promote muscle growth, but were otherwise allowed to move around normally.




Samples were then taken from the soleus muscles of their lower legs, which are utilized in basic activities like standing or walking around. Analysis confirmed that MYC alone led to increased muscles mass and fiber size in the soleus in comparison to genetically identical mice that did not have MYC pulses but otherwise lived under identical circumstances. Thus, the team was able to effectively "mimic" the exercise response without exercise.

The Meaning of MYC

These findings further the argument that MYC is a key player in muscle growth from resistance training. Even so, MYC is not likely to be the basis of a new therapy for sarcopenia or a performance-enhancing drug. MYC regulates roughly 15 percent of the estimated 20,000 genes in the human body, meaning it could have unpredictable downstream effects involving thousands of genes. It is also a potent oncogene, meaning the very growth it promotes in skeletal muscle could stimulate cellular proliferation if overexpressed in organs like the liver, resulting in tumors. Administering MYC alone could have unintended and deadly side effects.

Kevin Murach, an assistant professor at the U of A and Jones' adviser in the department, was a senior and corresponding author on the paper. Murach commented that "it's interesting that one of the things that is known to cause cancer also regulates the muscle growth response to exercise. This suggests shared regulation and that 'growth is growth.'"

Murach added, "The take-home isn't necessarily that we need to induce MYC in muscle to mimic exercise, but that we can harness the knowledge of what this oncogene affects in muscle and then try to design therapies and interventions for atrophy and enhancing muscle adaptability that activate those positive downstream effects of MYC without evoking the possibility of oncogenesis."

In addition to being an oncogene, MYC is also one of the four Yamanaka factors, which are four protein transcription factors that can revert highly specified cells (such as a skin cell) back to a stem cell, which is a younger and more adaptable state. In the correct dosages, inducing the Yamanaka factors throughout the body in rodents can ameliorate the hallmarks of aging by mimicking the adaptability that is common to more youthful cells.




Of the four factors, only MYC is induced by exercising skeletal muscle. These findings provide further motivation for the researchers to understand what MYC is doing in muscle from an aging context with exercise.

Moving forward, Jones will continue to dig deeper into the mysteries of MYC as the focus of his dissertation. "I'm super passionate about it," he said. "I wake up every day thinking about this project. I love working on this project, and I think MYC is one of the most heavily influential molecules in muscle tissue... but there is still so much we don't know."

Joining Jones and Murach as co-authors on the paper from the U of A are Sabin Khadgi, a research technician for muscle physiology; PJ Koopmans, a Ph.D. candidate; Toby Chambers, a post-doctoral scholar; Francielly Morena, a recent U of A Ph.D. graduate; and Nicholas Greene, a professor and director of the Exercise Science Research Center.
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How dementia affects the brain's ability to empathize | ScienceDaily
Patients with frontotemporal dementia often lack the ability to empathize. A study at Karolinska Institutet has now shown that these patients do not show the same brain activity as healthy individuals when they witness the pain of others, a finding that it is hoped will increase understanding of this specific dementia disease.


						
Around 25,000 Swedes are affected by dementia every year. Of these, about three percent are diagnosed with frontotemporal dementia. The disease is difficult to diagnose, but one of its characteristics is that sufferers lose the ability to empathize, which can lead to problems for them, and not least for their relatives.

In the current study, led by researchers Olof Lindberg at Karolinska Institutet and Alexander Santillo at Lund University, 28 patients diagnosed with frontal lobe dementia were analyzed using functional magnetic resonance imaging (fMRI).

The researchers were able to see how the subjects' brain activity was affected when they were shown images of hands being penetrated by needles, which normally activates the parts of the brain that tend to react to the experience of suffering or pain in others.

The study shows that people with frontotemporal dementia do not display any activation of the frontal brain networks that are activated in the control group of age-matched healthy individuals.

"What is particularly interesting is that we have been able to relate this measure of brain activity in patients to how carers rate their lack of empathy. There turned out to be a strong correlation, and that's important. It shows that what happens in the brain is connected to the people's behavior," says Olof Lindberg.

Dementia usually means memory problems, but frontotemporal dementia with a loss of ability to empathize with other people can resemble other conditions with empathy problems in psychiatry, such as psychopathy. Olof Lindberg believes that the new findings on how brain activity is affected will increase understanding of the disease.

"This captures a key symptom in patients, and with a lack of empathy, it naturally becomes more difficult to act socially. So, it can affect the judgement of whether to be cared for at home, for example."

The study was carried out in collaboration between Skane University Hospital, Norrland University Hospital and Karolinska University Hospital Huddinge.
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An inflatable gastric balloon could help people lose weight | ScienceDaily
Gastric balloons -- silicone balloons filled with air or saline and placed in the stomach -- can help people lose weight by making them feel too full to overeat. However, this effect eventually can wear off as the stomach becomes used to the sensation of fullness.


						
To overcome that limitation, MIT engineers have designed a new type of gastric balloon that can be inflated and deflated as needed. In an animal study, they showed that inflating the balloon before a meal caused the animals to reduce their food intake by 60 percent.

This type of intervention could offer an alternative for people who don't want to undergo more invasive treatments such as gastric bypass surgery, or people who don't respond well to weight-loss drugs, the researchers say.

"The basic concept is we can have this balloon that is dynamic, so it would be inflated right before a meal and then you wouldn't feel hungry. Then it would be deflated in between meals," says Giovanni Traverso, an associate professor of mechanical engineering at MIT, a gastroenterologist at Brigham and Women's Hospital, and the senior author of the study.

Neil Zixun Jia, who received a PhD from MIT in 2023, is the lead author of the paper, which appears today in the journal Device.

An inflatable balloon

Gastric balloons filled with saline are currently approved for use in the United States. These balloons stimulate a sense of fullness in the stomach, and studies have shown that they work well, but the benefits are often temporary.




"Gastric balloons do work initially. Historically, what has been seen is that the balloon is associated with weight loss. But then in general, the weight gain resumes the same trajectory," Traverso says. "What we reasoned was perhaps if we had a system that simulates that fullness in a transient way, meaning right before a meal, that could be a way of inducing weight loss."

To achieve a longer-lasting effect in patients, the researchers set out to design a device that could expand and contract on demand. They created two prototypes: One is a traditional balloon that inflates and deflates, and the other is a mechanical device with four arms that expand outward, pushing out an elastic polymer shell that presses on the stomach wall.

In animal tests, the researchers found that the mechanical-arm device could effectively expand to fill the stomach, but they ended up deciding to pursue the balloon option instead.

"Our sense was that the balloon probably distributed the force better, and down the line, if you have balloon that is applying the pressure, that is probably a safer approach in the long run," Traverso says.

The researchers' new balloon is similar to a traditional gastric balloon, but it is inserted into the stomach through an incision in the abdominal wall. The balloon is connected to an external controller that can be attached to the skin and contains a pump that inflates and deflates the balloon when needed. Inserting this device would be similar to the procedure used to place a feeding tube into a patient's stomach, which is commonly done for people who are unable to eat or drink.

"If people, for example, are unable to swallow, they receive food through a tube like this. We know that we can keep tubes in for years, so there is already precedent for other systems that can stay in the body for a very long time. That gives us some confidence in the longer-term compatibility of this system," Traverso says.




Reduced food intake

In tests in animals, the researchers found that inflating the balloon before meals led to a 60 percent reduction in the amount of food consumed. These studies were done over the course of a month, but the researchers now plan to do longer-term studies to see if this reduction leads to weight loss.

"The deployment for traditional gastric balloons is usually six months, if not more, and only then you will see good amount of weight loss. We will have to evaluate our device in a similar or longer time span to prove it really works better," Jia says.

If developed for use in humans, the new gastric balloon could offer an alternative to existing obesity treatments. Other treatments for obesity include gastric bypass surgery, "stomach stapling" (a surgical procedure in which the stomach capacity is reduced), and drugs including GLP-1 receptor agonists such as semaglutide.

The gastric balloon could be a good option for patients who are not good candidates for surgery or don't respond well to weight-loss drugs, Traverso says.

"For certain patients who are higher-risk, who cannot undergo surgery, or did not tolerate the medication or had some other contraindication, there are limited options," he says. "Traditional gastric balloons are still being used, but they come with a caveat that eventually the weight loss can plateau, so this is a way of trying to address that fundamental limitation."

The research was funded by MIT's Department of Mechanical Engineering, the Karl van Tassel Career Development Professorship, the Whitaker Health Sciences Fund Fellowship, the T.S. Lin Fellowship, the MIT Undergraduate Research Opportunities Program, and the Boston University Yawkey Funded Internship Program.
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Combo-drug treatment to combat Melioidosis | ScienceDaily
Melioidosis -- a bacterial infection that causes fever, pneumonia, and sepsis -- presents two enormous challenges for infectious disease experts: it kills roughly half the people who contract it and it is extremely tough to treat even in countries with advanced health care systems.


						
The pathogen that causes melioidosis is so virulent it was used as a biologic warfare agent in World Wars I and II. Treatment demands an expensive, long-term IV and antibiotic regimen that is difficult to enact in southeast Asia and northern Australia where melioidosis is prevalent. And while the disease itself is rare in the United States, the first known case of environmental transmission occurred here in 2022.

Princeton Chemistry's Seyedsayamdost Lab offers a promising treatment for this neglected tropical disease with a combination of low-dose antibiotics that targets the pathogen but leaves gut microbiome bacteria unscathed.

The researchers' approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic "vulnerabilities," the lab offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

"Virtually all antibiotics are A-bombs. They are broad-spectrum and we use them in such high doses that they eradicate nearly everything in and around them, notably bacteria that protect us. That's a problem," said Mohammad Seyedsayamdost, professor of chemistry. "We found that even low doses of antibiotics reveal susceptibilities that are difficult to detect but can be leveraged, once known. That was the 'aha' moment.

"Low-dose or subinhibitory doses of antibiotics don't affect growth of the pathogen but have a significant impact on its physiology and metabolism. And once we noticed that, we took advantage of this very unique response to combat an organism that is really difficult to kill."

The lab's research, Combatting melioidosis with chemical synthetic lethality, was published in the Proceedings of the National Academy of Sciences (PNAS) in collaboration with the Davis Lab at Emory University and the Chandler lab at the University of Kansas.




"To me, the most exciting part of this paper is its potential to change how we think about antibiotic development," said the paper's lead author and former Mo Lab graduate student Yifan Zhang. "We've known for a long time that antimicrobial resistance is a growing global crisis, and yet the pipeline for new antibiotics has been alarmingly slow. With this study, our goal was to take a different approach -- one that doesn't just focus on finding a new 'silver bullet,' but instead looks at how we can outsmart pathogens by exploiting their metabolic vulnerabilities.

"This work also reinforces how important it is to think beyond traditional boundaries in science," added Zhang, now a medical student at Robert Wood Johnson. "Combining ideas from the oncology space with our knowledge of microbiology and microbial metabolism, required us to challenge a lot of assumptions about how antibiotics 'should' work. It's exciting to see those risks pay off with a discovery that could genuinely help patients."

Looking at the pathogen through HiTES 

Melioidosis is caused by the bacterium Burkholderia pseudomallei. One traditional method of determining antibiotic efficacy against it is by looking for signs of Burkholderia growth with the unaided eye or through a simple assay, and then treating it with a broad-spectrum antibiotic that kills everything in its path: antibiotic as blunt instrument.

But the Mo Lab used another method, High Throughput Elicitor Screening (HiTES), a technology for which Seyedsayamdost was awarded a 2020 MacArthur Prize, to peer deeply into the metabolome for clues to bacterial vulnerability.

HiTES revealed that this pathogen's metabolism is altered dramatically with low-dose antibiotics. In essence, low-dose trimethoprim opens up a secondary, previously unknown, metabolite stress response in the pathogen. Under these conditions, the researchers found the folate biosynthetic enzyme FolE2 to be conditionally essential, an enzyme that's not widely found in bacteria and that, ironically, makes it easy to exploit.




By using an approach called chemical synthetic lethality, they were able to successfully combine trimethoprim with a natural product, dehydrocostus lactone (DHL), to inhibit the function of FolE2, cutting off this secondary response on which the bacteria relies for survival ... and doing it in a way that selectively kills the pathogen without annihilating the gut's essential bacteria.

"Basically we accomplished the molecular version of synthetic lethality, a well-known genetics phenomenon, wherein two mutations are only deadly when combined," said Seyedsayamdost. "You add one molecule, it has no effect. You add a second molecule, it has no effect. But you combine the two molecules -- in this case, trimethoprim and DHL -- and the combination is deadly. We mixed genetics and chemistry, and it worked."

The research also suggests that this combination therapy can be used against any organism to find treatments that are less destructive systemically.

"Ultimately, I hope this research doesn't just stop at Burkholderia pseudomallei," said Zhang. "If we can expand this strategy to other pathogens, I believe we can open up entirely new avenues for developing treatments that are not only effective but also respect the delicate balance of our microbiomes.

"Knowing that our work has the potential to contribute to targeted, life-saving treatments for such a devastating disease is both humbling and deeply fulfilling. That's the bigger picture that keeps me motivated and excited about where this work can lead."
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Rats on cocaine: When aversion is not enough | ScienceDaily
Consuming addictive substances often involves an unpleasant experience, like using a needle, ingesting a bitter substance or inhaling smoke. These distasteful experiences -- known as aversive cues -- and our initial reactions to them are pivotal to understanding who will become an addict, said University of Texas at El Paso biologist Travis Moschak, Ph.D.


						
"Aversive cues matter from the very first exposure," Moschak said. But until now, he said, there hasn't been a good animal model to study this concept.

Moschak is the lead author of a new study published this month in the journal Drug and Alcohol Dependence that describes a novel approach for rats to self-administer cocaine and encounter aversion from that very first "high."

The study found widely varying responses in rats, revealing that individual reactions to the unpleasant aspects of drug consumption can be important in determining susceptibility to addiction.

Moschak explained that nearly 30 rats were given the opportunity to self-administer small doses of cocaine by poking their nose into a designated hole. Each dose of cocaine was preceded by a small, bitter-tasting dose of quinine, a substance that is safe for rats and commonly used to impart the bitter flavor in tonic water. The study measured the rats' response to the mixed positive-negative experience of the cocaine and quinine and gauged whether their dislike of the quinine outweighed the impact of the cocaine.

After having the opportunity to self-administer the cocaine, Moschak said that three distinct patterns became evident among the rats. One group responded strongly to the quinine and stopped self-administering the cocaine entirely, which can be compared to the experience of a person who tries a drug, has a negative experience, and never does it again. A second group started off consuming the cocaine in low doses but gradually increased their consumption, indicating that the quinine did not deter them enough to stop. A third, unexpected group began the study with heavy cocaine consumption but then gradually leveled off.

"The third group surprised us," Moschak said. "They seemed to have over-indulged and the combination of too much cocaine and too much aversive stimulus took over."

While previous studies have explored the relationship between aversive cues and drug use, Moschak's research is the first to study them as a paired experience from the very first instance of drug use, he said.




"These findings could help explain why some individuals develop substance use disorders while others do not, and future studies may uncover genetic or neural differences that could guide targeted treatments," Moschak said.

The rats were taken off of the cocaine at the conclusion of the study and were unharmed by the experience, the team said. Future research will examine the brain regions in the rats that are active during drug use with an aversive cue and seek to understand the genetic or biological differences behind the rats' differing experiences.

"This is a fascinating study with great potential to help us better understand and address drug abuse in people," said Robert Kirken, Ph.D., dean of the College of Science. "With further study, this research could lead to better ways to prevent and treat addiction."

The cocaine used in the study was procured through the National Institute on Drug Abuse's Drug Supply Program, which supplies restricted substances for the purpose of research.
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Researchers design novel immunotherapy for brain cancer | ScienceDaily
The Wistar Institute's David B. Weiner, Ph.D. -- Executive Vice President, director of the Vaccine & Immunotherapy Center and W.W. Smith Charitable Trust Distinguished Professor in Cancer Research -- and his lab have successfully tested a new immune therapy that, in preclinical lab testing, reliably improves survival and reduces tumor burden in glioblastoma. Their findings were published in the paper, "Novel tri-specific T-cell engager targeting IL-13Ra2 and EGFRvIII provides long-term survival in heterogeneous GBM challenge and promotes antitumor cytotoxicity with patient immune cells," in the Journal for ImmunoTherapy of Cancer.


						
"This study utilizes a novel design to build a glioblastoma-targeting 'trispecific' antibody deployed against a laboratory model of glioblastoma, which has the potential to be made entirely in patients as a glioblastoma therapy in the future," said corresponding author, Dr. David Weiner. "We're hopeful that this will have future applications for preventing tumor escape mechanisms that block response to therapy in a variety of cancers."

Glioblastoma is the deadliest form of brain cancer, with less than a 5% five-year survival rate. One of the key contributors to glioblastoma's poor outlook is its natural immunosuppression coupled with its intrinsic diversity -- a one-two punch that limits immune successes against controlling glioblastoma in patients.

All cancers -- particularly immune-silent, fast-growing cancers like glioblastoma -- produce signals called antigens that scientists can use in immune therapies to manually alert the immune system to the presence of incognito cancers. But designing an effective immune therapy for glioblastoma is especially challenging because glioblastoma antigens can vary greatly. That variability means that any effective immune therapy would need to deliver a large amount of information to the immune system.

The team designed a unique trispecific antibody encoded in a DNA-encoded delivery mechanism. Their DNA-encoded trispecifics, named "DTriTEs," linked cancer-killing T cells through the CD3 protein with two different glioblastoma antigens: the IL-13Ra2 protein and the EGFRvIII protein. This allows the immune system's T cells to be alerted and activated when they encounter diverse glioblastoma tumors expressing either or both of these antigens.

In pre-clinical laboratory testing, one DTriTE design stood out for its anticancer potency. Not only did the design produce robust activation of anti-cancer killer T cells, but it also engaged another type of tumor-clearing cell, the Natural Killer (NK) T cells. The DTriTE design was the most potent treatment that provided sustained survival and tumor control in 100% of the glioblastoma challenge models for the duration of the study. In a long-term challenge model meant to evaluate the DTriTE's ability to sustain anti-cancer efficacy over a longer period of time, 66% of the models treated with the DTriTE showed lasting tumor suppression and survival, which no other comparison treatment achieved.

"Based on this early-stage testing, our data show that, even for a cancer as resistant to treatment as heterogenous glioblastoma, the novel DTriTE design can induce a potent and lasting anticancer response, potentially adding a new tool to our arsenal of approaches," said the paper's first author and Weiner lab Ph.D. student, Daniel H. Park. "We're excited to continue to expand on these designs for potential treatment of glioblastoma and, in the future, for other types of cancer that haven't responded to immunotherapy due to similar immune issues."
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DNA damage is key factor in age-related macular degeneration | ScienceDaily
A research team co-led by the University of California, Irvine has discovered that accumulated DNA damage in the retina is a key contributor to age-related macular degeneration and that targeting specific retinal cell types may lead to treatments that slow or stop progression.


						
Affecting approximately 200,000 Americans annually, AMD is a major cause of blindness in people over 50. It exists in two forms: wet, which is treated with well-established therapies, and dry, which lacks effective remedies.

The study, recently published online in the journal Aging Cell, reveals how DNA damage, a hallmark of aging, compromises the retina's function and accelerates vision loss.

"Our findings highlight the critical role DNA damage repair plays in maintaining retina health for good vision," said co-corresponding author Dorota Skowronska-Krawczyk, UC Irvine associate professor of physiology and biophysics. "Because age is the strongest risk factor for AMD, gaining deeper insights into the underlying biology of aging in the eye is essential for developing effective therapies."

The retina, a light-sensitive tissue at the back of the eye, consumes more oxygen than any other tissue in the body and relies on the retinal pigment epithelium cell layer to function properly. Its exposure to light and intense metabolic activity makes it highly vulnerable to oxidative stress and the accumulation of DNA damage over time, a process closely linked to aging. Understanding the delicate relationship between the retina and the retinal pigment epithelium and the basic mechanism driving age-related changes is crucial for developing new approaches to combat AMD.

The team compared a mouse model with reduced levels of ERCC1-XPF, a DNA repair enzyme, with both young, healthy mice and naturally aging mice. By just 3 months of age, the model showed signs of visual impairment, structural alterations in the retina, abnormal blood vessel formation, and shifts in gene expression and metabolism, as well as mitochondrial dysfunction in the retinal pigment epithelium. All these changes mirror those seen in natural human eye aging.

"The more we know about how DNA damage contributes to eye diseases like AMD, [the better] we can develop interventions that address the root causes of vision loss. These could include strategies to counteract oxidative stress, enhance DNA repair or even remove damaged cells before they cause harm," Skowronska-Krawczyk said. "We plan to investigate which cell types drive age-related changes by selectively impairing DNA mechanisms. Our goal is to advance the development of preventative interventions that significantly reduce the burden of age-related vision loss and improve the quality of life for millions."

Team members also included William Cho, UC Irvine physiology and biophysics project scientist; co-corresponding author Dr. Laura J. Niedernhofer, professor and director of the University of Minnesota Institute on the Biology of Aging & Metabolism; and faculty and students from the University of Minnesota, the University of Florida and Columbia University.
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Home and neighborhood environments impact sedentary behavior in teens globally | ScienceDaily
The World Health Organization recommends no more than two to three hours per day of sedentary time for youth. However, adolescents worldwide are spending an average of 8 to 10 hours per day engaging in sedentary activities such as watching television, using electronic devices, playing video games and riding in motorized vehicles, according to a multinational study published in the Nov. 29, 2024 issue of the International Journal of Behavioral Nutrition and Physical Activity.


						
The most notable finding of the study, led by principal investigator James F. Sallis, Ph.D., distinguished professor at the Herbert Wertheim School of Public Health and Human Longevity Science at University of California San Diego, and colleagues from 14 countries, found that simply having a personal social media account was linked with higher total sedentary time in both males and females. Social media was also related to more self-reported screen time.

"Although there is great concern about negative effects of social media on youth mental health, this study documents a pathway for social media to harm physical health as well," said Sallis, who is also a professorial fellow at the Australian Catholic University.

"These findings are concerning, as excessive sedentary behavior has been linked to a range of health problems, including obesity, diabetes and mental health issues."

Researchers analyzed accelerometer data from 3,982 adolescents aged 11 to 19 and survey measures of sedentary behavior from 6,302 participants in the International Physical Activity and the Environment Network (IPEN) Adolescent Study, which covered 15 geographically and culturally diverse countries across six continents.

The number of electronic devices within a home, how many adolescents had their own social media accounts and neighborhood walkability were significantly different across countries.

For example, adolescents from India had an average of 1.2 electronic devices in the bedroom and 0.5 personal electronic devices, while the average number of such devices in Denmark was 4.2 and 2.3, respectively. In India and Bangladesh, fewer than 30% of adolescents reported having their own social media account, compared to higher socio-economic status countries where it was over 90%.




Parents reporting on walkability identified Australia as having high access to parks, while Nigerian parents reported no access, and parents in Bangladesh and India reported poor access. Traffic was a concern among parents in Brazil, Malaysia, Bangladesh, India, and Israel, and concerns about crime were high in the first three countries.

Adolescents who reported less recreational screen time lived in walkable neighborhoods and had better perceptions of safety from traffic and crime than others. Girls who lived in neighborhoods designed to support physical activity were less likely to be sedentary.

Despite differences in culture, built environments and extent of sedentary time, patterns of association were generally similar across countries, said the study's lead author Ranjit Mohan Anjana, M.D., Ph.D., of Dr. Mohan's Diabetes Specialties Centre and Madras Diabetes Research Foundation in India.

"Together, parents, policymakers and technology companies can work together to reduce access to screens, limit social media engagement and promote more physical activity, thus helping adolescents develop healthier habits and reduce their risk of chronic diseases," said Anjana.

The study's findings have significant implications for public health policy and highlight the need for further research into the causes and consequences of sedentary behavior among teenagers.

Countries involved in study: Australia, Bangladesh, Belgium, Brazil, China, Czechia, Denmark, India, Israel, Malaysia, Nigeria, Portugal, Spain and United States.
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Peat-bog fungi produce substances that kill tuberculosis-causing bacteria | ScienceDaily
An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols. Neha Malhotra of the National Institutes of Health, U.S., and colleagues present these findings December 3 in the open-access journal PLOS Biology.


						
Every year, millions of people around the world fall ill from tuberculosis and more than 1 million people die, despite the disease being preventable and curable. However, treatment requires taking daily antibiotics for months, which can pose significant challenges, so new treatments that shorten the treatment period are urgently needed.

To explore potential targets for treatment-shortening strategies, Malhotra and colleagues turned to sphagnum peat bogs. These freshwater wetlands harbor abundant species of bacteria in the Mycobacterium genus -- the same genus as the tuberculosis-causing bacterium Mycobacterium tuberculosis. In these bogs, fungi compete with mycobacteria to grow within a decomposing "gray layer" that, similarly to lesions found in the lungs of tuberculosis patients, is acidic, nutrient-poor, and oxygen-poor.

In the lab, the researchers grew Mycobacterium tuberculosis alongside each of about 1,500 species of fungi collected from the gray layer of several peat bogs in the northeastern U.S. They identified five fungi that had toxic effects against the bacterium. Further laboratory experiments narrowed these effects down to three different substances produced by the different fungi: patulin, citrinin, and nidulalin A.

Each of the three compounds appears to exert its toxic effects on the tuberculosis bacterium by severely disrupting cellular levels of a class of compounds known as thiols -- several of which play essential roles in the molecular processes that help keep bacterial cells alive and functional.

The researchers note that these three compounds themselves are unlikely to be good drug candidates. However, especially given the similarity between the peat-bog environment and tuberculosis lesions, the findings provide support for a particular strategy for development of treatment-shortening drugs: targeting the biological processes that maintain thiol levels in the tuberculosis bacterium.

The authors add, "Pathogenic mycobacteria, like those causing the human diseases leprosy and tuberculosis, are found in abundance in sphagnum peat bogs where the acidic, hypoxic and nutrient-poor environment gives rise to fierce microbial competition. We isolated fungi from such bogs and screened for those that competed directly with mycobacteria by co-culture and discovered that these fungi all target the same physiological process in mycobacteria using several chemically distinct mechanisms."
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How the speed of viral spread can be estimated by the analysis of genomic sequences | ScienceDaily
Evaluating the speed at which viruses spread and transmit across host populations is critical to mitigating disease outbreaks. A study published December 3 in PLOS Biology by Simon Dellicour at the University of Brussels (ULB), Belgium, and colleagues evaluates the performance of statistics measuring how viruses move across space and time in infected populations.


						
Genomic sequencing allows epidemiologists to examine the evolutionary history of pathogenic outbreaks and track the spatial movement of an outbreak. However, the sampling intensity of genomic sequences can potentially impact the accuracy of dispersal insights gained through these evolutionary approaches. In order to assess the impact of the sampling size, researchers simulated the spread of several pathogens to evaluate three dispersal metrics estimated from the analysis of viral genomes: a lineage dispersal velocity (the speed at which lineages spread), a diffusion coefficient (how fast lineages invade space), and an isolation-by-distance signal (how genomic sequences of a population become less similar over geographic distance) metric.

The researchers found that diffusion coefficient and isolation-by-distance signal metrics were least impacted by sample size/intensity. After using these metrics to compare the dispersal pattern and capacity of various viruses spreading in animal populations, they also discovered the extent to which the speed and distance of viral spread reflects the dispersal capacity of the infected host animal, but may also be influenced by human interference, such as the animal trade. The study does have limitations; for example, the simulation framework did not involve the generation of actual genomic sequences due to limited time and resources.

According to the authors, "Overall, our study provides key recommendations for the use of lineage dispersal metrics to consider in future studies and illustrates their application to compare the spread of viruses in various settings."

The authors add, "In this study, we evaluate the performance of various metrics estimated from evolutionary trees to quantify the dispersal capacity of viruses in the wild. We then use the most performant metrics to compare the dispersal pattern of various viruses spreading in animal populations, which reveals a broad range of diffusion velocities mostly reflecting the dispersal capacity of the main infected host species but also, in some cases, the likely signature of rapid and/or long-distance dispersal events driven by human-mediated movements through animal trade."
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Gluing treatment to cancer | ScienceDaily
Treatment for more advanced and difficult-to-treat head and neck cancers can be improved with the addition of polyvinyl alcohol (PVA), the same ingredient used in children's glue. Researchers found that combining PVA with a boron-containing compound, D-BPA, improved the effects of a type of radiation therapy for cancer, compared to currently clinically used drugs. The PVA made the drug more selective of tumor cells and prolonged drug retention, helping to spare healthy cells from unnecessary radiation damage.


						
Japan became the first country to approve boron neutron capture therapy (BNCT), a type of targeted radiotherapy for cancer, in 2020. Doctors administer a boron-containing drug to patients, which is designed to selectively accumulate in tumor cells. The patients are then exposed to low-energy neutrons, which react with the boron, destroying cancer cells without damaging healthy cells.

The advantages of BNCT are that it targets only boron-containing cells, meaning that damage to healthy cells is less compared to some other treatments. It has also been found to be effective against some more challenging and recurring cancers. However, because low-energy neutrons are quite weak, their use is limited to certain areas of the body. Currently, they are approved for head and neck cancers, which are nearer the surface. Their effectiveness also depends on both the level and retention of boron within tumor cells for the duration of the treatment.

In newly published research, special research student Kakeru Konarita and Associate Professor Takahiro Nomoto from the University of Tokyo found that adding PVA to the boron-containing compound greatly improved both its accumulation and retention in cancer cells.

"We discovered that PVA, which is used in liquid glue, dramatically improves the efficacy of a compound called D-BPA, that until now has been removed from drug ingredients because it was considered useless," explained Nomoto.

Neither PVA nor D-BPA exhibit pharmacological activity when administered alone. However, combining these compounds resulted in remarkably elevated tumor accumulation, prolonged retention and potent therapeutic efficacy, even when compared with a clinically used drug."

Currently, the chemical substance L-BPA is the only approved boron compound for BNCT. It accumulates well within cancer cells, but, depending on the location of the cancer, can also enter some healthy cells. This makes it unsuitable for treating certain tumors. D-BPA is the enantiomer of L-BPA, meaning that its molecular structure is the mirror image of L-BPA but it is otherwise chemically identical. D-BPA appealed to the researchers because it appears to be more selective of cancer cells. However, on its own it doesn't accumulate, which is why it was considered useless.

The team previously found that mixing PVA with L-BPA improved its effectiveness. In this latest research, they combined PVA with D-BPA and were surprised to see even higher levels of boron accumulating and more prolonged retention.

"There are many demands in the development of drugs for cancer treatment and much recent research and development has focused on complex combinations of expensive molecules," said Nomoto. "However, we are concerned that such methods, when put into practice, will be so expensive that only a limited number of patients will benefit. In this study, we aimed to develop a drug with a simple structure and high functionality at a low cost."

Now the team is promoting joint industry-academia collaboration to further this research and hope to apply this achievement to the treatment of other challenging cancers.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203153918.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



DNA engineered to mimic biological catch bonds | ScienceDaily
In a first-of-its-kind breakthrough, a team of UBC Okanagan researchers has developed an artificial adhesion system that closely mimics natural biological interactions.


						
Dr. Isaac Li and his team in the Irving K. Barber Faculty of Science study biophysics at the single-molecule and single-cell levels. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

Two of Dr. Li's doctoral students, Micah Yang and David Bakker, have engineered a new molecule that could transform how cells adhere to and communicate with one another.

Micah Yang, the study's lead author, explains that all cells have a natural "stickiness" that enables them to communicate, join together and form tissues. Unlike everyday glues, which tend to release more easily under increasing force, many cellular adhesive interactions behave oppositely -- the harder you pull, the stronger they hold. This counterintuitive self-strengthening stickiness, known as a catch bond, is crucial for facilitating essential biological functions and keeping you in one piece.

Yang's innovation involves a pair of DNA molecules designed to replicate this catch bond behaviour.

Dubbed the "fish hook" for its distinctive structure, this DNA-based system consists of two components: the fish and the hook. Using complementary DNA base-pair interactions, the system functions like a fish biting a hook, forming a catch bond. The bond's behaviour can be precisely fine-tuned by modifying the DNA sequences of the fish and the hook, enabling control over its strength under varying forces.

"Catch bonds play critical roles in systems like T-cell receptors and bacterial adhesions, which are key to immune responses, tissue integrity and mechano-sensing -- a cell's ability to detect and respond to physical forces," says Yang. "Nature has perfected these interactions over millions of years, but replicating their dynamic properties synthetically has been a major challenge -- until now.




The study, recently published in Nature Communications, highlights the advantages of this novel DNA-based system.

"The tunability of this system is a significant advancement over previous artificial catch bonds," says Yang. "The ability to precisely control the bond's force-dependent behaviour makes it an ideal tool for studying biological interactions and developing innovative materials."

Potential applications of the fish-hook bond are vast, says Yang.

In materials science, the design could inspire the creation of responsive materials that become stronger under stress, making them ideal for wearable technologies or aerospace applications where durability is critical.

In medicine, this approach could improve drug delivery systems or tissue scaffolds by enabling them to interact with cells in a force-sensitive manner, mimicking natural biological processes.

While the development of artificial adhesion bonds is still in its early days, Yang sees it as an exciting step in biomimetic engineering -- an approach that seeks to replicate the efficiency and adaptability of natural systems. This work opens up new possibilities for designing materials that mimic or enhance natural biological processes.

"By mimicking biological interactions like catch bond, scientists are not only learning more about how these systems work in nature, but they are paving the way for new technologies that are capable of enhancing human life."
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Pregnancy enhances natural immunity to block severe flu | ScienceDaily
McGill University scientists have discovered that pregnancy may trigger a natural immunity to boost protection against severe flu infection.


						
Contrary to the common belief that pregnancy increases vulnerability to infections, researchers found that it strengthened an immune defense in mice, blocking the Influenza A virus from spreading to the lungs, where it can cause severe infection.

"Our results are surprising because of the current dogma, but it makes sense from an evolutionary perspective," said co-lead author Dr. Maziar Divangahi, Professor in McGill's Faculty of Medicine and Health Sciences and Senior Scientist at the Research Institute of the McGill University Health Centre (The Institute).

"A mother needs to stay healthy to protect her developing baby, so the immune system adapts to provide stronger defenses. This fascinating response in the nasal cavity is the body's way of adding an extra layer of protection, which turns on during pregnancy."

Exploring benefits for pregnancy and beyond

The researchers used a mouse model to observe how a certain type of immune cell activates in the nasal cavity of mice during pregnancy, producing a powerful molecule that boosts the body's antiviral defenses, especially in the nose and upper airways.

"Influenza A virus remains among the deadliest threats to humanity," said first author Julia Chronopoulos, who carried out the research while completing her PhD at McGill. "This natural immunity in pregnancy could change the way we think about flu protection for expectant mothers."

The Public Health Agency of Canada recommends pregnant women and pregnant individuals get the flu vaccine, as they are at high risk of severe illness and complications like preterm birth. The new insights offer promise for more targeted vaccines for influenza, which is among the top 10 leading causes of death in Canada.




"The broader population could also benefit, as our findings suggest the immune response we observed could be replicated beyond pregnancy," said co-lead author Dr. James Martin, Professor in McGill's Faculty of Medicine and Health Sciences and Senior Scientist at the RI-MUHC. This could mean new nasal vaccines or treatments that increase protective molecules, known as Interleukin-17.

The team's next focus is on finding ways to reduce lung damage during viral infections like the flu or COVID-19. Rather than targeting the virus, as previous research has done, they aim to prevent dysregulated immune systems from overreacting, an approach that could lower the risk of serious complications associated with flu infection.

The research was funded by the Canadian Institutes of Health Research.
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Trials and tribulations of cell therapy for heart failure, an update on ongoing trials | ScienceDaily
Pathways to new treatments for heart failure take time -- as long as four decades for two now accepted therapies. So, new attempts to repair scar tissue in infarcted hearts using cells or cell products need more time to develop clinical therapies that can reduce risk of death from heart failure after a heart attack.


						
This message is part of a critical review of cell-based and cell product-based therapies for the treatment of heart failure. The review details 20 years of completed and ongoing clinical trials. While none has gained medical approval, they have proven safe and some have shown beneficial effects.

More importantly, the reviewers note, it took longer -- nearly four decades -- to optimize two current therapies to reduce mortality in heart failure: implantable cardioverter-defibrillators and guideline-directed medical therapy.

"The history of the development of life-saving medical therapies for heart failure serves as an important lesson that we should remain hopeful of the promise of cell therapy in heart failure," Jianyi "Jay" Zhang, M.D., Ph.D., and colleagues write in the review, "Trials and tribulations of cell therapy for heart failure: an update on ongoing trials," published in Nature Reviews Cardiology. Zhang is professor and chair of the University of Alabama at Birmingham Department of Biomedical Engineering.

Heart failure is responsible for 13 percent of deaths worldwide. Half of patients with heart failure die within 5 years. The most common cause of heart failure is blockage of coronary arteries that leads to death of the cardiomyocyte heart muscle cells. When that muscle tissue is replaced by dense scar tissue with little blood circulation, the infarcted heart loses contractile power, leading to heart enlargement, progressive loss of pumping ability, increased chance of ventricular arrhythmias and clinical end-stage heart failure.

The problem is that shortly after birth, human heart muscle cells lose their ability to divide, so a damaged infarcted heart cannot repair itself by growing new muscle cells. Thus, the simple idea behind initial cell therapies was to add or inject replacement cells to the scar area to restore muscle tissue.

The two decades since has been a long road, with bumps and turns. The three parts of the Nature Reviews Cardiology paper describe the journey.




First is a history of the slow development, obstacles, setbacks and skepticism for two current heart failure therapies, implantable cardioverter-defibrillators and guideline-directed medical therapy. The next two sections -- and the main focus of the review -- survey 13 completed clinical trials published in the last 12 years and 10 very recently initiated and ongoing clinical trials that are based on the lessons learned from the past 20 years of research, to assess the safety and efficacy of cell- and cell products-based therapy approaches.

While several randomized, double-blind, multicenter phase II or III trials published in the past 20 years support the concept that even a single dose of cell products has beneficial effects in patients with heart failure on optimal medical therapy, the ongoing trial are taking novel directions, Zhang says.

These include:
    	New cell types -- pluripotent stem cell-derived cardiomyocytes/ spheroids and umbilical cord-derived mesenchymal stem cells
    	Repeated intravenous injections as a noninvasive cell delivery method
    	New cell products, such as engineered epicardial cardiomyocyte patches
    	Novel cell-free products -- extracellular vesicle-enriched or exosome-enriched secretomes.

"The results of these trials will continue to define and refine our understanding of cell and cell product therapy as a novel addition in the treatment of patients with heart failure," Zhang said.

The review acknowledges scientific criticism during the slow but consistent progress and evolution of cell therapy. Some have questioned the use of public funding to support cell therapy research for heart failure treatment, due to poorly designed or underpowered clinical trials and very modest improvements in cardiac function in preclinical studies that are not always substantiated in large-scale clinical trials.

"These criticisms must be addressed in future trials that are adequately powered and rigorously designed to ensure continued progress of the field," Zhang said. "Critique is an essential part of science, and the basis for growth, innovation and evolution -- this is no less true for the field of cell therapy."

Yet Zhang is confident that current research will yield clinical translation. "In the past 20 years, cell therapy has emerged and evolved as a promising avenue for cardiac repair and regeneration," he said. "Cell therapy has encountered substantial barriers in both preclinical studies and clinical trials, but the field continues to progress and evolve through lessons learned from such research."




Co-authors with Zhang are Steven M. Pogwizd, UAB Department of Medicine and Department of Biomedical Engineering; Keiichi Fukuda, Keio University, Tokyo, Japan; Wolfram-Hubertus Zimmermann, Georg-August-University, Gottingen, Germany; Chengming Fan, Central South University, Changsha, China; Joshua M. Hare, University of Miami, Miami, Florida; Roberto Bolli, University of Louisville, Louisville, Kentucky; and Philippe Menasche, Universite de Paris, Paris, France.

Support came from National Institutes of Health grant HL134764.

At UAB, Biomedical Engineering is a joint department in the Marnix E. Heersink School of Medicine and the UAB School of Engineering. Zhang holds the T. Michael and Gillian Goodrich Endowed Chair of Engineering Leadership.
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Even low levels of arsenic in drinking water raise kidney cancer risk | ScienceDaily
New research findings from the Texas A&M University School of Public Health indicate that exposure to even low levels of arsenic poses significant health risks, including an increased risk of kidney cancer.


						
The incidence of kidney cancer in the United States rose by an average of 1.2 percent each year between 2011 and 2019 to become the seventh most common cancer. In the meantime, smoking -- a well-established risk factor for kidney cancer -- has continued to decline.

This led researchers to consider other possible contributing factors, including arsenic, a known cause of various cancers that is naturally occurring in groundwater in Texas and other areas. Unlike previous studies, the Texas A&M study focused on low levels of arsenic exposure (below the regulatory threshold of 10 parts per billion) in both public water systems, which are regulated by various government agencies, and private well systems, which are not regulated.

"Some public water systems are poorly managed and could expose customers to arsenic, but the 40 million people in the United States who rely on private wells are particularly vulnerable," said Taehyun Roh, with the Department of Epidemiology and Biostatistics.

Others involved with the study were Daikwon Han, Xiaohui Xu, and then-doctoral student Nishat Tasnim Hasan, with the Department of Epidemiology and Biostatistics, and Garett Sansom, with the Department of Environmental and Occupational Health. The project was supported by grants from the Houston Methodist Research Institute, Robert and Janice McNair Foundation and National Institute of Environmental Health Sciences.

Their findings, published in Environmental Pollution, examined the relationship between kidney cancer rates and arsenic levels in drinking water across 240 Texas counties. The team analyzed cancer data from the Surveillance, Epidemiology, and End Results on 28,896 cases of cancer among adults in Texas aged 20 and older, alongside water testing data from the Texas Department of State Health Services and the Texas Water Development Board.

They used a statistical model that accounts for geographic location and adjusted the model for demographic and socioeconomic factors and cancer risk factors such as obesity, smoking and diabetes. They also adjusted for covariates that included pesticide density, social vulnerability, income level, rurality, cardiovascular disease hospitalization rates and the prevalence of chronic kidney disease.




The analysis found that exposure to between 1 and 5 parts per billion raised kidney cancer risk by 6 percent, and exposure above 5 parts per billion raised the risk by 22 percent. In addition, the risk of cancer increased by 4 percent with each doubling of water arsenic levels.

"This suggests that even low-level arsenic exposure in drinking water may be associated with an increased risk of kidney cancer, which aligns with previous research indicating an association between this exposure and lung, bladder and skin cancers," Roh said.

Hasan noted that their study design can indicate associations between factors but not causality and recommended that future studies focus on individual-level and biometric data -- rather than the county-level data used here -- to better assess the effects of factors such as lifestyle, family history of kidney cancer and other possible sources of arsenic exposure.

"Still, our findings indicate that reducing arsenic exposure could reduce the incidence of kidney cancer, and this could be achieved through efforts such as enhanced regulatory oversight and targeted public health interventions," Hasan said.
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How a middle schooler found a new compound in a piece of goose poop | ScienceDaily
A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.


						
Inequities in educational resources, especially those in science, engineering, technology and math (STEM), where experiments are expensive, have kept some students underrepresented in these fields. By engaging a group of these students early in real, high-quality research, a team from the University of Illinois at Chicago led by Brian Murphy is providing young learners a chance to see themselves as scientists and explore careers in science with hands-on experience. The team partnered with a Boys and Girls Club in Chicago to bring interested middle schoolers into a 14-week applied science program.

Murphy's lab is focused on discovering antibiotics from natural sources, and the cohort of young scientists participated by supplying environmental samples from their local communities. And the students' contributions to the research group didn't end there. They stayed actively involved throughout the scientific discovery process by programming a specialized robot to scoop up bacterial colonies from growth plates and test them for antibiotic activity.

One of the 14 samples collected -- goose poop from the Garfield Park Lagoon -- contained a strain of bacteria called Pseudomonas idahoensis. The students interpreted the bacterium's bioassay data and concluded it had antibiotic activity and produced a never-before-seen compound. Then, the university researchers determined the compound's molecular structure using nuclear magnetic resonance and mass spectrometry, named it orfamide N after the family of molecules it belongs to, and investigated its biological activity. Although orfamide N was not responsible for the antibiotic activity that the team initially observed from P. idahoensis, the compound inhibited the growth of human melanoma and ovarian cancer cells in culture tests. Further studies could reveal other advantageous properties of this newly characterized molecule.

The researchers say that this work proves that it's possible to combine educational outreach with natural product discovery research, and it emphasizes the importance of a strong relationship between universities and their local communities.

The authors acknowledge funding from the University of Illinois at Chicago Graduate College, Illinois-Indiana Sea Grant, an Illinois-Indiana Sea Grant Faculty Scholar Award, the Illinois-Indiana Sea Grant Graduate Student Scholar Award, and the National Institute of Diabetes and Digestive and Kidney Diseases of the National Institutes of Health. They extend special thanks to the volunteer outreach mentors at the Boys and Girls Clubs of Chicago. 
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        Manta rays inspire fast swimming soft robot yet
        A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.

      

      
        Massive asteroid impacts did not change Earth's climate in the long term
        Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study.

      

      
        Preventing brain injury complications with specialized optical fibers
        Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.

      

      
        CRISPR-Cas technology: Balancing efficiency and safety
        Researchers have uncovered a serious side effect of using the CRISPR-Cas gene scissors. A molecule designed to make the process more efficient destroys parts of the genome.

      

      
        Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain
        New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.

      

      
        Record efficiency: Tandem solar cells made from perovskite and organic material
        Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. Physicists now combine perovskite with organic absorbers to form a record-level tandem solar cell.

      

      
        Training AI through human interactions instead of datasets
        Researchers have developed a platform to help AI learn to perform complex tasks more like humans. Called 'GUIDE,' it works by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. Rather than relying on huge datasets, human trainers offer detailed guidance that fosters incremental improvements and deeper understanding. In its debut study, GUIDE helps AI learn how best to play hide-and-seek.

      

      
        Microfiber plastics appear to tumble, roll and move slowly in the environment
        The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces. The findings mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

      

      
        New hydrogel could preserve waterlogged wood from shipwrecks
        From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers have developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.

      

      
        Study finds American, Canadian universities vary widely in preparing future urban planners for climate change
        A study of American and Canadian universities found most are including climate change in the curriculum for future urban planners, but they vary widely in their approaches to preparing the future professionals for mitigating, adapting to and being resilient to climate change in their profession.

      

      
        Controlling matter at the atomic level
        Physicists are getting closer to controlling single-molecule chemical reactions -- could this shape the future of pharmaceutical research?

      

      
        New bioprinting technique creates functional tissue 10x faster
        Researchers have developed a novel bioprinting technique that uses spheroids, which are clusters of cells, to create complex tissue. This new technique improves the precision and scalability of tissue fabrication, producing tissue 10-times faster than existing methods.

      

      
        Combo-drug treatment to combat Melioidosis
        A new approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic 'vulnerabilities,' researchers offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

      

      
        Chemical structure's carbon capture ability doubled
        Scientists have found a way to more than double the uptake ability of a chemical structure that can be used for scrubbing carbon dioxide from factory flues.

      

      
        New planet in Kepler-51 system discovered using James Webb Space Telescope
        An unusual planetary system with three known ultra-low density 'super-puff' planets has at least one more planet, according to new observations.

      

      
        DNA engineered to mimic biological catch bonds
        In a first-of-its-kind breakthrough, a team of researchers has developed an artificial adhesion system that closely mimics natural biological interactions. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

      

      
        Accelerating climate modeling with generative AI
        The algorithms behind generative AI tools like DallE, when combined with physics-based data, can be used to develop better ways to model the Earth's climate. Computer scientists have now used this combination to create a model that is capable of predicting climate patterns over 100 years 25 times faster than the state of the art.

      

      
        How a middle schooler found a new compound in a piece of goose poop
        A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.

      

      
        Dynamics of structural transformation for liquid crystalline blue phases
        Researchers explore the transformation dynamics of cubic liquid crystals using direct simulation and machine learning, offering new possibilities for advanced materials development.

      

      
        New laser technique achieves atomic-scale precision on diamond surfaces
        Research is paving the way for advanced diamond-based technologies in electronics and quantum computing.

      

      
        New 3D printing approach means better biomedical, energy, robotics devices
        A researcher has helped create a new 3D printing approach for shape-changing materials that are likened to muscles, opening the door for improved applications in robotics as well as biomedical and energy devices.

      

      
        Innovative robot navigation inspired by brain function boosts efficiency and accuracy
        A research team has taken inspiration from the brains of insects and animals for more energy-efficient robotic navigation.

      

      
        Bendable electronic parts heat up by themselves like 'heat pack' and lower the manufacturing temperature barrier
        A research team has developed liquid-processed thin-film transistors that can maintain high performance at low temperatures -- They are expected to be used in the next generation of high-performance flexible electronics and wearable devices as they can operate on plastic substrates and maintain stable performance under repeated mechanical bending.

      

      
        Artificial photosynthesis learned from nature: Successfully developed new solar hydrogen production technology
        Scientists developed next-generation energy technology to produce eco-friendly hydrogen from ingredients in coffee.

      

      
        Digital Twins of the Earth is a misleading term as computer models are always a simplified representation of reality
        The term 'Digital Twin of the Earth' creates the idea of the availability of a highly accurate virtual copy of our planet, enabling researchers to predict the most complex future climate developments and extreme natural events. In fact, such a replica -- or model representation of the Earth systems -- is the goal of the Destination Earth project.

      

      
        Cooperative motion by atoms protects glass from fracturing
        You reach for a glass of water only to knock it to the floor, shattering the glass and shooting shards all over the place. If only the glass was unbreakable. Now, researchers have brought this possibility closer to reality after they uncovered crucial insights into how glass becomes more resistant to fractures.

      

      
        Unlocking the potential of nickel: New study reveals how to use single atoms to turn CO2 into valuable chemical resources
        A study has unveiled new insights into the electrocatalytic reduction of CO2 using nickel-based catalysts. The research marks a significant advancement in the quest for sustainable and efficient CO2 conversion technologies aimed to close the artificial carbon cycle.

      

      
        Clay minerals: Researchers observe for the first time how sediment particles align during deposition
        Clay minerals are a major constituent of the earth's surface and are mainly found in the sediments of lakes, rivers and oceans. The properties of clay and claystone crucially depend on how the tiny sediment particles are orientated. A research team has now succeeded for the first time in observing in detail how some of the processes work.

      

      
        To build better fiber optic cables, ask a clam
        Since the first fiber optic cables rolled out in the 1970s, they've become a major part of everything from medical devices to high-speed internet and cable TV. But as it turns out, one group of marine mollusks was way ahead of us. A new study reveals that clams called heart cockles have unique structures in their shells that act like fiber optic cables to convey specific wavelengths of light into the bivalves' tissues.

      

      
        How artificial intelligence could automate genomics research
        New research suggests that large language models like GPT-4 could streamline the process of gene set enrichment, an approach what genes do and how they interact. Results bring science one step closer to automating one of the most widely used methods in genomics research.

      

      
        Researchers demonstrate self-assembling electronics
        Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.

      

      
        Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth
        A theoretical study suggests that small black holes born in the early universe may have left behind hollow planetoids and microscopic tunnels, and that we should start looking within rocks and old buildings for them. The research proposes thinking both big and small to confirm the existence of primordial black holes, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal...

      

      
        'Spooky action' at a very short distance: Scientists map out quantum entanglement in protons
        Scientists have a new way to use data from high-energy particle smashups to peer inside protons. Their approach uses quantum information science to map out how particle tracks streaming from electron-proton collisions are influenced by quantum entanglement inside the proton. The results reveal that quarks and gluons, the fundamental building blocks that make up a proton's structure, are subject to so-called quantum entanglement.

      

      
        Ultrafast dissociation of molecules studied at BESSY II
        An international team has tracked at BESSY II how heavy molecules -- in this case bromochloromethane -- disintegrate into smaller fragments when they absorb X-ray light. Using a newly developed analytical method, they were able to visualize the ultrafast dynamics of this process. In this process, the X-ray photons trigger a 'molecular catapult effect': light atomic groups are ejected first, similar to projectiles fired from a catapult, while the heavier atoms -- bromine and chlorine -- separate m...

      

      
        Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves
        Scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.

      

      
        Researchers deal a blow to theory that Venus once had liquid water on its surface
        A team of astronomers has found that Venus has never been habitable, despite decades of speculation that our closest planetary neighbor was once much more like Earth than it is today.

      

      
        Physics experiment proves patterns in chaos in peculiar quantum realm
        Where do you see patterns in chaos? It has now been demonstrated in the incredibly tiny quantum realm. Researchers detail an experiment that confirms a theory first put forth 40 years ago stating that electrons confined in quantum space would move along common paths rather than producing a chaotic jumble of trajectories.

      

      
        Photonic processor could enable ultrafast AI computations with extreme energy efficiency
        Researchers developed a fully integrated photonic processor that can perform all the key computations of a deep neural network on a photonic chip, using light. This advance could improve the speed and energy-efficiency of running intensive deep learning models for demanding applications like lidar, astronomical research, and navigation.

      

      
        Smallest walking robot makes microscale measurements
        Researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.
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Manta rays inspire fast swimming soft robot yet | ScienceDaily
A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.


						
"Two years ago, we demonstrated an aquatic soft robot that was able to reach average speeds of 3.74 body lengths per second," says Jie Yin, corresponding author of a paper on the work and an associate professor of mechanical and aerospace engineering at North Carolina State University. "We have improved on that design. Our new soft robot is more energy efficient and reaches a speed of 6.8 body lengths per second. In addition, the previous model could only swim on the surface of the water. Our new robot is capable of swimming up and down throughout the water column."

The soft robot has fins shaped like those of a manta ray, and is made of a material that is stable when the fins are spread wide. The fins are attached to a flexible, silicone body that contains a chamber that can be pumped full of air. Inflating the air chamber forces the fins to bend -- similar to the down stroke when a manta flaps its fins. When the air is let out of the chamber, the fins spontaneously snap back into their initial position. 

"Pumping air into the chamber introduces energy into the system," says Haitao Qing, first author of the paper and a Ph.D. student at NC State. "The fins want to return to their stable state, so releasing the air also releases the energy in the fins. That means we only need one actuator for the robot and allows for more rapid actuation."

Studying the fluid dynamics of manta rays also played a key role in controlling the vertical movement of the soft robot.

"We observed the swimming motion of manta rays and were able to mimic that behavior in order to control whether the robot swims toward the surface, swims downward, or maintains its position in the water column," says Jiacheng Guo, co-author of the paper and a Ph.D. student at the University of Virginia. "When manta rays swim, they produce two jets of water that move them forward. Mantas alter their trajectory by altering their swimming motion. We adopted a similar technique for controlling the vertical movement of this swimming robot. We're still working on techniques that will give us fine control over lateral movements."

"Specifically, simulations and experiments showed us that the downward jet produced by our robot is more powerful than its upward jet," says Yuanhang Zhu, co-author of the paper and an assistant professor of mechanical engineering at the University of California, Riverside. "If the robot flaps its fins quickly, it will rise upward. But if we slow down the actuation frequency, this allows the robot to sink slightly in between flapping its fins -- allowing it to either dive downward or swim at the same depth."

"Another factor that comes into play is that we are powering this robot with compressed air," Qing says. "That's relevant because when the robot's fins are at rest, the air chamber is empty, reducing the robot's buoyancy. And when the robot is flapping its fins slowly, the fins are at rest more often. In other words, the faster the robot flaps its fins, the more time the air chamber is full, making it more buoyant."




The researchers have demonstrated the soft robot's functionality in two different ways. First, one iteration of the robot was able to navigate a course of obstacles arrayed on the surface and floor of a water tank. Second, the researchers demonstrated that the untethered robot was capable of hauling a payload on the surface of the water, including its own air and power source.

"This is a highly engineered design, but the fundamental concepts are fairly simple," Yin says. "And with only a single actuation input, our robot can navigate a complex vertical environment. We are now working on improving lateral movement, and exploring other modes of actuation, which will significantly enhance this system's capabilities. Our goal is to do this with a design that retains that elegant simplicity."

The paper, "Spontaneous Snapping-Induced Jet Flows for Fast, Maneuverable Surface and Underwater Soft Flapping Swimmer," is published open access in the journal Science Advances. The paper was co-authored by Yinding Chi and Yaoye Hong, former Ph.D. students at NC State; and by Daniel Quinn and Haibo Dong of UVA.

This work was done with support from the National Science Foundation under grants 2126072 and 2329674; and from the Office of Naval Research under grant N00014-22-1-2616.
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Massive asteroid impacts did not change Earth's climate in the long term | ScienceDaily
Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study by UCL researchers.


						
The rocks, both several miles wide, hit Earth about 25,000 years apart, leaving the 60-mile (100km) Popigai crater in Siberia, Russia, and the 25-55 mile (40-85km) crater in the Chesapeake Bay, in the United States -- the fourth and fifth largest known asteroid craters on Earth.

The new study, published in the journal Communications Earth & Environment, found no evidence of a lasting shift in climate in the 150,000 years that followed the impacts.

The researchers inferred the past climate by looking at isotopes (atom types) in the fossils of tiny, shelled organisms that lived in the sea or on the seafloor at the time. The pattern of isotopes reflects how warm the waters were when the organisms were alive.

Co-author Professor Bridget Wade (UCL Earth Sciences) said: "What is remarkable about our results is that there was no real change following the impacts. We expected the isotopes to shift in one direction or another, indicating warmer or cooler waters, but this did not happen. These large asteroid impacts occurred and, over the long term, our planet seemed to carry on as usual.

"However, our study would not have picked up shorter-term changes over tens or hundreds of years, as the samples were every 11,000 years. Over a human time scale, these asteroid impacts would be a disaster. They would create a massive shockwave and tsunami, there would be widespread fires, and large amounts of dust would be sent into the air, blocking out sunlight.

"Modelling studies of the larger Chicxulub impact, whichkilled off the dinosaurs,also suggest a shift in climate on a much smaller time scale of less than 25 years.




"So we still need to know what is coming and fund missions to prevent future collisions."

The research team, including Professor Wade and MSc Geosciences student Natalie Cheng, analysed isotopes in over 1,500 fossils of single-celled organisms called foraminifera, both those that lived close to the surface of the ocean (planktonic foraminifera) and on the seafloor (benthic foraminifera).

These fossils ranged from 35.5 to 35.9 million years old and were found embedded within three metres of a rock core taken from underneath the Gulf of Mexico by the scientific Deep Sea Drilling Project.

The two major asteroids that hit during that time have been estimated to be 3-5 miles (5-8km) and 2-3 miles (3-5km) wide. The larger of the two, which created the Popigai crater, was about as wide as Everest is tall.

In addition to these two impacts, existing evidence suggests three smaller asteroids also hit Earth during this time -- the late Eocene epoch -- pointing to a disturbance in our solar system's asteroid belt.

Previous investigations into the climate of the time had been inconclusive, the researchers noted, with some linking the asteroid impacts with accelerated cooling and others with episodes of warmer temperatures.




However, these studies were conducted at lower resolution, looking at samples at greater intervals than 11,000 years, and their analysis was more limited -- for instance, only looking at species of benthic foraminifera that lived on the seafloor.

By using fossils that lived at different ocean depths, the new study provides a more complete picture of how the oceans responded to the impact events.

The researchers looked at carbon and oxygen isotopes in multiple species of planktonic and benthic foraminifera.

They found shifts in isotopes about 100,000 years prior to the two asteroid impacts, suggesting a warming of about 2 degrees C in the surface ocean and a 1 degree C cooling in deep water. But no shifts were found around the time of the impacts or afterwards.

Within the rock, the researchers also found evidence of the two major impacts in the form of thousands of tiny droplets of glass, or silica. These form after silica-containing rocks get vaporised by an asteroid. The silica end up in the atmosphere, but solidify into droplets as they cool.

Co-author and MSc Geosciences graduate Natalie Cheng said: "Given that the Chicxulub impact likely led to a major extinction event, we were curious to investigate whether what appeared as a series of sizeable asteroid impacts during the Eocene also caused long-lasting climate changes. We were surprised to discover that there were no significant climate responses to these impacts.

"It was fascinating to read Earth's climate history from the chemistry preserved in microfossils. It was especially interesting to work with our selection of foraminifera species and discover beautiful specimens of microspherules along the way."

The study received funding from the UK's Natural Environment Research Council (NERC).
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Preventing brain injury complications with specialized optical fibers | ScienceDaily
Fiber optics are a means of transmitting information at incredibly high speeds; however, the technology can be used for more than just providing a fast internet connection. Researchers reporting in ACS Sensors have developed an optical fiber sensing system that could help medical professionals monitor patients for complications after a traumatic brain injury. The technology tracks six biomarkers simultaneously, continuously and automatically to provide crucial information on brain health in lab tests.


						
After a traumatic brain injury, such as a concussion, secondary damage can occur from swelling in the brain. Biomarkers found in blood or spinal fluid provide medical professionals with information on brain health; however, many current methods struggle to monitor multiple biomarkers at the same time. So, Yuqian Zhang, Ali Yetisen and colleagues wanted to create an optical fiber system that concurrently monitors six key brain health biomarkers: temperature, pH, and concentrations of dissolved oxygen, glucose, sodium ions and calcium ions. Optical fibers, similar to the larger ones used in underground fiber optic cabling, are ideal for medical applications because of their small size and their ability to interact with light-absorbing biomarkers or tissues in measurable patterns.

The researchers outfitted six optical fibers with fluorescent tips specific to each biomarker. A special multi-wavelength laser was shone through the fibers and used to monitor the analytes. When one target analyte interacted with a fluorescent tip, the change in brightness was recorded by a computer. Then the six fibers, along with an extra fiber to boost the calcium signal's measurement, were incorporated into a 2.5-millimeter-thick catheter to create a cerebrospinal fluid sensing system. Machine-learning-driven algorithms detangled the fluorescence signals from one another, providing an easy readout of each biomarker.

The catheter sensing system successfully detected the six biomarkers in an experiment with animal brains designed to mimic the conditions of the human brain after a traumatic injury. Next, cerebrospinal fluid samples were collected from healthy human participants and spiked with the brain health biomarkers of interest. The sensing system accurately determined pH, temperature and dissolved oxygen level in these samples and identified changes in the concentrations of the ions and glucose. The researchers say this work demonstrates that their optical fiber system can detect when a secondary injury might be imminent and could help monitor complications from these traumatic injuries in patients.

The authors acknowledge funding from the Royal Society, the National Natural Science Foundation of China and the China Scholarship Council.
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CRISPR-Cas technology: Balancing efficiency and safety | ScienceDaily
Genome editing with various CRISPR-Cas molecule complexes has progressed rapidly in recent years. Hundreds of labs around the world are now working to put these tools to clinical use and are continuously advancing them.


						
CRISPR-Cas tools allow researchers to modify individual building blocks of genetic material in a precise and targeted manner. Gene therapies based on such gene editing are already being used to treat inherited diseases, fight cancer and create drought- and heat-tolerant crops.

Starting the repair

The CRISPR-Cas9 molecular complex, also known as genetic scissors, is the most widely used tool by scientists around the world. It cuts the double-stranded DNA at the exact site where the genetic material needs to be modified. This contrasts with newer gene editing methods, which do not cut the double strand.

The cut activates two natural repair mechanisms that the cell uses to repair such damage: a fast but imprecise one that reconnects only the ends of the cut DNA, and a slow and precise one that is slow and thorough but not activated in every case. The latter requires a copyable template for repair to accurately rejoin the DNA at the cut site.

The slow variant is called homology-directed repair. Researchers want to use this method of repair because it allows the precise integration of individual DNA segments into a desired gene region. The approach is very flexible and can be used to repair different disease genes. "In principle, it could be used to cure any disease," says Jacob Corn, Professor of Genome Biology at ETH Zurich.

Boosting efficiency with one molecule

To get the cell to use homology-directed repair, the researchers recently began using a molecule called AZD7648, which blocks fast repair and forces the cell to use homology-directed repair. This approach is expected to accelerate the development of more efficient gene therapies. Initial studies with these new therapies have been good. Too good to be true, as it turned out.




A research group led by Jacob Corn has just discovered that the use of AZD7648 has serious side effects. The study has just been published in the journal Nature Biotechnology.

Massive genetic changes

Although AZD7648 promotes precise repair and thus precise gene editing using the CRISPR-Cas9 system as hoped, in a significant proportion of cells this has led to massive genetic changes in a part of the genome that was expected to be modified without scarring. The ETH researchers found that these changes resulted in the simple deletion of thousands and thousands of DNA building blocks, known as bases. Even whole chromosome arms broke off. This makes the genome unstable, with unpredictable consequences for the cells edited by the technique.

"When we analysed the genome at the sites where it had been edited, it looked correct and precise. But when we analysed the genome more broadly, we saw massive genetic changes. These are not seen when you only analyse the short, edited section and its immediate neighbourhood," says Gregoire Cullot, a postdoctoral fellow in Corn's group and first author of the study.

Extent of damage is large

The extent of the negative effects surprised the researchers. In fact, they suspect that they do not yet have a complete picture of the full extent of the damage because they did not look at the entire genome when analysing the modified cells, only partial regions.




New tests, approaches and regulations are therefore needed to clarify the extent and potential of the damage.

The molecule AZD7648 is not unknown. It is currently in clinical trials as a potential cancer treatment.

But how did the ETH researchers become aware of the problem? In other studies, the researchers showed how highly effective and precise CRISPR-Cas9 gene editing is when AZD7648 is added. "This made us suspicious, so we took a closer look," says Jacob Corn.

The ETH researchers then analysed the sequence of DNA building blocks not only around the edited site but also in the wider environment. They discovered these unwanted and catastrophic side effects caused by using AZD7648.

Their study is the first to describe these side effects. Other research groups have also investigated them and support the ETH researchers' findings. They also aim to publish their results. "We are the first to say that not everything is wonderful," says Corn. "For us, this is a major setback because, like other scientists, we had hoped to use the new technique to accelerate the development of gene therapies."

The beginning of something new

Nevertheless, Corn says this is not the end but the beginning of further advances in gene editing using CRISPR-Cas techniques. "The development of any new technology is a rocky road. One stumble does not mean we give up on the technology."

It may be possible to avert the danger by using not just one molecule to promote HDR in the future but a cocktail of different substances. "There are many possible candidates. We now need to find out which components such a cocktail would have to consist of in order not to damage the genome."

Gene therapies based on the CRISPR-Cas system have already been successfully used in clinical practice. In recent years, for example, a hundred patients suffering from the hereditary disease sickle cell anaemia have been treated with CRISPR-Cas-based therapeutics -- without AZD7648. "All patients are considered cured and have no side effects," says Corn. "So, I am optimistic that gene therapies like this will become mainstream. The question is which approach is the right one and what we need to do to make the technique safe for as many patients as possible."
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Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain | ScienceDaily
New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.


						
Further, the results of the study by Oregon Health & Science University involving neurosurgery patients suggests new possibilities for tapping into those areas to improve learning among people bedeviled by math.

"This work lays the foundation to deeper understanding of number, math and symbol cognition -- something that is uniquely human," said senior author Ahmed Raslan, M.D., professor and chair of neurological surgery in the OHSU School of Medicine. "The implications are far-reaching."

The study published today in the journal PLOS ONE.

Raslan and co-authors recruited 13 people with epilepsy who were undergoing a commonly used surgical intervention to map the exact location within their brains where seizures originate, a procedure known as stereotactic electroencephalography. During the procedure, researchers asked the patients a series of questions that prompted them to think about numbers as symbols (for example, 3), as words ("three") and as concepts (a series of three dots).

As the patients responded, researchers found activity in a surprising place: the putamen.

Located deep within the basal ganglia above the brain stem, the putamen is an area of the brain primarily associated with elemental functions, such as movement, and some cognitive function, but rarely with higher-order aspects of human intelligence like solving calculus. Neuroscientists typically ascribe consciousness and abstract thought to the cerebral cortex, which evolved later in human evolution and wraps around the brain's outer layer in folded gray matter.




"That likely means the human ability to process numbers is something that we acquired early during evolution," Raslan said. "There is something deeper in the brain that gives us this capacity to leap to where we are today."

Researchers also found activity as expected in regions of the brain that encode visual and auditory inputs, as well as the parietal lobe, which is known to be involved in numerical and calculation-related functions.

From a practical standpoint, the findings could prove useful in avoiding important areas during surgeries to remove tumors or epilepsy focal points, or in placing neurostimulators designed to stop seizures.

"Brain areas involved in processing numbers can be delineated and extra care taken to avoid damaging these areas during neurosurgical interventions," said lead author Alexander Rockhill, Ph.D., a postdoctoral researcher in Raslan's lab.

Researchers credited the patients involved in the study.

"We are extremely grateful to our epilepsy patients for their willingness to participate in this research," said co-author Christian Lopez Ramos, M.D., a neurosurgical resident at OHSU. "Their involvement in answering our questions during surgery turned out to be the key to advancing scientific understanding about how our brain evolved in the deep past and how it works today."

Indeed, the study follows previous lines of research involving mapping of the human brain during surgery.




"I have access to the most valuable human data in nature," Raslan said. "It would be a shame to miss an opportunity to understand how the brain and mind function. All we have to do is ask the right questions."

In the next stage of this line of research, Raslan anticipates discerning areas of the brain capable of performing other higher-level functions.

In addition to Raslan, Rockhill and Lopez Ramos, co-authors include Hao Tan, M.D., Beck Shafie, Maryam Shahin, M.D., Adeline Fecker, Mostafa Ismail, Daniel Cleary, M.D., and Kelly Collins, M.D., of OHSU; and Caleb Nerison, D.O., now of Lexington Medical Center in South Carolina.
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Record efficiency: Tandem solar cells made from perovskite and organic material | ScienceDaily
Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. A team around the physicist Dr. Felix Lang from the University of Potsdam, Prof. Lei Meng and Prof. Yongfang Li from the Chinese Academy of Sciences, Beijing, now combine perovskite with organic absorbers to form a record-level tandem solar cell as reported in the scientific journal Nature.


						
Combining two materials that selectively absorb short and long wavelengths, e.g., blue/green and red/infrared parts of the spectrum, makes the best use of our sunlight and is a well-known strategy to increase efficiency in solar cells. Best red/infrared absorbing parts of solar cells so far were, however, made from traditional materials, such as silicon or CIGS (copper indium gallium selenide). Unfortunately, these require high processing temperatures, and thus exhibit a relatively high carbon footprint.

In their work, now published in Nature, Lang and colleagues combine two emerging solar cell technologies, namely perovskite and organic solar cells, that both are processed at low temperatures with a low carbon footprint. Achieving a record level of 25.7 % efficiency for this new combination, however, was not easy, says Felix Lang: "This was only possible by combining two major breakthroughs." First, Meng and Li synthesized a novel red/infrared absorbing organic solar cell that extends its absorption even further into the infrared. "Still, tandem solar cells were limited by the perovskite layer, which shows strong efficiency losses if adjusted to absorb only blue/green parts of the sun spectrum," he explains. "To tackle this, we utilized a novel passivation layer applied to the perovskite that reduces material defects and improves the performance of the whole cell."
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Training AI through human interactions instead of datasets | ScienceDaily
During your first driving class, the instructor probably sat next to you, offering immediate advice on every turn, stop and minor adjustment. If it was a parent, they might have even grabbed the wheel a few times and shouted "Brake!" Over time, those corrections and insights developed experience and intuition, turning you into an independent, capable driver.


						
Although advancements in artificial intelligence (AI) have made self-driving cars a reality, the teaching methods used to train them remain a far cry from even the most nervous side-seat driver. Rather than nuance and real-time instruction, AI learns primarily through massive datasets and extensive simulations, regardless of the application.

Now, researchers from Duke University and the Army Research Laboratory have developed a platform to help AI learn to perform complex tasks more like humans. Nicknamed GUIDE for short, the AI framework will be showcased at the upcoming Conference on Neural Information Processing Systems (NeurIPS 2024), taking place Dec. 9-15 in Vancouver, Canada.

"It remains a challenge for AI to handle tasks that require fast decision making based on limited learning information," explained Boyuan Chen, professor of mechanical engineering and materials science, electrical and computer engineering, and computer science at Duke, where he also directs the Duke General Robotics Lab.

"Existing training methods are often constrained by their reliance on extensive pre-existing datasets while also struggling with the limited adaptability of traditional feedback approaches," Chen said. "We aimed to bridge this gap by incorporating real-time continuous human feedback."

GUIDE functions by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. It's like how a skilled driving coach wouldn't just shout "left" or "right," but instead offer detailed guidance that fosters incremental improvements and deeper understanding.

In its debut study, GUIDE helps AI learn how best to play hide-and-seek. The game involves two beetle-shaped players, one red and one green. While both are controlled by computers, only the red player is working to advance its AI controller.




The game takes places on a square playing field with a C-shaped barrier in the center. Most of the playing field remains black and unknown until the red seeker enters new areas to reveal what they contain.

As the red AI player chases the other, a human trainer provides feedback on its searching strategy. While previous attempts at this sort of training strategy have only allowed for three human inputs -- good, bad or neutral -- GUIDE has humans hover a mouse cursor over a gradient scale to provide real-time feedback.

The experiment involved 50 adult participants with no prior training or specialized knowledge, which is by far the largest-scale study of its kind. The researchers found that just 10 minutes of human feedback led to a significant improvement in the AI's performance. GUIDE achieved up to a 30% increase in success rates compared to current state-of-the-art human-guided reinforcement learning methods.

"This strong quantitative and qualitative evidence highlights the effectiveness of our approach," said Lingyu Zhang, the lead author and a first-year PhD student in Chen's lab. "It shows how GUIDE can boost adaptability, helping AI to independently navigate and respond to complex, dynamic environments."

The researchers also demonstrated that human trainers are only really needed for a short period of time. As participants provided feedback, the team created a simulated human trainer AI based on their insights within particular scenarios at particular points in time. This allows the seeker AI to continually train long after a human has grown weary of helping it learn. Training an AI "coach" that isn't as good as the AI it's coaching may sound counterintuitive, but as Chen explains, it's actually a very human thing to do.

"While it's very difficult for someone to master a certain task, it's not that hard for someone to judge whether or not they're getting better at it," Chen said. "Lots of coaches can guide players to championships without having been a champion themselves."

Another fascinating direction for GUIDE lies in exploring the individual differences among human trainers. Cognitive tests given to all 50 participants revealed that certain abilities, such as spatial reasoning and rapid decision-making, significantly influenced how effectively a person could guide an AI. These results highlight intriguing possibilities such as enhancing these abilities through targeted training and discovering other factors that might contribute to successful AI guidance.




These questions point to an exciting potential for developing more adaptive training frameworks that not only focus on teaching AI but also on augmenting human capabilities to form future human-AI teams. By addressing these questions, researchers hope to create a future where AI learns not only more effectively but also more intuitively, bridging the gap between human intuition and machine learning, and enabling AI to operate more autonomously in environments with limited information.

"As AI technologies become more prevalent, it's crucial to design systems that are intuitive and accessible for everyday users," said Chen. "GUIDE paves the way for smarter, more responsive AI capable of functioning autonomously in dynamic and unpredictable environments."

The team envisions future research that incorporates diverse communication signals using language, facial expressions, hand gestures and more to create a more comprehensive and intuitive framework for AI to learn from human interactions. Their work is part of the lab's mission toward building the next-level intelligent systems that team up with humans to tackle tasks that neither AI nor humans alone could solve.

This work is supported in part by Army Research Laboratory (W911NF2320182, W911NF2220113).
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Microfiber plastics appear to tumble, roll and move slowly in the environment | ScienceDaily
The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces.


						
The findings, reported in the journal, Water Resources Research, mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

"The fibers tend not to want to move. If anything, they want to stay put and want to attach to something," said Nick Engdahl, corresponding author on the paper and an associate professor in Washington State University's Department of Civil and Environmental Engineering.

In the new study, the researchers carefully inserted 1,200 pieces of fishing line -- one at a time -- through a thin, vertical slice of material with four pores that represent spherical grains of gravel. The fluorescent fishing line pieces that ranged between three and eight millimeters in length were chosen as a material for the study because they were easy to see. Videotaping the fibers' motion showed that the pieces tended to alternate between short periods of tumbling or rolling and longer periods of smooth motion.

Microplastic fibers in the environment have been a growing concern in recent years. Less than five millimeters in size, the thread-like fibers come from synthetic clothing materials like fleece, cosmetics, packaging materials and carpeting. Other research has estimated that about 90% of water worldwide contains microplastic, and 91% of that plastic is made up of microfibers. The fibers have been found to negatively affect small marine organisms, but it's unclear what their impact is on human health and ecosystems, partly because researchers don't know how mobile they are.

"We need to know how they're moving and where they're going to end up to really see their impact in the environment," said Tyler Fouty, first author on the paper, who recently received his Ph.D. at WSU and is now a water resource engineer at Jacobs.

In recent years, Engdahl developed a computer model to simulate how the fibers might move. Researchers have also run plastic fibers through columns of dirt that provided some information, but they couldn't actually watch the fibers move. In the environment, researchers have been able to find where the contaminants start and end up but not how they get there.




"Those experiments don't provide any sense of the mechanisms that are actually causing the fibers to move," said Engdahl.

The researchers extracted travel paths of the fibers from their video and analyzed them to determine their travel times in comparison to microbeads. The researchers found that the fibers travel more slowly than beads, with longer fibers exhibiting even slower movement. With their analysis, they also found that the most common numerical models that might be used to describe the fibers' movement are not accurate.

Capturing the movement of the microfibers directly wasn't easy, said Fouty.

"The most important lesson we learned in this work was that direct observations of the transport behaviors are very difficult to obtain," he said. "We expected that the challenges of trajectory capture could be greatly simplified if relatively large fibers and a relatively large domain were used, but even then, unexpected behaviors were encountered."

The researchers would like to continue the work to include other aspects of transport, including more precise control of flows and using different types of fibers. The work was partially funded by the National Science Foundation.
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New hydrogel could preserve waterlogged wood from shipwrecks | ScienceDaily
From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers in ACS Sustainable Chemistry & Engineering developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.


						
Wooden artifacts from shipwrecks are drenched with seawater, an environment that enables acid-producing bacteria and wood-eating fungi to thrive. To prevent damage from acid and microbes, conservators usually remove water from these artifacts by freeze-drying or using a process that replaces the water with highly pressurized carbon dioxide or a viscous polymer. However, these processes can take months and increases brittleness or warps the artifacts. A newer alternative is to plaster wet, historic wood with a gel that acts like a face mask, infusing the wood with acid-neutralizing or antimicrobial compounds. But peeling away the mask later can harm the item's surface. So, Xiaohang Sun and Qiang Chen set out to develop a hydrogel that would disperse acid- and microbe-fighting compounds through the wood and gradually dissolve over time to avoid surface damage.

The researchers began by mixing two polymers with potassium bicarbonate, an acid-neutralizing compound, and silver nitrate, which forms antimicrobial nanoparticles that link the polymers together to form a gel. By adjusting the amount of silver nitrate, they were able to create hydrogels with different staying power. Gels with less silver liquified after 3-5 days, and those with more silver remained a gooey solid.

As a proof-of-concept approach, the team pasted hydrogels with varying amounts of silver onto 800-year-old pieces of wood from the Nanhai One shipwreck, which was discovered off China's south coast. They found that each gel neutralized acid up to 1 centimeter deep after 10 days, but the dissolving gels that contained less silver did so more quickly, after 1 day. The team also found that artifacts treated with the liquifying gels better maintained their cellular structure and were less brittle than those treated with the solid gels. The researchers say their new hydrogel could be used to preserve and strengthen wood from shipwrecks without causing additional damage, enhancing the ability to untangle the mysteries of the past.

The authors acknowledge funding from National Natural Science Foundation of China and the Guangdong Basic and Applied Basic Research Foundation.
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Study finds American, Canadian universities vary widely in preparing future urban planners for climate change | ScienceDaily
Urban and community planners have a vital role in preparing their cities for climate change. But are the university programs training them for those careers adequately preparing them for climate change in terms of mitigating, adapting to and being resilient to the effects of climate change? New research from the University of Kansas has found American and Canadian universities have made progress but vary widely in how they address climate change in their curriculum.


						
The need to address climate change in urban planning has been acknowledged for some time, but standards on how to do so have been absent. To better understand how planning programs are covering the issue, three researchers surveyed how North American universities include the topic in their curriculum.

Elisabeth Infield of the University of Massachusetts Amherst, Mark Seasons of the University of Waterloo and Ward Lyles, associate professor of public affairs & administration at KU, surveyed more than 100 universities. The study was published in the journal Planning Practice & Research.

Results of the Canadian study showed planning programs tend to cover the basics of climate science in topic-specific courses and that the majority of such content was offered in allied fields such as geography. Courses were regularly designed to promote active learning, considered local and regional context and focused on themes of justice, equity and vulnerability to hazards. Courses tended to also focus on solutions more than the physical science.

"We see that as an understandable area of focus the last 20 years, because the science is fairly settled and we're not having to catch people up," Lyles said. "In the earlier days people were talking about working to stave off climate change, but once Hurricane Katrina hit (in 2005), you could see the writing on the wall clearly."

A study of U.S.-based programs found those offering a full course on climate change nearly doubled from 2010 to 2023 and that such courses were found across the country in both traditionally red and blue states.

A third, binational study aimed to identify the kinds of climate change-related content delivered in accredited planning programs in the U.S. and Canada and gather insight on what factors can facilitate or impede the subject in curriculum. Program directors and faculty members surveyed on the topic indicated that more than 60% of programs have semesterlong elective courses on climate change, followed by required courses on climate change modules. Respondents also indicated they focus more on teaching adaptation than climate mitigation and that faculty and students most often advocated for teaching the topic than administrators, alumni or prospective employers.




Taken together, the three studies show that American and Canadian urban planning programs are increasingly addressing climate change as a central topic in education. Most include it in preexisting and often elective courses. Programs also often struggle in how deeply to cover the subject and how to apply it across areas of planning. There also tends to be more focus on adaptation in planning than on mitigation or incorporating resilience into community planning.

"We don't believe you should be able to come out of a planning program without addressing climate change," Lyles said. "We expect that there should be a standalone course on climate change but that we also need to work on how it will be part of all realms of urban planning education."

The authors include a list a recommendations:
    	Requiring core climate change courses in planning education and practice.
    	Tracking if and how accredited planning programs comply with requirements for climate change as part of core curriculum.
    	Increasing opportunities for cross-program and cross-national exchange on teaching the topic in planning.
    	Expanding perspectives beyond traditional approaches to reducing greenhouse gas emissions and adaptation to climate impacts to more centrally include equity and justice in transformative planning.
    	Leading by example to communicate the urgency of mitigation and adaptation and to integrate the issue into existing classes.

Lyles said addressing the topic, especially with young people who will be the next generation of planners, may be practically and emotionally difficult, but is necessary for the profession to address. Future planners will be tasked with deciding how community assets are deployed and cities are designed to withstand the increasingly severe effects of climate change.

"We found little focus on asking, 'How do you talk to young people whose relative contribution to the problem is negligible and have been constantly told the world is struggling?' How do we teach them about the issue? Despondency is rarely a good motivator," Lyles said. "We're trying to train planners to do what's right and lead community conversations. That takes a lot of emotional intelligence. There are a lot of hard things to talk about, and we're not doing that well enough."
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Controlling matter at the atomic level | ScienceDaily
Controlling matter at the atomic level has taken a major step forward, thanks to groundbreaking nanotechnology research by an international team of scientists led by physicists at the University of Bath.


						
This advancement has profound implications for fundamental scientific understanding. It is also likely to have important practical applications, such as transforming the way researchers develop new medications.

Controlling single-outcome single-molecule reactions is now almost routine in research laboratories across the world. For example, over a decade ago, researchers from the technology giant IBM showcased their ability to manipulate individual atoms by creating A boy and his atom, the world's smallest movie. In the film, single molecules, consisting of two atoms bonded together, were magnified 100-million times and positioned frame-by-frame to tell a stop-motion story on an atomic scale.

Achieving control over chemical reactions with multiple outcomes, however, has remained elusive. This matters because generally only some outcomes of a chemical reaction are useful.

For instance, during drug synthesis, a chemical process that results in 'cyclisation' produces the desired therapeutic compound, however 'polymerisation', another outcome, leads to unwanted byproducts.

Being able to precisely control reactions to favour desired outcomes and reduce unwanted byproducts promises to improve the efficiency and sustainability of pharmaceutical processes.

Scanning tunnelling microscopy

The new study, published today in the journal Nature Communications, set out to demonstrate for the first time that competing chemical reaction outcomes can be influenced by using the atomic resolution of a scanning tunnelling microscope (STM).




Conventional microscopes use light and lenses to magnify specimens, allowing us to view them with the naked eye or a camera. However, when it comes to atoms and molecules, which are smaller than even the shortest wavelengths of visible light, traditional methods fall short.

To explore these tiny realms, scientists turn to a scanning tunnelling microscope, which operates much like a record player.

With a tip that can be as fine as a single atom, scanning tunnelling microscopes move across a material's surface, measuring properties such as electric current to map each point. However, rather than pressing the tip into the surface like a record player needle, the tip hovers just a single atom's width above it.

When connected to a power source, electrons travel down the tip and make a quantum leap across the atom-sized gap. The closer the tip is to the surface, the stronger the current; the farther away it is, the weaker the current. This well-defined relationship between tip distance and current allows the microscope to measure and map the surface of the atom or molecule based on the electric current strength. As the tip sweeps across the surface, it builds a precise, line-by-line image of the surface, revealing details invisible to conventional light microscopes.

Single-molecule reactions

Using the atomic precision of a scanning tunnelling microscope, scientists can go beyond mapping the surface of a molecule -- they can both reposition single atoms and molecules, and influence and measure the likelihood of specific reaction pathways in individual molecules.




Explaining, Dr Kristina Rusimova, who led the study, said: "Typically, STM technology is employed to reposition individual atoms and molecules, enabling targeted chemical interactions, yet the ability to direct reactions with competing outcomes remained a challenge. These different outcomes happen with certain probabilities governed by quantum mechanics -- rather like rolling a molecular die.

"Our latest research demonstrates that STM can control the probability of reaction outcomes by selectively manipulating charge states and specific resonances through targeted energy injection."

Dr Peter Sloan, senior lecturer in the Department of Physics and co-author of the study, said: "We used the STM tip to inject electrons into toluene molecules, prompting the breaking of chemical bonds and either a shift to a nearby site, or desorption.

"We found that the ratio of these two outcomes was controlled by the energy of the electrons injected. This energy dependence allowed us to achieve control over the probability of each reaction outcome through the targeted "heating" of an intermediate molecular state, guided by precise energy thresholds and molecular barriers."

PhD student Pieter Keenan, first-author on the research publication, said: "The key here was to maintain identical initial conditions for the test reactions -- matching the precise injection site and excitation state -- and then vary outcomes based solely on the energy of the injected electrons.

"Within a single molecule's response to the energy input, the differing reaction barriers drive the reaction outcome probabilities. Altering only the energy input allows us, with high precision, to make a reaction outcome more likely than another -- in this way we can 'load the molecular dice'."

Professor Tillmann Klamroth from Potsdam University in Germany, added: "This study combines advanced theoretical modelling with experimental precision, leading to a pioneering understanding of the reactions' probabilities based on the molecular energy landscape. This paves the way for further advances in nanotechnology."

Looking ahead, Dr Rusimova said: "With applications in both basic and applied science, this advancement represents a major step toward fully programmable molecular systems. We expect techniques such as this to unlock new frontiers in molecular manufacturing, opening doors to innovations in medicine, clean energy, and beyond."

The research is published in the journal Nature Communications. It was funded by The Royal Society, and the Engineering and Physical Science Research Council (EPSRC).
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New bioprinting technique creates functional tissue 10x faster | ScienceDaily
Three-dimensional (3D) printing isn't just a way to produce material products quickly. It also offers researchers a way to develop replicas of human tissue that could be used to improve human health, such as building organs for transplantation, studying disease progression and screening new drugs. While researchers have made progress over the years, the field has been hampered by limited existing technologies unable to print tissues with high cell density at scale.


						
A team of researchers from Penn State have developed a novel bioprinting technique that uses spheroids, which are clusters of cells, to create complex tissue. This new technique improves the precision and scalability of tissue fabrication, producing tissue 10-times faster than existing methods. It further opens the door to developing functional tissues and organs and progress in the field of regenerative medicine, the researchers said.

They published their findings in Nature Communications.

"This technique is a significant advancement in rapid bioprinting of spheroids," said Ibrahim T. Ozbolat, Dorothy Foehr Huck and J. Lloyd Huck Chair in 3D Bioprinting and Regenerative Medicine and professor of engineering science and mechanics, of biomedical engineering and of neurosurgery at Penn State. "It enables the bioprinting of tissues in a high-throughput manner at a speed much faster than existing techniques with high cell viability."

Bioprinting allows researchers to build 3D structures from living cells and other biomaterials. Living cells are encapsulated in a substrate like a hydrogel to make a bioink, which is then printed in layers using a specialized printer. These cells grow and proliferate, eventually maturing into 3D tissue over the course of several weeks. Ozbolat explained that it's like constructing a brick wall where the cells are the bricks and the bioink is the cement or mortar.

However, it's difficult to achieve the same cell density as what's found in the human body with this standard approach, Ozbolat said. That cell density is essential for developing tissue that's both functional and can be used in a clinical setting. Spheroids, on the other hand, offer a promising alternative for tissue bioprinting because they have a cell density similar to human tissue.

While 3D printing spheroids offers a viable solution to producing the necessary density, researchers have been limited by the lack of scalable techniques. Existing bioprinting methods often damage the delicate cellular structures during the printing process, killing some of the cells. Other technologies are cumbersome and don't offer precise control of the movement and placement of the spheroids needed to create replicas of human tissue.




Or the processes are slow. In previously published research, Ozbolat and his colleagues developed an aspiration-assisted bioprinting system. Using a pipette tip, the researchers could pick up tiny balls of cells and place them precisely where they self-assemble and create a solid tissue. However, since the technique involves moving spheroids one at a time, it could take days to build a one cubic centimeter structure.

To address these issues, the team developed a new technique called High-throughput Integrated Tissue Fabrication System for Bioprinting (HITS-Bio). HITS-Bio uses a digitally controlled nozzle array, an arrangement of multiple nozzles that moves in three dimensions and allows researchers to manipulate several spheroids at the same time. The team organized the nozzles in a four-by-four array, which can pick up 16 spheroids simultaneously and place them on a bioink substrate quickly and precisely. The nozzle array can also pick up spheroids in customized patterns, which can then be repeated to create the architecture found in complex tissue.

"We can then build scalable structures very fast," Ozbolat said. "It's 10-times faster than existing techniques and maintains more than 90% high cell viability."

To test the platform, the team set out to fabricate cartilage tissue. They created a one-cubic centimeter structure, containing approximately 600 spheroids made of cells capable of forming cartilage. The process took less than 40 minutes, a highly efficient rate that surpasses the capacity of existing bioprinting technologies.

The team then showed that the bioprinting technique can be used for on-demand tissue repair in a surgical setting in a rat model. They printed spheroids directly into a wound site in the skull during surgery, which was the first time spheroids have been printed intraoperatively. The researchers programmed the spheroids to transform into bone using microRNA technology. MicroRNA helps control gene expression in cells, including how cells differentiate into specific types.

"Since we delivered the cells in high dosages with this technique, it actually sped up the bone repair," Ozbolat said. After three weeks, the wound was 91% healed after three weeks and 96% healed after just six weeks.




The HITS-Bio technique offers an opportunity to create complex and functional tissue in a scalable manner, Ozbolat said. Expanding the number of nozzles could lead to production of larger and more intricate tissues, such as organs and organ tissue like the liver.

Ozbolat said that the team is also working on techniques to incorporate blood vessels into the fabricated tissue, a necessary step for producing more types of tissues that can be used clinically or for transplantation. This wasn't an issue with the two applications demonstrated in this study because cartilage has no blood vessels and, in a surgical setting, the surrounding blood vessels could help with blood flow to the bioprinted bone tissue.

Other Penn State authors include: Myoung Hwan Kim, doctoral student in biomedical engineering; Yogendra Pratap Singh and Miji Yeo, postdoctoral scholars in engineering science and mechanics; Daniel Hayes, Dorothy Foehr Huck and J. Lloyd Huck Chair in Nanotherapeutics and Regenerative Medicine; and Elias Rizk, professor of neurosurgery at the Penn State College of Medicine. Co-author Nazmiye Celik was a doctoral scholar in engineering science and mechanics at the time of the study and is now a postdoctoral fellow at Johns Hopkins University.

Ozbolat, Kim, Singh, Yeo and Hayes are affiliated with the Huck Institutes of the Life Sciences. Ozbolat and Hayes are also affiliated with the Penn State Materials Research Institute. Ozbolat is also affiliated with the Penn State Cancer Institute.

Funding from the National institute of Biomedical Imaging and Bioengineering and the National Institute of Dental and Craniofacial Research supported this work.
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Combo-drug treatment to combat Melioidosis | ScienceDaily
Melioidosis -- a bacterial infection that causes fever, pneumonia, and sepsis -- presents two enormous challenges for infectious disease experts: it kills roughly half the people who contract it and it is extremely tough to treat even in countries with advanced health care systems.


						
The pathogen that causes melioidosis is so virulent it was used as a biologic warfare agent in World Wars I and II. Treatment demands an expensive, long-term IV and antibiotic regimen that is difficult to enact in southeast Asia and northern Australia where melioidosis is prevalent. And while the disease itself is rare in the United States, the first known case of environmental transmission occurred here in 2022.

Princeton Chemistry's Seyedsayamdost Lab offers a promising treatment for this neglected tropical disease with a combination of low-dose antibiotics that targets the pathogen but leaves gut microbiome bacteria unscathed.

The researchers' approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic "vulnerabilities," the lab offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

"Virtually all antibiotics are A-bombs. They are broad-spectrum and we use them in such high doses that they eradicate nearly everything in and around them, notably bacteria that protect us. That's a problem," said Mohammad Seyedsayamdost, professor of chemistry. "We found that even low doses of antibiotics reveal susceptibilities that are difficult to detect but can be leveraged, once known. That was the 'aha' moment.

"Low-dose or subinhibitory doses of antibiotics don't affect growth of the pathogen but have a significant impact on its physiology and metabolism. And once we noticed that, we took advantage of this very unique response to combat an organism that is really difficult to kill."

The lab's research, Combatting melioidosis with chemical synthetic lethality, was published in the Proceedings of the National Academy of Sciences (PNAS) in collaboration with the Davis Lab at Emory University and the Chandler lab at the University of Kansas.




"To me, the most exciting part of this paper is its potential to change how we think about antibiotic development," said the paper's lead author and former Mo Lab graduate student Yifan Zhang. "We've known for a long time that antimicrobial resistance is a growing global crisis, and yet the pipeline for new antibiotics has been alarmingly slow. With this study, our goal was to take a different approach -- one that doesn't just focus on finding a new 'silver bullet,' but instead looks at how we can outsmart pathogens by exploiting their metabolic vulnerabilities.

"This work also reinforces how important it is to think beyond traditional boundaries in science," added Zhang, now a medical student at Robert Wood Johnson. "Combining ideas from the oncology space with our knowledge of microbiology and microbial metabolism, required us to challenge a lot of assumptions about how antibiotics 'should' work. It's exciting to see those risks pay off with a discovery that could genuinely help patients."

Looking at the pathogen through HiTES 

Melioidosis is caused by the bacterium Burkholderia pseudomallei. One traditional method of determining antibiotic efficacy against it is by looking for signs of Burkholderia growth with the unaided eye or through a simple assay, and then treating it with a broad-spectrum antibiotic that kills everything in its path: antibiotic as blunt instrument.

But the Mo Lab used another method, High Throughput Elicitor Screening (HiTES), a technology for which Seyedsayamdost was awarded a 2020 MacArthur Prize, to peer deeply into the metabolome for clues to bacterial vulnerability.

HiTES revealed that this pathogen's metabolism is altered dramatically with low-dose antibiotics. In essence, low-dose trimethoprim opens up a secondary, previously unknown, metabolite stress response in the pathogen. Under these conditions, the researchers found the folate biosynthetic enzyme FolE2 to be conditionally essential, an enzyme that's not widely found in bacteria and that, ironically, makes it easy to exploit.




By using an approach called chemical synthetic lethality, they were able to successfully combine trimethoprim with a natural product, dehydrocostus lactone (DHL), to inhibit the function of FolE2, cutting off this secondary response on which the bacteria relies for survival ... and doing it in a way that selectively kills the pathogen without annihilating the gut's essential bacteria.

"Basically we accomplished the molecular version of synthetic lethality, a well-known genetics phenomenon, wherein two mutations are only deadly when combined," said Seyedsayamdost. "You add one molecule, it has no effect. You add a second molecule, it has no effect. But you combine the two molecules -- in this case, trimethoprim and DHL -- and the combination is deadly. We mixed genetics and chemistry, and it worked."

The research also suggests that this combination therapy can be used against any organism to find treatments that are less destructive systemically.

"Ultimately, I hope this research doesn't just stop at Burkholderia pseudomallei," said Zhang. "If we can expand this strategy to other pathogens, I believe we can open up entirely new avenues for developing treatments that are not only effective but also respect the delicate balance of our microbiomes.

"Knowing that our work has the potential to contribute to targeted, life-saving treatments for such a devastating disease is both humbling and deeply fulfilling. That's the bigger picture that keeps me motivated and excited about where this work can lead."
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Chemical structure's carbon capture ability doubled | ScienceDaily
Oregon State University scientists have found a way to more than double the uptake ability of a chemical structure that can be used for scrubbing carbon dioxide from factory flues.


						
The study involving metal-organic frameworks, or MOFs, is important because industrial activities, among them burning fossil fuels for energy, account for a significant percentage of the greenhouse gas in the Earth's atmosphere. In the United States, 16% of total carbon dioxide emissions are from industry, according to the Environmental Protection Agency.

OSU researchers led by Kyriakos Stylianou of the College of Science worked with a copper-based MOF and found that its effectiveness at adsorbing carbon dioxide more than doubled when first exposed to ammonia gas.

"The capture of CO2 is critical for meeting net-zero emission targets," said Stylianou, associate professor of chemistry. "MOFs have shown a lot of promise because of their porosity and their structural versatility."

MOFs are crystalline materials made up of positively charged metal ions surrounded by organic "linker" molecules known as ligands. The metal ions make nodes that bind the linkers' arms to form a repeating structure that looks something like a cage; the structure has nanosized pores that adsorb gases, similar to a sponge.

MOFs can be designed with a variety of components, which determine the MOF's properties, and there are millions of possible MOFs, Stylianou said. More than 100,000 of them have been synthesized by chemistry researchers, and the properties of hundreds of thousands of others have been predicted.

In addition to the capture of carbon dioxide and other types of gases, MOFs can be used as catalysts and for energy storage, drug delivery and water purification.




When exposed to ammonia gas, the MOF in this study, mCBMOF-1, showed a carbon uptake capacity comparable to or greater than that of the traditional amine-based sorbents that are widely used for carbon dioxide capture in industrial applications. And compared to amine-based sorbents, MOFs are more stable and can be regenerated using less energy -- in this case, by immersion in water.

"The MOF is activated by removing water molecules to expose four closely positioned open copper sites," Stylianou said. "Then we introduce the ammonia gas, which causes one of the sites to be occupied by an ammonia molecule. The remaining sites attract CO2, promoting interaction with ammonia to form carbamate species."

The carbamates -- compounds with a range of uses in industry, agriculture and medicine -- are released during the water immersion that regenerates the MOF's pristine structure, making it reusable for ongoing carbon capture.

The findings emphasize that MOF structures can be tailored with functional groups to enhance their interactions with specific target molecules, such as carbon dioxide, Stylianou said; similar strategies could be applied to other MOFs and gases.

"Our study's use of sequential pore functionalization to enhance CO2 uptake without significantly increasing regeneration energy is a terrific development," he said. "The formation of a copper-carbamic acid complex within the pores suggests strong and selective interactions with CO2, which is crucial for ensuring that CO2 is preferentially adsorbed over other gases in flue emissions."

The study, published in JACS Au, was supported by Saudi Aramco and Baydin Inc.

Collaborators included Oregon State University graduate student Ankit Yadav and postdoctoral scholar Andrzej Gladysiak as well as scientists from the University of California, Berkeley, Nanjing Normal University and the Institute of Materials Science of Barcelona.
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New planet in Kepler-51 system discovered using James Webb Space Telescope | ScienceDaily
An unusual planetary system with three known ultra-low density "super-puff" planets has at least one more planet, according to new research led by researchers from Penn State and Osaka University. The research team set out to study Kepler-51d, the third planet in the system, with NASA's James Webb Space Telescope (JWST) but almost missed their chance when the planet unexpectedly passed in front of its star two hours earlier than models predicted. After scrutinizing new and archival data from a variety of space and Earth-based telescopes, the researchers found that the best explanation is the presence of a fourth planet, whose gravitational pull impacts the orbits of the other planets in the system.


						
The new planet's discovery is detailed in a paper appearing Dec. 3 in the Astronomical Journal.

"Super puff planets are very unusual in that they have very low mass and low density," said Jessica Libby-Roberts, Center for Exoplanets and Habitable Worlds Postdoctoral Fellow at Penn State and co-first author of the paper. "The three previously known planets that orbit the star, Kepler-51, are about the size of Saturn but only a few times the mass of Earth, resulting in a density like cotton candy. We think they have tiny cores and huge atmospheres of hydrogen of helium, but how these strange planets formed and how their atmospheres haven't been blown away by the intense radiation of their young star has remained a mystery. We planned to use JWST to study one of these planets to help answer these questions, but now we have to explain a fourth low-mass planet in the system!"

When a planet passes in front of -- or transits -- its star when viewed from Earth, it blocks some of the star's light, causing a slight decrease in the star's brightness. The duration and amount of that decrease gives clues to the planet's size and other characteristics. Planets transit when they complete an orbit around their star, but sometimes they transit a few minutes early or late because the gravity from other planets in the system tug on them. These minor differences are known as transit timing variations and are built into astronomers' models to allow them to accurately predict when planets will transit.

The researchers said they had no reason to believe the three-planet model of the Kepler-51 system was inaccurate, and they successfully used the model to predict the transit time of Kepler-51b in May 2023 and followed-up with the Apache Point Observatory (APO) telescope to observe it on schedule.

"We also tried to use the Penn State Davey Lab telescope to observe a transit of Kepler-51d in 2022, but some poorly timed clouds blocked our view right as the transit was predicted to start," Libby-Roberts said. "It's possible we could have learned something was off then, but we had no reason to suspect that Kepler-51d wouldn't transit as expected when we planned to observe it with JWST."

The team's three-planet model predicted that Kepler-51d would transit around 2 a.m. EDT in June 2023, and the researchers prepared to observe the event with both JWST and APO.




"Thank goodness we started observing a few hours early to set a baseline, because 2 a.m. came, then 3, and we still hadn't observed a change in the star's brightness with APO," Libby-Roberts said. "After frantically re-running our models and scrutinizing the data we discovered a slight dip in stellar brightness immediately when we started observing with APO, which ended up being the start of the transit -- 2 hours early, which is well beyond the 15-minute window of uncertainty from our models!"

When the researchers analyzed the new APO and JWST data, they confirmed that they had captured the transit of Kepler-51d, albeit considerably earlier than expected.

"We were really puzzled by the early appearance of Kepler-51d, and no amount of fine-tuning the three-planet model could account for such a large discrepancy," said Kento Masuda, associate professor of earth and space science at Osaka University and co-first author of the paper. "Only adding a fourth planet explained this difference. This marks the first planet discovered by transit timing variations using JWST."

To help explain what is happening in the Kepler-51 system, the research team revisited previous transit data from NASA's Kepler space telescope and NASA's Transiting Exoplanet Survey Satellite (TESS). They also made new observations of the inner planets in the system, including with the Hubble Space Telescope and the California Institute of Technology's Palomar Observatory telescope, and obtained archival data from several ground-based telescopes. Because the new planet, Kepler-51e, has not yet been observed transiting -- perhaps because it may not pass in the line of sight between its star and Earth -- the researchers noted how important it was to obtain as much data as possible to support their new models.

"We conducted what is called a 'brute force' search, testing out many different combinations of planet properties to find the four-planet model that explains all of the transit data gathered over the past 14 years," Masuda said. "We found that the signal is best explained if Kepler-51e has a mass similar to the other three planets and follows a fairly circular orbit of about 264 days -- something we would expect based on other planetary systems. Other possible solutions we found involve a more massive planet on a wider orbit, though we think these are less likely."

Accounting for a fourth planet and adjusting the models also changes the expected masses of the other planets in the system. According to the researchers, this impacts other inferred properties about these planets and informs how they might have formed. Although the inner three planets are slightly more massive than previously thought, they are still classified as super puffs. However, it is unclear if Kepler-51e is also a super puff planet, because the researchers have not observed a transit of Kepler-51e and therefore cannot calculate its radius or density.




"Super puff planets are fairly rare, and when they do occur, they tend to be the only one in a planetary system," Libby-Roberts said. "If trying to explain how three super puffs formed in one system wasn't challenging enough, now we have to explain a fourth planet, whether it's a super puff or not. And we can't rule out additional planets in the system either."

Because the researchers believe Kepler-51e has an orbit of 264 days, they said that additional observing time is needed to get a better picture of the impacts of its gravity -- or that of additional planets -- on the inner three planets in the system.

"Kepler-51e has an orbit slightly larger than Venus and is just inside the star's habitable zone, so a lot more could be going on beyond that distance if we take the time to look," Libby-Roberts said. "Continuing to look at transit timing variations might help us discover planets that are further away from their stars and might aid in our search for planets that could potentially support life."

The researchers are currently analyzing the rest of the JWST data, which could provide information about the atmosphere of Kepler-51d. Studying the composition and other prosperities the inner three planets could also improve understanding how unusual ultra-low density super puff planets formed, the researchers said.

In addition to Libby-Roberts and Masuda, who led the Kepler-51d team, the international research team includes John Livingston at the National Astronomical Observatory of Japan, who coordinated most of the ground-based follow-ups; many ground-based observers; the Kepler-51b team; and the Palomar team.

NASA supported this research through JWST and Hubble Space Telescope grants. Computations for this research were performed on the Penn State's Institute for Computational and Data Sciences Advanced CyberInfrastructure.
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DNA engineered to mimic biological catch bonds | ScienceDaily
In a first-of-its-kind breakthrough, a team of UBC Okanagan researchers has developed an artificial adhesion system that closely mimics natural biological interactions.


						
Dr. Isaac Li and his team in the Irving K. Barber Faculty of Science study biophysics at the single-molecule and single-cell levels. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

Two of Dr. Li's doctoral students, Micah Yang and David Bakker, have engineered a new molecule that could transform how cells adhere to and communicate with one another.

Micah Yang, the study's lead author, explains that all cells have a natural "stickiness" that enables them to communicate, join together and form tissues. Unlike everyday glues, which tend to release more easily under increasing force, many cellular adhesive interactions behave oppositely -- the harder you pull, the stronger they hold. This counterintuitive self-strengthening stickiness, known as a catch bond, is crucial for facilitating essential biological functions and keeping you in one piece.

Yang's innovation involves a pair of DNA molecules designed to replicate this catch bond behaviour.

Dubbed the "fish hook" for its distinctive structure, this DNA-based system consists of two components: the fish and the hook. Using complementary DNA base-pair interactions, the system functions like a fish biting a hook, forming a catch bond. The bond's behaviour can be precisely fine-tuned by modifying the DNA sequences of the fish and the hook, enabling control over its strength under varying forces.

"Catch bonds play critical roles in systems like T-cell receptors and bacterial adhesions, which are key to immune responses, tissue integrity and mechano-sensing -- a cell's ability to detect and respond to physical forces," says Yang. "Nature has perfected these interactions over millions of years, but replicating their dynamic properties synthetically has been a major challenge -- until now.




The study, recently published in Nature Communications, highlights the advantages of this novel DNA-based system.

"The tunability of this system is a significant advancement over previous artificial catch bonds," says Yang. "The ability to precisely control the bond's force-dependent behaviour makes it an ideal tool for studying biological interactions and developing innovative materials."

Potential applications of the fish-hook bond are vast, says Yang.

In materials science, the design could inspire the creation of responsive materials that become stronger under stress, making them ideal for wearable technologies or aerospace applications where durability is critical.

In medicine, this approach could improve drug delivery systems or tissue scaffolds by enabling them to interact with cells in a force-sensitive manner, mimicking natural biological processes.

While the development of artificial adhesion bonds is still in its early days, Yang sees it as an exciting step in biomimetic engineering -- an approach that seeks to replicate the efficiency and adaptability of natural systems. This work opens up new possibilities for designing materials that mimic or enhance natural biological processes.

"By mimicking biological interactions like catch bond, scientists are not only learning more about how these systems work in nature, but they are paving the way for new technologies that are capable of enhancing human life."
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Accelerating climate modeling with generative AI | ScienceDaily
The algorithms behind generative AI tools like DallE, when combined with physics-based data, can be used to develop better ways to model the Earth's climate. Computer scientists in Seattle and San Diego have now used this combination to create a model that is capable of predicting climate patterns over 100 years 25 times faster than the state of the art.


						
Specifically, the model, called Spherical DYffusion, can project 100 years of climate patterns in 25 hours-a simulation that would take weeks for other models. In addition, existing state-of-the-art models need to run on supercomputers. This model can run on GPU clusters in a research lab.

"Data-driven deep learning models are on the verge of transforming global weather and climate modeling," the researchers from the University of California San Diego and the Allen Institute for AI, write.

The research team is presenting their work at the NeurIPS conference 2024, Dec. 9 to 15 in Vancouver, Canada.

Climate simulations are currently very expensive to generate because of their complexity. As a result, scientists and policymakers can only run simulations for a limited amount of time and consider only limited scenarios.

One of the researchers' key insights was that generative AI models, such as diffusion models, could be used for ensemble climate projections. They combined this with a Spherical Neural Operator, a neural network model designed to work with data on a sphere.

The resulting model starts off with knowledge of climate patterns and then applies a series of transformations based on learned data to predict future patterns.




"One of the main advantages over a conventional diffusion model (DM) is that our model is much more efficient. It may be possible to generate just as realistic and accurate predictions with conventional DMs but not with such speed," the researchers write.

In addition to running much faster than state of the art, the model is also nearly as accurate without being anywhere near as computationally expensive.

There are some limitations to the model that researchers aim to overcome in its next iterations, such as including more elements in their simulations. Next steps include simulating how the atmosphere responds to CO2.

"We emulated the atmosphere, which is one of the most important elements in a climate model," said Rose Yu, a faculty member in the UC San Diego Department of Computer Science and Engineering and one of the paper's senior authors.

The work stems from an internship that one of Yu's Ph.D. students, Salva Ruhling Cachay, did at the Allen Institute for AI (Ai2).
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How a middle schooler found a new compound in a piece of goose poop | ScienceDaily
A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.


						
Inequities in educational resources, especially those in science, engineering, technology and math (STEM), where experiments are expensive, have kept some students underrepresented in these fields. By engaging a group of these students early in real, high-quality research, a team from the University of Illinois at Chicago led by Brian Murphy is providing young learners a chance to see themselves as scientists and explore careers in science with hands-on experience. The team partnered with a Boys and Girls Club in Chicago to bring interested middle schoolers into a 14-week applied science program.

Murphy's lab is focused on discovering antibiotics from natural sources, and the cohort of young scientists participated by supplying environmental samples from their local communities. And the students' contributions to the research group didn't end there. They stayed actively involved throughout the scientific discovery process by programming a specialized robot to scoop up bacterial colonies from growth plates and test them for antibiotic activity.

One of the 14 samples collected -- goose poop from the Garfield Park Lagoon -- contained a strain of bacteria called Pseudomonas idahoensis. The students interpreted the bacterium's bioassay data and concluded it had antibiotic activity and produced a never-before-seen compound. Then, the university researchers determined the compound's molecular structure using nuclear magnetic resonance and mass spectrometry, named it orfamide N after the family of molecules it belongs to, and investigated its biological activity. Although orfamide N was not responsible for the antibiotic activity that the team initially observed from P. idahoensis, the compound inhibited the growth of human melanoma and ovarian cancer cells in culture tests. Further studies could reveal other advantageous properties of this newly characterized molecule.

The researchers say that this work proves that it's possible to combine educational outreach with natural product discovery research, and it emphasizes the importance of a strong relationship between universities and their local communities.

The authors acknowledge funding from the University of Illinois at Chicago Graduate College, Illinois-Indiana Sea Grant, an Illinois-Indiana Sea Grant Faculty Scholar Award, the Illinois-Indiana Sea Grant Graduate Student Scholar Award, and the National Institute of Diabetes and Digestive and Kidney Diseases of the National Institutes of Health. They extend special thanks to the volunteer outreach mentors at the Boys and Girls Clubs of Chicago. 
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Dynamics of structural transformation for liquid crystalline blue phases | ScienceDaily
Researchers have uncovered key insights about how liquid crystals, materials capable of forming complex ordered structures, transform between different phases. Published in PNAS, the study provides a clearer understanding of how these materials change their structures at the microscopic level. This research could provide a means to give a deeper insight into the transformation between different structures in a wider variety of materials.


						
Liquid crystals are materials that exhibit properties of both liquids and solids. They flow like liquids but can also form ordered structures like solids. Liquid crystals are widely used in devices such as digital displays, light-responsive materials, and sensors. However, despite their widespread use, understanding how they reorganize at the microscopic level has long been a scientific challenge, and the underlying mechanisms have remained unclear.

Professor Jun-ichi Fukuda from Kyushu University's Department of Physics, in collaboration with Dr. Kazuaki Z. Takahashi from the National Institute of Advanced Industrial Science and Technology (AIST) and the Japan Science and Technology Agency (JST), performed a study focusing on cholesteric blue phases, a specific type of liquid crystal characterized by its unique cubic symmetry. These blue phases form complex three-dimensional structures with distinctive properties, making them a subject of great interest in both basic science and materials engineering.

The team investigated the transition from one blue phase, BP II, to another, BP I. As BP II changes into BP I, the liquid crystal forms twin boundaries -- regions where two parts of the material align differently. Previous experimental studies fail to capture the detailed mechanism of transformation of blue phases involving the formation of twin structures.

To gain a deeper understanding of this process, the team employed computer simulations performed by Fukuda, and MALIO, a machine learning tool Takahashi designed to analyze and distinguish the local structures of BP I and BP II liquid crystal phases. The exploitation of the latter machine learning approach makes it possible to distinguish between the BP II and BP I structures, and to analyze their evolution over time. The strategy developed by the team allowed the tracking of the transformation in real time, revealing key stages in the transition such as the formation of small BP I domains, which grow and eventually form twin boundaries. Their approach provides valuable insights into the formation and growth of twin structures during the transformation.

"The dynamics of soft materials like liquid crystals are highly complex," says Fukuda. "This work has given us a deeper understanding of how these materials transform at a microscopic level."

The approach presented in this study could also reveal how hierarchical structures in soft materials, such as polymers and biological systems, undergo similar phase transitions. "Our method is not limited to liquid crystals," Fukuda explains. "It can be applied to other complex materials, which can offer new insights into how structures form and change in systems."
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New laser technique achieves atomic-scale precision on diamond surfaces | ScienceDaily
Imagine placing an object under a microscope and pressing a button to rearrange the surface atoms with atomic-scale precision. This once sci-fi scenario is now a reality thanks to pioneering research recently published in Applied Surface Science.


						
"Our laser method provides atomic-level control over diamond surfaces in a standard air environment," says lead researcher Dr Mojtaba Moshkani.

"This level of precision is typically only possible with large, complex vacuum equipment. The ability to achieve it with a simple laser process is truly remarkable."

Harnessing the power of deep ultraviolet (UV) laser light, researchers have developed a technique for precise surface processing of diamonds. The method allows for the controlled removal of as little as 1 per cent of a single atomic layer, offering unprecedented control over the structure and properties of the diamond surface.

Using a deep ultraviolet laser, the team demonstrated how precisely delivered pulses of light can trigger localised chemical reactions on a diamond surface. The reaction, driven by a two-photon process, removes carbon atoms selectively from the top atomic layer.

This breakthrough is set to transform applications in electronics, quantum devices, and advanced manufacturing, where even minor adjustments to the configuration of surface atoms can significantly enhance device performance.

Enhanced Conductivity 

One of the most exciting findings was a dramatic increase in diamond surface conductivity -- up to seven times higher -- after laser treatment. This enhancement was independently confirmed by collaborators at MIT Lincoln Laboratory.




"We were amazed that such a minor adjustment to the surface could yield such a substantial boost in conductivity," says team lead Professor Richard Mildren.

This result is a critical step toward addressing challenges in making diamond a viable material for semiconductors. The unique properties of diamonds, including high thermal conductivity and resistance to electrical breakdown, make it an ideal candidate for high-power, high-frequency electronic devices.

Speed and Scalability for Industry 

The technique is not only precise but also fast. In current experiments, the laser removed 1 per cent of a monolayer in just 0.2 milliseconds. This makes it a promising candidate for large-scale industrial applications, such as wafer processing.

"We've shown that the process is both rapid and scalable," adds Dr Moshkani. "It's a compelling option for industries requiring advanced material processing."

Implications for Quantum Technologies 

Beyond electronics, this discovery has far-reaching implications for quantum technologies. Diamond surfaces play a critical role in stabilising quantum states, such as those used in quantum computers. The ability to engineer diamond surfaces with atomic precision could become an essential tool for researchers and industry alike.

"This is just the beginning," says Professor Mildren. "We are excited to explore how this technique can be optimised further to unlock the full potential of diamonds in electronics, quantum technologies, and beyond."
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New 3D printing approach means better biomedical, energy, robotics devices | ScienceDaily
An Oregon State University researcher has helped create a new 3D printing approach for shape-changing materials that are likened to muscles, opening the door for improved applications in robotics as well as biomedical and energy devices.


						
The liquid crystalline elastomer structures printed by Devin Roach of the OSU College of Engineering and collaborators can crawl, fold and snap directly after printing.

"LCEs are basically soft motors," said Roach, assistant professor of mechanical engineering. "Since they're soft, unlike regular motors, they work great with our inherently soft bodies. So they can be used as implantable medical devices, for example, to deliver drugs at targeted locations, as stents for procedures in target areas, or as urethral implants that help with incontinence."

Liquid crystalline elastomers are lightly crosslinked polymer networks that are able to change shape significantly upon exposure to certain stimuli, like heat. They can be used to transfer thermal energy, such as from the sun or alternating currents, into mechanical energy that can be stored and used on demand. LCEs can also play a big role in the field of soft robotics, Roach added.

"Flexible robots incorporating LCEs could explore areas that are unsafe or unfit for humans to go," he said. "They have also been shown to have promise in aerospace as actuators for automated systems such as those for deep space grappling, radar deployment or extraterrestrial exploration."

Underpinning the functional utility of liquid crystalline elastomers is their blend of anisotropy and viscoelasticity, Roach said.

Anisotropy refers to the property of being directionally dependent, such as how wood is stronger along the grain than across it, and viscoelastic materials are both viscous -- like honey, which resists flow and deforms slowly under stress -- and elastic, returning to their original shape when the stress is removed, like rubber. Viscoeleastic materials slowly deform and gradually recover.




Liquid crystalline elastomers' shape-changing properties are dependent on the alignment of the molecules within the materials. Roach and collaborators at Harvard University, the University of Colorado, and Sandia and Lawrence Livermore national laboratories discovered a way to align the molecules using a magnetic field during a type of 3D printing called digital light processing.

Also known as additive manufacturing, 3D printing allows for the creation of objects one layer at a time. In digital light processing, light is used to harden liquid resin into solid shapes with precision. However, getting the elastomers' molecules aligned can be challenging.

"Aligning the molecules is the key to unlocking the LCEs' full potential and enabling their use in advanced, functional applications," Roach said.

Roach and the other researchers varied the strength of the magnetic field and studied how it and other factors, such as the thickness of each printed layer, affected molecular alignment. This enabled them to print complicated liquid crystalline elastomer shapes that change in specific ways when heated.

"Our work opens up new possibilities for creating advanced materials that respond to stimuli in useful manners, potentially leading to innovations in multiple fields," Roach said.

Supporting the study, which was published in Advanced Materials, were the National Science Foundation and the Air Force Office of Scientific Research.

In related research published in Advanced Engineering Materials, Roach led a team of Oregon State students and collaborators at Sandia, Lawrence Livermore and Navajo Technical University in exploring the mechanical damping potential of liquid crystalline elastomers.

Mechanical damping refers to reducing or dissipating the energy of vibrations or oscillations in mechanical systems, including automotive shock absorbers, seismic dampers that help protect buildings from earthquakes, and vibration dampers on bridges that minimize oscillations caused by wind or motor vehicles.

OSU students Adam Bischoff, Carter Bawcutt and Maksim Sorkin and the other researchers demonstrated that a fabrication method known as direct ink write 3D printing can produce mechanical damping devices that effectively dissipate energy across a wide range of loading rates.
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Innovative robot navigation inspired by brain function boosts efficiency and accuracy | ScienceDaily
A QUT research team has taken inspiration from the brains of insects and animals for more energy-efficient robotic navigation.


						
Led by postdoctoral research fellow Somayeh Hussaini, alongside Professor Michael Milford and Dr Tobias Fischer of the QUT Centre for Robotics, the research, which was published in the journal IEEE Transactions on Robotics and supported by chip manufacturer Intel, proposes a novel place recognition algorithm using Spiking Neural Networks (SNNs).

"SNNs are artificial neural networks that mimic how biological brains process information using brief, discrete signals, much like how neurons in animal brains communicate," Miss Hussaini said.

"These networks are particularly well-suited for neuromorphic hardware -- specialised computer hardware that mimics biological neural systems -- enabling faster processing and significantly reduced energy consumption."

While robotics has witnessed rapid progress in recent years, modern robots still struggle to navigate and operate in complex, unknown environments. They also often rely on AI-derived navigation systems whose training regimes have significant computational and energy requirements.

"Animals are remarkably adept at navigating large, dynamic environments with amazing efficiency and robustness," Dr Fischer said.

"This work is a step towards the goal of biologically inspired navigation systems that could one day compete with or even surpass today's more conventional approaches."

The system developed by the QUT team uses small neural network modules to recognise specific places from images. These modules were combined into an ensemble, a group of multiple spiking networks, to create a scalable navigation system capable of learning to navigate in large environments.




"Using sequences of images instead of single images enabled an improvement of 41 per cent in place recognition accuracy, allowing the system to adapt to appearance changes over time and across different seasons and weather conditions," Professor Milford said.

The system was successfully demonstrated on a resource-constrained robot, providing a proof of concept that the approach is practical in real-world scenarios where energy efficiency is critical.

"This work can help pave the way for more efficient and reliable navigation systems for autonomous robots in energy-constrained environments. Particularly exciting opportunities include domains like space exploration and disaster recovery, where optimising energy efficiency and reducing response times are critical," Miss Hussaini said.
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Bendable electronic parts heat up by themselves like 'heat pack' and lower the manufacturing temperature barrier | ScienceDaily
DGIST (President Kunwoo Lee) announced that a research team led by Professor Kwon Hyuk-joon of the Department of Electrical Engineering and Computer Science (first author Dr. Jang Bong-ho) had developed a technology to manufacture high-performance liquid process-based electronic parts at lower temperatures than what was previously possible by harnessing the "heat of combustion" generated in materials. As the technology does not require high temperatures, it can be applied to plastic substrates that are vulnerable to heat, so it is expected to be widely used in electronic devices that can be bent or folded and smart devices that can be worn on the body.


						
Recently, easy-to-bend or thin electronic devices have become a part of our daily lives. Electronic devices such as smartwatches, bendable screens, and wearable sensors offer enhanced convenience and versatility and are expected to be applied across various fields in the future. To develop these products, flexible yet robust electronic components are essential.

Thin-film transistors, which are essential for fabricating flexible electronics, must be made extremely thin and precise. In particular, liquid-phase processes, which apply coating materials in a liquid state, are suitable for low-cost mass production. However, they have been limited by the high temperatures required to produce high-quality thin films, making them difficult to apply to flexible substrates such as heat-sensitive plastics. Consequently, researchers have focused on developing new fabrication methods that can lower the temperature while maintaining high performance.

To overcome these limitations, Prof. Kwon's team used a "combustion synthesis" method. Just as a heat pack generates its own heat to warm up, this method harnesses the heat generated inside the material during the liquid process to produce high-performance oxide films without increasing the external temperature. The research team employed this method to produce a high-performance thin-film transistor on a plastic substrate at temperatures as low as 250 degrees Celsius.

The transistor they developed outperforms existing products in terms of flexibility and durability. It has excellent electrical performance even on thin and bendable plastic substrates, and it has demonstrated stable operation in bending tests of over 5,000 cycles. In other words, it is suitable for next-generation flexible electronics and wearable devices.

"Conventional liquid-phase materials have great advantages in terms of their high connectivity with printing technology. However, they also have limitations, such as the high temperatures required to form excellent thin films. For this reason, it is difficult to apply them to flexible substrates with low thermal resistance," said Prof. Kwon of the Department of Electrical Engineering and Computer Science. "The results of this study pave the way for expanded applications across various fields by dramatically reducing the process temperature of high-performance liquid-phase materials."

Dr. Jang Bong-ho is the first author and Prof. Kwon is the corresponding author of the study, which was published online in the journal npj Flexible Electronics. The research was supported by the Ministry of Science and ICT's Future Convergence Technology Pioneer STEAM Research Program and Nanomaterial Technology Development Program.
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Artificial photosynthesis learned from nature: Successfully developed new solar hydrogen production technology | ScienceDaily
Professor Chiyoung Park at the Department of Energy Science and Engineering, Daegu Gyeongbuk Institute of Science & Technology (DGIST; President Kunwoo Lee), has successfully developed a supramolecular fluorophore nanocomposite fabrication technology using nanomaterials and constructed a sustainable solar organic biohydrogen production system.


						
Through joint research with Professor Hyojung Cha at the Department of Hydrogen and Renewable Energy, Kyungpook National University, Professor Park used the good nanosurface adsorption properties of tannic acid[1]-based metal-polyphenol polymers to control the self-assembly and optical properties of fluorescent dyes while also identifying the photoexcitation[2]and electron transfer mechanisms. Based on these findings, he implemented a solar-based biohydrogen production system using bacteria with hydrogenase enzymes.

During natural photosynthesis, chlorophyll absorbs light energy and transfers electrons to convert it into chemical energy. Artificial photosynthesis, which emulates this natural process of photosynthesis, uses sunlight to produce valuable resources, such as hydrogen, and it has garnered attention as a sustainable energy solution.

Professor Park's team developed a supramolecular photocatalyst that can transfer electrons similar to chlorophyll in nature by modifying rhodamine, an existing fluorescent dyes, into an amphiphilic structure. The team applied metal-polyphenol nano-coating technology based on tannic acid to improve performance and durability. Consequently, they demonstrated the production performance of approximately 18.4 mmol of hydrogen per hour per gram of catalyst under the visible spectrum. This performance is 5.6 times as high as that observed in previous studies using the same phosphor.

The research team combined their newly developed supramolecular dye with Shewanella oneidensis MR-1[3], a bacterium capable of transferring electrons, to create a bio-composite system that converts ascorbic acid (vitamin C) into hydrogen using sunlight. The system operated stably for a long period and demonstrated its ability to produce hydrogen continuously.

Professor Park said, "This study marks an important achievement that reveals the specific mechanisms of organic dyes and artificial photosynthesis. In the future, I would like to conduct follow-up research on new supramolecular chemistry-based systems by combining functional microorganisms and new materials."

This study was funded by the Basic Research Laboratory Project and the Mid-Career Researcher Support Project under the National Research Foundation of Korea and the Alchemist Project under the Ministry of Trade, Industry and Energy, and its results (first author: Seokhyung Bu, PhD program student) were published in Angewandte Chemie International Edition.

[1] Tannic acid: It is an eco-friendly material that can be easily obtained from coffee and tea, and its nanosurface can be coated through a simple process. It has a wide range of applications, including as photocatalysis and pollutant removal.

[2] Photoexcitation: It refers to the process of exciting electrons in a substance to a higher energy state by using light energy (photons).

[3] Shewanella oneidensis MR-1: It refers to a bacterium that is known for its ability to break down metals and minerals in nature. It is used in eco-friendly energy research, such as hydrogen production.
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Digital Twins of the Earth is a misleading term as computer models are always a simplified representation of reality | ScienceDaily
The term Digital Twin of the Earth creates the idea of the availability of a highly accurate virtual copy of our planet, enabling researchers to predict the most complex future climate developments and extreme natural events. In fact, such a replica -- or model representation of the Earth systems -- is the goal of the Destination Earth project, funded by the European Union. This flagship initiative was launched in 2022 as a key pillar of the European Commission's efforts towards the Green Deal -- not without attracting criticism. "We have seen various highly critical papers and reports on the subject recently, and we are joining this discussion," said Professor Robert Reinecke of Johannes Gutenberg University Mainz (JGU).


						
In an article published in Socio-Environmental Systems Modelling, Reinecke and his co-authors point out the lack of a clear definition of the term "Digital Twin of the Earth," which may be misleading. "All digital representations of our planet are model representations. As such, they will always be detached from reality -- as a map can never fully replicate the land it depicts," said Reinecke. Being an expert in the field of Earth system modeling, the Mainz-based geoscientist values the new detailed simulation models as tools to interrogate and assess theories about the world in ways not possible otherwise. At the same time, however, new methods and methodology are required to ensure that these models are appropriately used and interpreted.

EU initiative Destination Earth to help climate change adaptation

Destination Earth (DestinE) is a flagship initiative of the European Commission, aiming to develop a highly accurate digital model of the Earth -- a digital twin of our planet. It is based on Europe's High-performance computers (EuroHPC), including the LUMI supercomputer in Finland, as well as on Artificial Intelligence capacities. DestinE is now creating several digital replicas covering various aspects of the Earth system. By 2030, a full digital replica of the Earth should be available, which would then contribute to more accurate monitoring and predicting of the effects of climate change and natural disasters and support the design of adaptation strategies and mitigation measures. The Digital Twin concept has found its way into other fields as well: the German Federal Agency for Carthography and Geodesy is currently working on a digital, intelligent 3D image of Germany and the German federal state of Rhineland-Palatinate is running a digital "hydro-twin" project.

Misleading term for impossible representation of reality / Understanding the differences between the world and scientific modeling

Professor Robert Reinecke and his two co-authors, Professor Francesca Pianosi of the University of Bristol in the UK and Alexander von Humboldt Professor Thorsten Wagener of the University of Potsdam, consider the term Digital Twin of the Earth problematic and inappropriate because "it suggests that we can create a digital representation that allows us to stress-test the structural properties of the Earth system with any desired degree of accuracy and precision," as they pointed out in their paper in Socio-Environmental Systems Modelling. That is not the case, however, "as every model is a simplification of reality, and its creation requires simplifying assumptions that will unavoidably lead to uncertainties," the researchers continued. "We thus recommend refraining from using the term Digital Twin of the Earth," said Reinecke.

Investing in methods to ensure appropriate use of models and data

Reinecke and his team at the JGU Institute of Geography work with models that encompass the whole planet, and he understands the motivation of the EU initiative. Simulation models are excellent digital laboratories that allow researchers to interrogate and check their assumptions about the world in ways otherwise not possible in real-world experiments. According to Reinecke, however, the creation of new models with higher resolutions will not necessarily lead to an improvement in knowledge and results. Moreover, new complex models need new methodologies that will enable researchers to apply them. Simulation models usually need to be run over and over again, thousands to millions of runs, in order to understand how a model works and what factors play a role -- whether, for instance, certain input data has a particular effect on the model results. "We need to invest in new methodologies and methods that will ensure that we use them appropriately. We have sketched out preliminary ideas already and my team and I will continue to work on this in future."

Finally, Reinecke and his co-authors state the question whether a Digital Twin of the Earth itself could represent a risk in that the "reductionist view of nature as a machine" may lead to the erosion of democratic principles "as they may end up being used as political instruments for justification and control." In this connection, the authors cite the cautionary tale of the map maker who is commissioned to create the perfect map. As they state in their contribution to Socio-Environmental Systems Modelling: "Such a map is as impossible as a perfect digital representation of reality. Scientists and decision-makers alike should not fall for this fallacy."
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Cooperative motion by atoms protects glass from fracturing | ScienceDaily
You reach for a glass of water only to knock it to the floor, shattering the glass and shooting shards all over the place. If only the glass was unbreakable. Now, researchers have brought this possibility closer to reality after they uncovered crucial insights into how glass becomes more resistant to fractures.


						
We've all experienced the moment of panic when a glass slips from our hands, shattering into pieces upon hitting the ground. What if this common mishap could become a thing of the past?

Now, a new discovery by researchers at Tohoku University has offered insights into how glass resists breakage, potentially paving the way for highly durable, break-resistant materials. The breakthrough has wide ranging implications for glass-related industries.

Details of their findings were published in the journal Acta Maeterialia on December 2, 2024.

"Glass, while strong, is prone to breaking when stress exceeds its tolerance, but interestingly, the movement of atoms and molecules within glass can relax internal stress, making the material more resistant to fractures," points out Makina Saito, an associate professor at Tohoku University's Graduate School of Science. "Although we know that some atoms 'jump' into nearby empty spaces, how this process alleviates stress has long been a mystery."

Saito and his colleagues, who comprised researchers from Kyoto University, Shimane University, the National Institute for Materials Science, and the Japan Synchrotron Radiation Research Institute, uncovered a previously unknown mechanism of stress relaxation in ionic glass, a model system of glass.

Their research utilized state-of-the-art synchrotron radiation experiments and computer simulations to observe atomic motions in glass on a nanosecond-to-microsecond timescale.

The team discovered that when some atoms within the glass 'jump' into nearby empty spaces, surrounding groups of atoms slowly move together to fill the void. This interplay of atomic jumps and collective motion reduces internal stress, protecting the glass from breaking under external force.

"Our results have far-reaching implications for industries such as consumer electronics, construction, and automotive manufacturing, where break-resistant glass is essential," adds Saito.

Looking ahead, the research team plans to explore whether similar atomic mechanisms operate in other types of glass. Their ultimate goal is to establish universal guidelines for designing glass with superior impact resistance, which could revolutionize applications requiring durable materials.
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Unlocking the potential of nickel: New study reveals how to use single atoms to turn CO2 into valuable chemical resources | ScienceDaily

Nickel and nitrogen co-doped carbon (Ni-N-C) catalysts have shown exceptional performance in converting CO2 into CO, a valuable chemical feedstock. However, the exact working mechanism of these catalysts has remained elusive -- until now. The study "Unveiling the Adsorbate Configurations in Ni Single Atom Catalysts during CO2 Electrocatalytic Reduction using Operando XAS, XES and Machine Learning" provides direct experimental insights into the nature of adsorbates (molecules that stick to the catalyst's surface) forming at the nickel sites and the evolving structure of the active sites during the CO2 reduction reaction (CO2RR).

How They Did It

The research team employed advanced techniques like operando hard X-ray absorption spectroscopy (XAS) and valence-to-core X-ray emission spectroscopy (vtc-XES) to observe the catalysts in action. These advanced methods, combined with machine learning and density functional theory, allowed the team to map out the local atomic and electronic structure of the catalysts in unprecedented detail. This work illustrates the power or a multi-technique operando characterization approach combined with machine learning and modelling to extract in depth mechanistic insight.

Why It Matters

Understanding how nickel-based catalysts interact with CO2 at the atomic level is crucial for their rational design aiming to improve their efficiency and selectivity. This knowledge can lead to the development of more effective and long-lived catalysts, making the CO2 reduction process more viable for industrial applications. Essentially, this research helps pave the way for turning CO2, a greenhouse gas, into valuable resources like carbon monoxide (CO), which can be used in various industrial processes, including those where it can be combined with green hydrogen from water electrolysis for the synthesis of high order hydrocarbons.

Imagine trying to bake a perfect cake without knowing how the ingredients interact in the oven and how the cake rises or eventually gets burnt during the baking. In the oven analogy one can see through a window and use the visual information to make changes in the temperature and baking time. The present study is like having a high-tech camera that lets you see exactly how the ingredients mix and change as they bake, allowing you to tweak the recipe (and/or oven conditions) while you are baking for the best results. Similarly, by understanding how CO2 interacts with nickel catalysts, scientists can fine-tune the process to generate the desired products more efficiently.

This study not only enhances our understanding of nickel-based catalysts but also sets the stage for future advancements in CO2 reduction technologies. By providing a detailed picture of how these catalysts work, the research opens up new possibilities for designing even more efficient systems for converting CO2 into valuable products.
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Clay minerals: Researchers observe for the first time how sediment particles align during deposition | ScienceDaily
Clay minerals are a major constituent of the earth's surface and are mainly found in the sediments of lakes, rivers and oceans. The properties of clay and claystone crucially depend on how the tiny sediment particles are orientated. Using the European Synchrotron particle accelerator in Grenoble (France), a research team from the Martin Luther University Halle-Wittenberg (MLU) has succeeded for the first time in observing in detail how some of the processes work. The study was published in the journal Communications Earth & Environment and provides researchers with insights into the structure and properties of sediments.


						
The formation of clay-rich sediments is difficult to study. "Sedimentation occurs, for example, on the hard-to-reach seafloor over a very long period of time. In addition, clay particles are only a few micrometres or less in size. As a result, conventional microscopy methods are not suitable for the observation of clay particles during sedimentation," explains Dr Rebecca Kuhn, a geoscientist at MLU, lead researcher of the study. In order to overcome these difficulties, the research team used state-of-the-art technology: the Synchrotron particle accelerator in Grenoble. "This instrument allowed us to observe sedimentation in real-time," says geologist Professor Michael Stipp at MLU. The researchers placed water-filled cylinders with sinking clay particles into the particle accelerator's high-energy x-ray beam. The experiments were carried out under various conditions, for example in fresh and salt water. In each case, they measured the time-resolved alignment of the particles. Extremely large amounts of data can be generated from such measurements; however, as there was no quick evaluation method for this, co-author Dr Rudiger Kilian from MLU developed one for the new study.

The experiments showed that there is already an alignment of the clay particles in the first few millimetres of sediment. "The particles adopt a certain orientation very early on, i.e. in the boundary layer between the water and the sediment. This alignment increases further within the first few millimetres of sediment," explains Kuhn. "This was surprising because a common hypothesis on the alignment of clay particles is primarily determined by the sediment that lies on top, which is many metres thick," says Stipp. The data generated by the group from Halle contradict or, at least, expand this hypothesis.

Understanding the alignment of clay particles is important for many applications. "For example, it influences diffusion and thermal properties of clays and claystones. Such properties are relevant for geothermal energy as well as host rocks in nuclear waste repositories," says Kuhn.
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To build better fiber optic cables, ask a clam | ScienceDaily
Since the first fiber optic cables rolled out in the 1970s, they've become a major part of everything from medical devices to high-speed internet and cable TV. But as it turns out, one group of marine mollusks was way ahead of us.


						
A new study reveals that clams called heart cockles -- so-named because of their heart-shaped shells -- have unique structures in their shells that act like fiber optic cables to convey specific wavelengths of light into the bivalves' tissues.

Researchers from Duke University and Stanford University used electron and laser microscopy and computer simulations of heart cockles to discover that their shells are designed with translucent areas consisting of hair-thin strands, arranged in bundles, that deliver light deep within.

The findings were published Nov. 19 in the journal Nature Communications.

Found in the warm, equatorial waters of the Indo-Pacific, heart cockles have a mutually beneficial relationship with microscopic algae that live inside their tissues. But algae need light to thrive.

While the algae get shelter and a safe place to live and grow, the clams benefit by feeding on the sugars the algae produce through photosynthesis.

To maintain this close bond, heart cockles have mastered the art of indoor gardening, directing light to their otherwise dark interiors.




They have evolved natural skylights to fuel the growth of their algal companions without opening their shells and exposing themselves to the beaks and claws of potential predators.

"They essentially evolved translucent windows in their shells," said first author Dakota McCoy, who started this work as an NSF PRFB Fellow advised by Sonke Johnsen at Duke. McCoy has since become an assistant professor at the University of Chicago.

Using a laser scanning microscope to study the 3D geometry of heart cockle shells, the researchers discovered that beneath each window, tiny translucent bumps smaller than a grain of sand function as lenses, concentrating sunlight into a beam that penetrates into the clam's interior where the algae reside.

"I imagine it like some organic cathedral with stained glass windows, with the light falling on the parishioners inside," said Johnsen, the senior author and a biology professor at Duke.

The researchers got another surprise when they looked at the shells under a scanning electron microscope.

Heart cockles and many other marine animals use a special form of calcium carbonate called aragonite to make their shells. Under a microscope, most of the heart cockle's shell has a layered structure, with thin plates of aragonite stacked in different orientations, "kind of like fancy brickwork," McCoy said.




But within each window, the material of the shell forms tightly packed, hairlike fibers rather than plates, all lined up in the direction of incoming light.

"It looks just completely different than what you'd expect," McCoy said.

Computer simulations showed that the size, shape and orientation of the fibers transmit more light into the heart cockles' interior than other possible designs the creatures could have hypothetically come up with.

In particular, they let in light within the blue and red ranges -- the optimal wavelengths for photosynthesis -- but appear to block ultraviolet radiation from penetrating into their shells where it might otherwise damage their DNA.

"Together, the fibers and the lenses create a system for filtering out bad wavelengths, channeling in the good wavelengths, and focusing so that they go far enough into the shell, so that the algal symbionts get the best lighting environment possible," Johnsen said.

The researchers also found that, because the bundled fibers in their shells are so tiny and packed together, if you shine a light through them, a high-resolution image of whatever is beneath appears on the other end, almost like a TV screen.

The team said more work is needed to understand what, if anything, the heart cockles are doing with this image projection superpower.

One day the clams could offer inspiration for new ways of designing fiber optic cables that allow light to travel great distances, even around curves, without escaping and losing signal along the way, Johnsen said.

"The shells do a very cool feat," McCoy said.

This research was supported by grants from the National Science Foundation (2109465, 1933624 and ECCS-2026822).
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How artificial intelligence could automate genomics research | ScienceDaily
Researchers at University of California San Diego School of Medicine have demonstrated that large language models (LLMs), such as GPT-4, could help automate functional genomics research, which seeks to determine what genes do and how they interact. The most frequently-used approach in functional genomics, called gene set enrichment, aims to determine the function of experimentally-identified gene sets by comparing them to existing genomics databases. However, more interesting and novel biology is often beyond the scope of established databases. Using artificial intelligence (AI) to analyze gene sets could save scientists many hours of intensive labor and bring science one step closer to automating one of the most widely used methods for understanding how genes work together to influence biology.


						
Testing five different LLMs, the researchers found that GPT-4 was the most successful, achieving a 73% accuracy rate in identifying common functions of curated gene sets from a commonly used genomics database. When asked to analyze random gene sets, GPT-4 refused to provide a name in 87% of cases, demonstrating the potential of GPT-4 to analyze gene sets with minimal hallucination. GPT-4 was also capable of providing detailed narratives to support its naming process.

While further research is needed to fully explore the potential of LLMs in automating functional genomics, the study highlights the need for continued investment in the development of LLMs and their applications in genomics and precision medicine. To support this, the researchers created a web portal to help other researchers incorporate LLMs into their functional genomics workflows. More broadly, the findings also demonstrate the power of AI to revolutionize the scientific process by synthesizing complex information to generate new, testable hypotheses in a fraction of the time.

The study, published in Nature Methods, was led by Trey Ideker, Ph.D., a professor at UC San Diego School of Medicine and UC San Diego Jacobs School of Engineering, Dexter Pratt, Ph.D., a software architect in Ideker's group, and Clara Hu, a biomedical sciences doctoral candidate in Ideker's group. The study was funded, in part, by the National Institutes of Health.
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Researchers demonstrate self-assembling electronics | ScienceDaily
Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.


						
"Existing chip manufacturing techniques involve many steps and rely on extremely complex technologies, making the process costly and time consuming," says Martin Thuo, corresponding author of a paper on the work and a professor of materials science and engineering at North Carolina State University. "Our self-assembling approach is significantly faster and less expensive. We've also demonstrated that we can use the process to tune the bandgap for semiconductor materials and to make the materials responsive to light -- meaning this technique can be used to create optoelectronic devices.

"What's more, current manufacturing techniques have low yield, meaning they produce a relatively large number of faulty chips that can't be used. Our approach is high yield -- meaning you get more consistent production of arrays and less waste."

Thuo calls the new, self-assembling technique a directed metal-ligand (D-Met) reaction. Here's how it works.

You start with liquid metal particles. For their proof-of-concept work, the researchers used Field's metal, which is an alloy of indium, bismuth and tin. The liquid metal particles are placed next to a mold, which can be made to any size or pattern. A solution is then poured onto the liquid metal. The solution contains molecules called ligands that are made up of carbon and oxygen. These ligands harvest ions from the surface of the liquid metal and hold those ions in a specific geometric pattern. The solution flows across the liquid metal particles and is drawn into the mold.

As the solution flows into the mold, the ion-bearing ligands begin assembling themselves into more complex, three-dimensional structures. Meanwhile, the liquid part of the solution begins to evaporate, which serves to pack the complex structures closer and closer together into an array.

"Without the mold, these structures can form somewhat chaotic patterns," Thuo says. "But because the solution is constrained by the mold, the structures form in predictable, symmetrical arrays."

Once a structure has reached the desired size, the mold is removed, and the array is heated. This heat breaks up the ligands, freeing the carbon and oxygen atoms. The metal ions interact with the oxygen to form semiconductor metal oxides, while the carbon atoms form graphene sheets. These ingredients assemble themselves into a well-ordered structure consisting of semiconductor metal oxide molecules wrapped in graphene sheets. The researchers used this technique to create nanoscale and microscale transistors and diodes.




"The graphene sheets can be used to tune the bandgap of the semiconductors, making the semiconductor more or less responsive, depending on the quality of the graphene," says Julia Chang, first author of the paper and a postdoctoral researcher at NC State.

In addition, because the researchers used bismuth in the proof-of-concept work, they were able to make structures that are photo-responsive. This allows the researchers to manipulate the properties of the semiconductors using light.

"The nature of the D-Met technique means you can make these materials on a large scale -- you're only limited by the size of the mold you use," Thuo says. "You can also control the semiconductor structures by manipulating the type of liquid used in the solution, the dimensions of the mold, and the rate of evaporation for the solution.

"In short, we've shown that we can self-assemble highly structured, highly tunable electronic materials for use in functional electronic devices," Thuo says. "This work demonstrated the creation of transistors and diodes. The next step is to use this technique to make more complex devices, such as three-dimensional chips."

The paper, "Guided Ad infinitum Assembly of Mixed-Metal Oxide Arrays from Liquid Metal," is published open access in the journal Materials Horizons. First author of the paper is Julia Chang, a postdoctoral researcher at NC State. The paper was co-authored by Andrew Martin, a postdoctoral researcher at NC State; Alana Pauls and Dhanush Jamadgni, Ph.D. students at NC State; and by Chuanshen Du, Le Wei, Thomas Ward and Meng Lu of Iowa State University.

Chang, Martin and Thuo are pursuing a patent related to the D-Met research. Chang, Ward and Du have a separate patent pending that is related to the D-Met research.

The work was done with support from the National Science Foundation Center for Complex Particle Systems under grant 2243104.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241202123718.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth | ScienceDaily
Imagine the formation of a black hole and you'll probably envision a massive star running out of fuel and collapsing in on itself. Yet the chaotic conditions of the early universe may have also allowed many small black holes to form long before the first stars.


						
These primordial black holes have been theorized for decades and could even be ever-elusive dark matter, the invisible matter that accounts for 85% of the universe's total mass.

Still, no primordial black hole has ever been observed.

New research co-led by the University at Buffalo proposes thinking both big and small to confirm their existence, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal and glass.

Set to be published in the December issue of Physics of the Dark Universe and available online now, the theoretical study posits that a primordial black hole trapped within a large rocky object out in the cosmos would consume its liquid core and leave it hollow. Alternatively, a faster primordial black hole might leave behind straight tunnels large enough to be visible by a microscope if passing through solid material, including material right here on Earth.

"The chances of finding these signatures are small, but searching for them would not require much resources and the potential payoff, the first evidence of a primordial black hole, would be immense," says the study's co-author, Dejan Stojkovic, PhD, professor of physics in the UB College of Arts and Sciences. "We have to think outside of the box because what has been done to find primordial black holes previously hasn't worked."

The study calculated how large a hollow planetoid could be without collapsing in on itself, and the likelihood of a primordial black hole passing through an object on Earth. (If you're worried about a primordial black hole passing through you, don't be. The study concluded it would not be fatal.)

"Because of these long odds, we have focused on solid marks that have existed for thousands, millions or even billions of years," says co-author De-Chang Dai, PhD, of National Dong Hwa University and Case Western Reserve University.




Stojkovic's work was supported by the National Science Foundation, while Dai's work by the National Science and Technology Council (Taiwan).

Hollow objects could be no bigger than 1/10 of Earth

As the universe rapidly expanded after the Big Bang, areas of space may have been denser than their surroundings, causing them to collapse and form primordial black holes (PBHs).

PBHs would have much less mass than the stellar black holes later formed by dying stars, but they would still be extremely dense, like the mass of a mountain compacted into an area the size of an atom.

Stojkovic, who has previously proposed where to find theoretical wormholes, wondered if a PBH ever became trapped within a planet, moon or asteroid, either during or after its formation.

"If the object has a liquid central core, then a captured PBH can absorb the liquid core, whose density is higher than the density of the outer solid layer," Stojkovic says.




The PBH then might escape the object if the object was impacted by an asteroid, leaving nothing but a hollow shell.

But would such a shell be strong enough to support itself, or would it simply collapse under its own tension? Comparing the strength of natural materials like granite and iron with surface tension and surface density, the researchers calculated that such a hollow object could be no more than one-tenth of Earth's radius, making it more likely to be a minor planet than a proper planet.

"If it is any bigger than that, it's going to collapse," Stojkovic says.

These hollow objects could be detectable with telescopes. Mass, and therefore density, can be determined by studying an object's orbit.

"If the object's density is too low for its size, that's a good indication it's hollow," Stojkovic says.

Everyday objects could be black hole detectors 

For objects without a liquid core, PBHs might simply pass through and leave behind a straight tunnel, the study proposes. For example, a PBH with a mass of 1022 grams -- that's a 10 with 22 zeros -- would leave behind a tunnel 0.1 micron thick.

A large slab of metal or other material could serve as an effective black hole detector by being monitored for the sudden appearance of these tunnels, but Stojovic says you'd have better odds searching for existing tunnels in very old materials -- from buildings that are hundreds of years old, to rocks that are billions of years old.

Still, even assuming that dark matter is indeed made up of PBHs, they calculated that the probability of a PBH passing through a billion-year-old boulder to be 0.000001.

"You have to look at the cost versus the benefit. Does it cost much to do this? No, it doesn't," Stojkovic says.

So the likelihood of a PBH passing through you during your lifetime is small, to say the least. Even if one did, you probably wouldn't notice it.

Unlike a rock, human tissue has a small amount of tension, so a PBH would not tear it apart. And while a PBH's kinetic energy may be huge, it cannot release much of it during a collision because it's moving so fast.

"If a projectile is moving through a medium faster than the speed of sound, the medium's molecular structure doesn't have time to respond," Stojkovic says. "Throw a rock through a window, it's likely going to shatter. Shoot a window with a gun, it's likely to just leave a hole."

New theoretical frameworks needed

Theoretical studies such as this are crucial, Stojkovic says, noting that many physical concepts that once seemed implausible are now considered likely.

The field, Stojkovic adds, is currently facing some serious problems, dark matter among them. Its last major revolutions -- quantum mechanics and general relativity -- are a century old.

"The smartest people on the planet have been working on these problems for 80 years and have not solved them yet," he says. "We don't need a straightforward extension of the existing models. We probably need a completely new framework altogether."
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'Spooky action' at a very short distance: Scientists map out quantum entanglement in protons | ScienceDaily
Scientists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory and collaborators have a new way to use data from high-energy particle smashups to peer inside protons. Their approach uses quantum information science to map out how particle tracks streaming from electron-proton collisions are influenced by quantum entanglement inside the proton.


						
The results reveal that quarks and gluons, the fundamental building blocks that make up a proton's structure, are subject to so-called quantum entanglement. This quirky phenomenon, famously described by Albert Einstein as "spooky action at a distance," holds that particles can know one another's state -- for example, their spin direction -- even when they are separated by a great distance. In this case, entanglement occurs over incredibly short distances -- less than one quadrillionth of a meter inside individual protons -- and the sharing of information extends over the entire group of quarks and gluons in that proton.

The team's latest paper, just published in the journal Reports on Progress in Physics (ROPP), summarizes the group's six-year research effort. It maps out precisely how entanglement affects the distribution of stable particles that emerge at various angles from the particle smashups after quarks and gluons liberated in the collisions coalesce to form these new composite particles.

This new view of entanglement among quarks and gluons adds a layer of complexity to an evolving picture of protons' inner structure. It may also offer insight into other areas of science where entanglement plays a role.

"Before we did this work, no one had looked at entanglement inside of a proton in experimental high-energy collision data," said physicist Zhoudunming (Kong) Tu, a co-author on the paper and collaborator on this exploration since joining Brookhaven Lab in 2018. "For decades, we've had a traditional view of the proton as a collection of quarks and gluons and we've been focused on understanding so-called single-particle properties, including how quarks and gluons are distributed inside the proton.

"Now, with evidence that quarks and gluons are entangled, this picture has changed. We have a much more complicated, dynamic system," he said. "This latest paper refines our understanding of how entanglement impacts proton structure."

Mapping out the entanglement among quarks and gluons inside protons could offer insight into other complex questions in nuclear physics, including how being part of a larger nucleus affects proton properties. This will be one focus of future experiments at the Electron-Ion Collider (EIC), a nuclear physics research facility expected to open at Brookhaven Lab in the 2030s. The tools these scientists are developing will enable predictions for EIC experiments.




Deciphering messiness as a sign of entanglement

For this study, the scientists used the language and equations of quantum information science to predict how entanglement should impact particles streaming from electron-proton collisions. Such collisions are a common approach for probing proton structure, most recently at the Hadron-Electron Ring Accelerator (HERA) particle collider in Hamburg, Germany, from 1992 to 2007, and are planned for future EIC experiments.

This approach, published in 2017, was developed by Dmitri Kharzeev, a theorist affiliated with both Brookhaven Lab and Stony Brook University who is a co-author on the paper, and Eugene Levin of Tel Aviv University. The equations predict that if the quarks and gluons are entangled, that can be revealed from the collision's entropy, or disorder.

"Think of a kid's messy bedroom, with laundry and other things all over the place. In that disorganized room, the entropy is very high," Tu said, contrasting it with the low-entropy situation of his extremely neat garage, where every tool is in its place.

According to the calculations, protons with maximally entangled quarks and gluons -- a high degree of "entanglement entropy" -- should produce a lot of particles with a "messy" distribution -- a high degree of entropy.

"For a maximally entangled state of quarks and gluons, there is a simple relation that allows us to predict the entropy of particles produced in a high energy collision," Kharzeev said. "In our paper, we tested this relation using experimental data."

The scientists started by analyzing data from proton-proton collisions at Europe's Large Hadron Collider, but they also wanted to look at the "cleaner" data produced by electron-proton collisions. Knowing it would be a while before the EIC turns on, Tu joined one of the HERA experiment collaborations, known as H1, which still has a crew of retired physicists meeting occasionally to discuss their experiment.




Tu worked with physicist Stefan Schmitt, the current co-spokesperson for H1 from the Deutsches Elektronen-Synchrotron (DESY), for three years to mine the old data. The pair cataloged detailed information from data recorded in 2006-2007, including how particle production and distributions varied and a wide range of other information about the collisions that produced these distributions. They published all the data for others to use.

When the physicists compared the HERA data with the entropy calculations, the results matched the predictions perfectly. These analyses, including the latest ROPP results on how particle distributions change at various angles from the collision point, provide strong evidence that quarks and gluons inside protons are maximally entangled.

The results and methods help to lay the groundwork for future experiments at the EIC.

Statistical behavior and emergent properties

The revelation of entanglement among quarks and gluons sheds light on the nature of their strong-force interactions, Kharzeev noted. It may offer additional insight into what keeps quarks and gluons confined within protons, which is one of the central questions in nuclear physics that will be explored at the EIC.

"Maximal entanglement inside the proton emerges as a consequence of strong interactions that produce a large number of quark-antiquark pairs and gluons," he said.

Strong-force interactions -- the exchange of one or more gluons among quarks -- take place between individual particles. That may sound just like the simplest description of entanglement, where two individual particles can know about one another no matter how far apart they are. But entanglement, which is really an exchange of information, is a system-wide interaction.

"Entanglement doesn't only happen between two particles but among all the particles," Kharzeev said.

Now that scientists have a way of exploring this collective entanglement, the tools of quantum information science could make some problems in nuclear and particle physics easier to understand.

"Particle collisions can be extremely complex with many steps that influence the outcome," Tu said. "But this study shows that some outcomes, like the entropy of the particles emerging, are determined by the entanglement within the protons before they collide. Entropy doesn't 'care' about the complexity of all the in-between steps. So maybe we can use this approach to explore other complex nuclear physics phenomena without worrying about the details of what happens along the way."

Thinking about the collective behavior of a whole system rather than individual particles is common in other areas of physics and even everyday life. For example, when you think about a pot of boiling water, you don't really know about the vibrational motion of each individual water molecule. No single water molecule can burn you. It's the statistical average of all the molecules vibrating -- their collective combined behavior -- that gives rise to the property of temperature and makes the water feel hot. In a similar way, understanding how one quark and gluon behave doesn't immediately convey how a proton behaves as a whole.

"The physics perspective changes when you have so many particles together," Tu said, noting that quantum information science is a tool to describe the statistical or emergent behavior of the whole system. "This approach may offer insight into how the entanglement of the particles leads to the group behavior," Tu said.

Putting the model to use

Now that the scientists have confirmed and validated their model, they want to use it in new ways. For example, they want to learn how being in a nucleus affects the proton.

"To answer this question, we need to collide electrons not just with individual protons but with nuclei -- the ions of the EIC," Tu said. "It will be very helpful to use the same tools to see the entanglement in a proton embedded in a nucleus -- to learn how it is impacted by the nuclear environment."

Will putting a proton in the very busy nuclear environment surrounded by lots of other interacting protons and neutrons wash out the individual proton's entanglement? Could this nuclear environment play a role in so-called quantum decoherence?

"Looking at entanglement in the nuclear environment will definitely tell us more about this quantum behavior -- how it stays coherent or becomes decoherent -- and learn more about how it connects to the traditional nuclear and particle physics phenomena that we are trying to solve," Tu said.

"The impact of the nuclear environment on protons and neutrons is at the center of the EIC science," said by Martin Hentschinski, a co-author on the paper from the Universidad de las Americas Puebla (UDLAP) in Mexico.

Co-author Krzysztof Kutak of the Polish Academy of Sciences added, "There are many other phenomena we want to use this tool to study to push our understanding of the structure of visible matter to a new frontier."

This research was funded by the DOE Office of Science, the European Union's Horizon 2020 research and innovation program, UDLAP Apoyos VAC 2024, and Brookhaven Lab's Laboratory Directed Research and Development program.
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Ultrafast dissociation of molecules studied at BESSY II | ScienceDaily
For the first time, an international team has tracked at BESSY II how heavy molecules -- in this case bromochloromethane -- disintegrate into smaller fragments when they absorb X-ray light. Using a newly developed analytical method, they were able to visualise the ultrafast dynamics of this process. In this process, the X-ray photons trigger a "molecular catapult effect": light atomic groups are ejected first, similar to projectiles fired from a catapult, while the heavier atoms -- bromine and chlorine -- separate more slowly.


						
When X-rays hit molecules, they can knock electrons out of certain orbitals and into extremely high-energy states, breaking chemical bonds. This often happens ultra rapidly, in just a few femtoseconds (10-15 s). While this phenomenon has been studied in light molecules such as ammonia, oxygen, hydrochloric acid or simple carbon compounds, it has hardly been studied in molecules with heavier atoms.

A team from France and Germany has now studied the rapid decay of molecules containing halogens. They focused on a molecule in which bromine and chlorine atoms are linked by a light bridge -- an alkylene group (CH2). The measurements were made at the XUV beamline of BESSY II.

The absorption of the X-rays caused molecular bonds to break, creating ionic fragments that could be analysed. The scientists were able to produce a visualisation from the measurement data. It shows how the atoms move in the fleeting intermediate states just before the bonds break. To do this, the team developed a new method of analysis called IPA (Ion Pair Average) and combined it with ab initio theoretical calculations to reconstruct the processes.

The results show that light groups of atoms such as CH2 are ejected first, while the heavier atoms -- bromine and chlorine -- are left behind and therefore separate more slowly. Interestingly, this catapult-like behaviour only occurs at certain X-ray energies. Theoretical simulations, in agreement with experimental observations, emphasise the crucial role of vibrations of the lighter groups of atoms in triggering these ultrafast reactions.

"This study highlights the unique dynamics of molecular dissociation upon X-ray irradiation," says Dr Oksana Travnikova (CNRS, Universite Sorbonne, France), first author of the study now published in J. Phys. Chem. Lett. In particular, it shows that the catapult-like motion of light groups initiates the separation of heavy fragments, a process that unfolds in a remarkably short time. These findings could deepen our understanding of chemical reactions at the molecular level and how high-energy radiation affects complex molecules.
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Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves | ScienceDaily
For the first time, scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology, presented December 2 in the Cell Press journal Cell Biomaterials, offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.


						
"Our innovations in sensor design, biocompatible ink, and high-speed printing pave the way for future on-body manufacturing of electronic tattoo sensors, with broad applications both within and beyond clinical settings," says Nanshu Lu, the paper's co-corresponding author at the University of Texas at Austin.

Electroencephalography (EEG) is an important tool for diagnosing a variety of neurological conditions, including seizures, brain tumors, epilepsy, and brain injuries. During a traditional EEG test, technicians measure the patient's scalp with rulers and pencils, marking over a dozen spots where they will glue on electrodes, which are connected to a data-collection machine via long wires to monitor the patient's brain activity. This setup is time consuming and cumbersome, and it can be uncomfortable for many patients, who must sit through the EEG test for hours.

Lu and her team have been pioneering the development of small sensors that track bodily signals from the surface of human skin, a technology known as electronic tattoos, or e-tattoos. Scientists have applied e-tattoos to the chest to measure heart activities, on muscles to measure how fatigued they are, and even under the armpit to measure components of sweat.

In the past, e-tattoos were usually printed on a thin layer of adhesive material before being transferred onto the skin, but this was only effective on hairless areas.

"Designing materials that are compatible with hairy skin has been a persistent challenge in e-tattoo technology," Lu says. To overcome this, the team designed a type of liquid ink made of conductive polymers. The ink can flow through hair to reach the scalp, and once dried, it works as a thin-film sensor, picking up brain activity through the scalp.

Using a computer algorithm, the researchers can design the spots for EEG electrodes on the patient's scalp. Then, they use a digitally controlled inkjet printer to spray a thin layer of the e-tattoo ink on to the spots. The process is quick, requires no contact, and causes no discomfort in patients, the researchers said.




The team printed e-tattoo electrodes onto the scalps of five participants with short hair. They also attached conventional EEG electrodes next to the e-tattoos. The team found that the e-tattoos performed comparably well at detecting brainwaves with minimal noise.

After six hours, the gel on the conventional electrodes started to dry out. Over a third of these electrodes failed to pick up any signal, although most the remaining electrodes had reduced contact with the skin, resulting in less accurate signal detection. The e-tattoo electrodes, on the other hand, showed stable connectivity for at least 24 hours.

Additionally, researchers tweaked the ink's formula and printed e-tattoo lines that run down to the base of the head from the electrodes to replace the wires used in a standard EEG test. "This tweak allowed the printed wires to conduct signals without picking up new signals along the way," says co-corresponding author Ximin He of the University of California, Los Angeles.

The team then attached much shorter physical wires between the tattoos to a small device that collects brainwave data. The team said that in the future, they plan to embed wireless data transmitters in the e-tattoos to achieve a fully wireless EEG process.

"Our study can potentially revolutionize the way non-invasive brain-computer interface devices are designed," says co-corresponding author Jose Millan of the University of Texas at Austin. Brain-computer interface devices work by recording brain activities associated with a function, such as speech or movement, and use them to control an external device without having to move a muscle. Currently, these devices often involve a large headset that is cumbersome to use. E-tattoos have the potential to replace the external device and print the electronics directly onto a patient's head, making brain-computer interface technology more accessible, Millan says.
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Researchers deal a blow to theory that Venus once had liquid water on its surface | ScienceDaily
A team of astronomers has found that Venus has never been habitable, despite decades of speculation that our closest planetary neighbour was once much more like Earth than it is today.


						
The researchers, from the University of Cambridge, studied the chemical composition of the Venusian atmosphere and inferred that its interior is too dry today for there ever to have been enough water for oceans to exist at its surface. Instead, the planet has likely been a scorching, inhospitable world for its entire history.

The results, reported in the journal Nature Astronomy, have implications for understanding Earth's uniqueness, and for the search for life on planets outside our Solar System. While many exoplanets are Venus-like, the study suggests that astronomers should narrow their focus to exoplanets which are more like Earth.

From a distance, Venus and Earth look like siblings: it is almost identical in size and is a rocky planet like Earth. But up close, Venus is more like an evil twin: it is covered with thick clouds of sulfuric acid, and its surface has a mean temperature close to 500degC.

Despite these extreme conditions, for decades, astronomers have been investigating whether Venus once had liquid oceans capable of supporting life, or whether some mysterious form of 'aerial' life exists in its thick clouds now.

"We won't know for sure whether Venus can or did support life until we send probes at the end of this decade," said first author Tereza Constantinou, a PhD student at Cambridge's Institute of Astronomy. "But given it likely never had oceans, it is hard to imagine Venus ever having supported Earth-like life, which requires liquid water."

When searching for life elsewhere in our galaxy, astronomers focus on planets orbiting their host stars in the habitable zone, where temperatures are such that liquid water can exist on the planet's surface. Venus provides a powerful limit on where this habitable zone lies around a star.




"Even though it's the closest planet to us, Venus is important for exoplanet science, because it gives us a unique opportunity to explore a planet that evolved very differently to ours, right at the edge of the habitable zone," said Constantinou.

There are two primary theories on how conditions on Venus may have evolved since its formation 4.6 billion years ago. The first is that conditions on the surface of Venus were once temperate enough to support liquid water, but a runaway greenhouse effect caused by widespread volcanic activity caused the planet to get hotter and hotter. The second theory is that Venus was born hot, and liquid water has never been able to condense at the surface.

"Both of those theories are based on climate models, but we wanted to take a different approach based on observations of Venus' current atmospheric chemistry," said Constantinou. "To keep the Venusian atmosphere stable, then any chemicals being removed from the atmosphere should also be getting restored to it, since the planet's interior and exterior are in constant chemical communication with one another."

The researchers calculated the present destruction rate of water, carbon dioxide and carbonyl sulphide molecules in Venus' atmosphere, which must be restored by volcanic gases to keep the atmosphere stable.

Volcanism, through its supply of gases to the atmosphere, provides a window into the interior of rocky planets like Venus. As magma rises from the mantle to the surface, it releases gases from the deeper portions of the planet.

On Earth, volcanic eruptions are mostly steam, due to our planet's water-rich interior. But, based on the composition of the volcanic gases necessary to sustain the Venusian atmosphere, the researchers found that volcanic gases on Venus are at most six percent water. These dry eruptions suggest that Venus's interior, the source of the magma that releases volcanic gases, is also dehydrated.




At the end of this decade, NASA's DAVINCI mission will be able to test and confirm whether Venus has always been a dry, inhospitable planet, with a series of flybys and a probe sent to the surface. The results could help astronomers narrow their focus when searching for planets that can support life in orbit around other stars in the galaxy.

"If Venus was habitable in the past, it would mean other planets we have already found might also be habitable," said Constantinou. "Instruments like the James Webb Space Telescope are best at studying the atmospheres of planets close to their host star, like Venus. But if Venus was never habitable, then it makes Venus-like planets elsewhere less likely candidates for habitable conditions or life.

"We would have loved to find that Venus was once a planet much closer to our own, so it's kind of sad in a way to find out that it wasn't, but ultimately it's more useful to focus the search on planets that are mostly likely to be able to support life -- at least life as we know it."

The research was supported in part by the Science and Technology Facilities Council (STFC), part of UK Research and Innovation (UKRI).
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Physics experiment proves patterns in chaos in peculiar quantum realm | ScienceDaily
Where do you see patterns in chaos? It has been proven, in the incredibly tiny quantum realm, by an international team co-led by UC Santa Cruz physicist Jairo Velasco, Jr. In a new paper published on November 27 in Nature, the researchers detail an experiment that confirms a theory first put forth 40 years ago stating that electrons confined in quantum space would move along common paths rather than producing a chaotic jumble of trajectories.


						
Electrons exhibit both particle and wave-like properties -- they don't simply roll like a ball. Electrons behave in ways that are often counterintuitive, and under certain conditions, their waves can interfere with each other in a way that concentrates their movement into certain patterns. The physicists call these common paths "unique closed orbits."

Achieving this in Velasco's lab required an intricate combination of advanced imaging techniques and precise control over electron behavior within graphene, a material widely used in research because its unique properties and two-dimensional structure make it ideal for observing quantum effects. In their experiment, Velasco's team utilized the finely tipped probe of a scanning tunneling microscope to first create a trap for electrons, and then hover close to a graphene surface to detect electron movements without physically disturbing them.

The benefit of electrons following closed orbits within a confined space is that the subatomic particle's property would be better preserved as it moves from one point to another, according to Velasco. He said this has vast implications for everyday electronics, explaining how information encoded in an electron's properties could be transferred without loss, conceivably resulting in lower-power, highly efficient transistors.

"One of the most promising aspects of this discovery is its potential use in information processing," Velasco said. "By slightly disturbing, or 'nudging' these orbits, electrons could travel predictably across a device, carrying information from one end to the other."

Quantum scars make their mark

In physics, these unique electron orbits are known as "quantum scars." This was first explained in a 1984 theoretical study by Harvard University physicist Eric Heller, who used computer simulations to reveal that confined electrons would move along high-density orbits if reinforced by their wave motions interfering with each other.




"Quantum scarring is not a curiosity. But rather, it is a window onto the strange quantum world," said Heller, also a co-author on the paper. "Scarring is a localization around orbits that come back on themselves. These returns have no long-term consequence in our normal classical world -- they are soon forgotten. But they are remembered forever in the quantum world."

With Heller's theory proven, researchers now have the empirical foundation needed to explore potential applications. Today's transistors, already at the nanoelectronic scale, could become even more efficient by incorporating quantum scar-based designs, enhancing devices like computers, smartphones, and tablets, which rely on densely packed transistors to boost processing power.

"For future studies, we plan to build on our visualization of quantum scars to develop methods to harness and manipulate scar states," Velasco said. "The harnessing of chaotic quantum phenomena could enable novel methods for selective and flexible delivery of electrons at the nanoscale -- thus, innovating new modes of quantum control."

Classical chaos vs. quantum chaos

Velasco's team employs a visual model often referred to as a "billiard" to illustrate the classical mechanics of linear versus chaotic systems. A billiard is a bounded area that reveals how particles inside move, and a common shape used in physics is called a "stadium," where the ends are curved and the edges straight. In classical chaos, a particle would bounce around randomly and unpredictably -- eventually covering the entire surface.

In this experiment, the team created a stadium billiard on atom-thin graphene that measured roughly 400 nanometers in length. Then, with the scanning tunneling microscope, they were able to observe quantum chaos in action: finally seeing with their own eyes the pattern of electron orbits within the stadium billiard they created in Velasco's lab.

"I am very excited we successfully imaged quantum scars in a real quantum system," said first and co-corresponding author Zhehao Ge, a UC Santa Cruz graduate student at the time of this study's completion. "Hopefully, these studies will help us gain a deeper understanding of chaotic quantum systems."
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Photonic processor could enable ultrafast AI computations with extreme energy efficiency | ScienceDaily
The deep neural network models that power today's most demanding machine-learning applications have grown so large and complex that they are pushing the limits of traditional electronic computing hardware.


						
Photonic hardware, which can perform machine-learning computations with light, offers a faster and more energy-efficient alternative. However, there are some types of neural network computations that a photonic device can't perform, requiring the use of off-chip electronics or other techniques that hamper speed and efficiency.

Building on a decade of research, scientists from MIT and elsewhere have developed a new photonic chip that overcomes these roadblocks. They demonstrated a fully integrated photonic processor that can perform all the key computations of a deep neural network optically on the chip.

The optical device was able to complete the key computations for a machine-learning classification task in less than half a nanosecond while achieving more than 92 percent accuracy -- performance that is on par with traditional hardware.

The chip, composed of interconnected modules that form an optical neural network, is fabricated using commercial foundry processes, which could enable the scaling of the technology and its integration into electronics.

In the long run, the photonic processor could lead to faster and more energy-efficient deep learning for computationally demanding applications like lidar, scientific research in astronomy and particle physics, or high-speed telecommunications.

"There are a lot of cases where how well the model performs isn't the only thing that matters, but also how fast you can get an answer. Now that we have an end-to-end system that can run a neural network in optics, at a nanosecond time scale, we can start thinking at a higher level about applications and algorithms," says Saumil Bandyopadhyay '17, MEng '18, PhD '23, a visiting scientist in the Quantum Photonics and AI Group within the Research Laboratory of Electronics (RLE) and a postdoc at NTT Research, Inc., who is the lead author of a paper on the new chip.




Bandyopadhyay is joined on the paper by Alexander Sludds '18, MEng '19, PhD '23, Nicholas Harris PhD '17, and Darius Bunandar PhD '19; Stefan Krastanov, a former RLE research scientist who is now an assistant professor at the University of Massachusetts at Amherst; Ryan Hamerly, a visiting scientist at RLE and senior scientist at NTT Research; Matthew Streshinsky, a former silicon photonics lead at Nokia who is now co-founder and CEO of Enosemi; Michael Hochberg, president of Periplous, LLC; and senior author Dirk Englund, a professor in the Department of Electrical Engineering and Computer Science, principal investigator of the Quantum Photonics and Artificial Intelligence Group and of RLE. The research appears today in Nature Photonics.

Machine learning with light

Deep neural networks are composed of many interconnected layers of nodes, or neurons, that operate on input data to produce an output. One key operation in a deep neural network involves the use of linear algebra to perform matrix multiplication, which transforms data as it is passed from layer to layer.

But in addition to these linear operations, deep neural networks perform nonlinear operations that help the model learn more intricate patterns. Nonlinear operations, like activation functions, give deep neural networks the power to solve complex problems.

In 2017, Englund's group, along with researchers in the lab of Marin Soljacic, the Cecil and Ida Green Professor of Physics, demonstrated an optical neural network on a single photonic chip that could perform matrix multiplication with light.

But at the time, the device couldn't perform nonlinear operations on the chip. Optical data had to be converted into electrical signals and sent to a digital processor to perform nonlinear operations.




"Nonlinearity in optics is quite challenging because photons don't interact with each other very easily. That makes it very power consuming to trigger optical nonlinearities, so it becomes challenging to build a system that can do it in a scalable way," Bandyopadhyay explains.

They overcame that challenge by designing devices called nonlinear optical function units (NOFUs), which combine electronics and optics to implement nonlinear operations on the chip.

The researchers built an optical deep neural network on a photonic chip using three layers of devices that perform linear and nonlinear operations.

A fully-integrated network

At the outset, their system encodes the parameters of a deep neural network into light. Then, an array of programmable beamsplitters, which was demonstrated in the 2017 paper, performs matrix multiplication on those inputs.

The data then pass to programmable NOFUs, which implement nonlinear functions by siphoning off a small amount of light to photodiodes that convert optical signals to electric current. This process, which eliminates the need for an external amplifier, consumes very little energy.

"We stay in the optical domain the whole time, until the end when we want to read out the answer. This enables us to achieve ultra-low latency," Bandyopadhyay says.

Achieving such low latency enabled them to efficiently train a deep neural network on the chip, a process known as in situ training that typically consumes a huge amount of energy in digital hardware.

"This is especially useful for systems where you are doing in-domain processing of optical signals, like navigation or telecommunications, but also in systems that you want to learn in real time," he says.

The photonic system achieved more than 96 percent accuracy during training tests and more than 92 percent accuracy during inference, which is comparable to traditional hardware. In addition, the chip performs key computations in less than half a nanosecond.

"This work demonstrates that computing -- at its essence, the mapping of inputs to outputs -- can be compiled onto new architectures of linear and nonlinear physics that enable a fundamentally different scaling law of computation versus effort needed," says Englund.

The entire circuit was fabricated using the same infrastructure and foundry processes that produce CMOS computer chips. This could enable the chip to be manufactured at scale, using tried-and-true techniques that introduce very little error into the fabrication process.

Scaling up their device and integrating it with real-world electronics like cameras or telecommunications systems will be a major focus of future work, Bandyopadhyay says. In addition, the researchers want to explore algorithms that can leverage the advantages of optics to train systems faster and with better energy efficiency.

This research was funded, in part, by the National Science Foundation, the Air Force Office of Scientific Research, and NTT Research.
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Smallest walking robot makes microscale measurements | ScienceDaily
Cornell University researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.


						
The team's paper, "Magnetically Programmed Diffractive Robotics," published in Science.

"A walking robot that's small enough to interact with and shape light effectively takes a microscope's lens and puts it directly into the microworld," said Paul McEuen, professor of physical science emeritus, who led the team. "It can perform up-close imaging in ways that a regular microscope never could."

Cornell scientists already hold the world's record for the world's smallest walking robot at 40-70 microns.

The new diffractive robots are "going to blow that record out of the water," said Itai Cohen, professor of physics and co-author of the study. "These robots are 5 microns to 2 microns. They're tiny. And we can get them to do whatever we want by controlling the magnetic fields driving their motions."

Diffractive robotics connects, for the first time, untethered robots with imaging techniques that depend on visible light diffraction -- the bending of a light wave when it passes through an opening or around something. The imaging technique requires an opening of a size comparable to the light's wavelength. For the optics to work, the robots must be on that scale, and for the robots to reach targets to image, they have to be able to move on their own. The Cornell team has achieved both objectives.

Controlled by magnets making a pinching motion, the robots can inch-worm forward on a solid surface. They can also "swim" through fluids using the same motion.

The combination of maneuverability, flexibility and sub-diffractive optical technology create a significant advance in the field of robotics, the researchers said.

The research was made possible by the Cornell Center for Materials Research, the National Science Foundation and the Cornell NanoScale Science and Technology Facility.
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        Eating high-processed foods impacts muscle quality, study finds
        A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a new study. Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.

      

      
        Mammoth as key food source for ancient Americans
        Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.

      

      
        Male African elephants develop distinct personality traits as they age
        Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a new study.

      

      
        Natural 'biopesticide' against malaria mosquitoes successful in early field tests
        An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests.

      

      
        How did humans and dogs become friends? Connections in the Americas began 12,000 years ago
        A new study sheds light on how long humans in the Americas have had relationships with the ancestors of today's dogs -- and asks an 'existential question': What is a dog?

      

      
        Massive asteroid impacts did not change Earth's climate in the long term
        Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study.

      

      
        20th century lead exposure damaged American mental health
        Exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive, according to researchers. They estimate that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

      

      
        CRISPR-Cas technology: Balancing efficiency and safety
        Researchers have uncovered a serious side effect of using the CRISPR-Cas gene scissors. A molecule designed to make the process more efficient destroys parts of the genome.

      

      
        Insects wearing two hats solve botanical mystery
        The discovery of a unique case where the same insect species both pollinate a plant and distribute its seeds not only solves a long-standing botanical mystery. The find also stresses the diverse roles insects play in our ecosystem.

      

      
        We might feel love in our fingertips ---- but did the Ancient Mesopotamians?
        A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago.

      

      
        Lasting effects of common herbicide on brain health
        New research identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the mo...

      

      
        Scientists develop coral-inspired material to revolutionize bone repair
        Researchers have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.

      

      
        Can plastic-eating bugs help with our microplastic problem?
        Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. Zoologists have now tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option. After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the micr...

      

      
        Record efficiency: Tandem solar cells made from perovskite and organic material
        Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. Physicists now combine perovskite with organic absorbers to form a record-level tandem solar cell.

      

      
        Alaska's changing environment
        The University of Alaska Fairbanks released a new report this week highlighting environmental changes and extremes that impact Alaskans and their livelihoods. 'Alaska's Changing Environment' provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

      

      
        Backyard chickens are here to stay
        Chickens have been a mainstay in Australian backyards for generations. New research reveals that owners see their chickens as a blend between pet and livestock as well as a trustworthy source of food.

      

      
        Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals
        A research group has discovered that in mammals, a protein kinase A (PKA) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin promote sleep. This study revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness at the molecular level.

      

      
        Tiny dancers: Scientists synchronize bacterial motion
        Researchers at TU Delft have discovered that E. coli bacteria can synchronize their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. These findings have potential applications in engineering controllable biological oscillator networks.

      

      
        Ecosystems: New study questions common assumption about biodiversity
        Plant species can fulfill different functions within an ecosystem, even if they are closely related to each other. This surprising conclusion was reached by a global analysis of around 1.7 million datasets on plant communities. The findings overturn previous assumptions in ecology.

      

      
        Countdown to an ice-free Arctic: New research warns of accelerated timelines
        Scientists demonstrate how a series of extreme weather events could lead to the Arctic's first ice-free day within just a few years.

      

      
        Building green and blue spaces, such as parks, in new communities is crucial for cleaner air
        With house building a priority for the new UK Government, researchers are urging city planners not to forget to build 'greening areas' such as parks in new communities.

      

      
        Microfiber plastics appear to tumble, roll and move slowly in the environment
        The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces. The findings mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

      

      
        The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not
        Hepatitis B virus (HBV) has a narrow host range, mainly infecting hominoids. A new study reveals the structural differences in the liver cell receptor (NTCP) between humans and monkeys, explaining why HBV infects humans but not monkeys. This marks a significant medical breakthrough, by identifying new molecular targets for anti-HBV drug development for treating hepatitis B, a disease that places a tremendous burden on the global economy.

      

      
        New hydrogel could preserve waterlogged wood from shipwrecks
        From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers have developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.

      

      
        Scientists identify brain cell type as master controller of urination
        Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.

      

      
        Study finds American, Canadian universities vary widely in preparing future urban planners for climate change
        A study of American and Canadian universities found most are including climate change in the curriculum for future urban planners, but they vary widely in their approaches to preparing the future professionals for mitigating, adapting to and being resilient to climate change in their profession.

      

      
        A caving expedition yields valuable insight into the challenges of field research
        Researchers describe how they gathered useful data from a group of people living in extreme conditions, as well as the challenges they faced and the lessons they learned.

      

      
        Controlling a cancer-associated gene can mimic muscle growth from exercise
        Knowing the precise mechanisms by which MYC drives muscle growth could prove instrumental in creating therapies that reduce muscle loss from aging, potentially improving independence, mobility and health.

      

      
        Combo-drug treatment to combat Melioidosis
        A new approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic 'vulnerabilities,' researchers offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

      

      
        Rats on cocaine: When aversion is not enough
        Propensity to addiction starts with the very first drug use experience, a new study shows.

      

      
        Streams near farms emit high levels of greenhouse gas
        Researchers found that emissions from streams are largely derived from nitrification processes in agricultural soils. Further, they found that stream emissions make up a much greater portion of the annual nitrous oxide budget than previously known.

      

      
        Chemical structure's carbon capture ability doubled
        Scientists have found a way to more than double the uptake ability of a chemical structure that can be used for scrubbing carbon dioxide from factory flues.

      

      
        Island biodiversity rides on the wings of birds
        Bird wing shape -- a proxy for long-distance flying ability, or dispersal -- is a trait that influences biodiversity patterns on islands around the world, according to biologists.

      

      
        Peat-bog fungi produce substances that kill tuberculosis-causing bacteria
        An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols.

      

      
        How the speed of viral spread can be estimated by the analysis of genomic sequences
        Evaluating the speed at which viruses spread and transmit across host populations is critical to mitigating disease outbreaks. A new study evaluates the performance of statistics measuring how viruses move across space and time in infected populations.

      

      
        Climate change could bring more severe bacterial infections, including in corals
        Could the fungal apocalypse of The Last of Us have roots in reality? A new study shows that climate warming can potentially make bacterial and fungal infections deadlier for cold-blooded animals like corals, insects, and fish, raising questions about the broader risks warming temperatures pose to ecosystems and biodiversity -- and potentially humans.

      

      
        DNA engineered to mimic biological catch bonds
        In a first-of-its-kind breakthrough, a team of researchers has developed an artificial adhesion system that closely mimics natural biological interactions. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

      

      
        Insect fossil find 'extremely rare'
        Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an 'extraordinary' way.

      

      
        Unveiling a century of stress and deformation: Insights from Kilauea Volcano's 1975 earthquake
        Scientists assessed an unprecedented 120 years of data from K lauea Volcano on Hawai'i Island, uncovering, for the first time, century-spanning patterns of deformation and stress changes. They had a particular focus on the transformative 1975 magnitude 7.7 Kalapana earthquake.

      

      
        Pregnancy enhances natural immunity to block severe flu
        Scientists have discovered that pregnancy may trigger a natural immunity to boost protection against severe flu infection. Contrary to the common belief that pregnancy increases vulnerability to infections, researchers found that it strengthened an immune defense in mice, blocking the Influenza A virus from spreading to the lungs, where it can cause severe infection.

      

      
        Deep-sea marvels: How anglerfish defy evolutionary expectations
        A groundbreaking study sheds light on the extraordinary evolution of anglerfish, a group of deep-sea dwellers whose bizarre adaptations have captivated scientists and the public alike. The research uncovers how these enigmatic creatures defied the odds to diversify in the harsh, resource-poor environment of the bathypelagic zone -- part of the open ocean that extends from 3,300 to 13,000 feet below the ocean's surface.

      

      
        Accelerating climate modeling with generative AI
        The algorithms behind generative AI tools like DallE, when combined with physics-based data, can be used to develop better ways to model the Earth's climate. Computer scientists have now used this combination to create a model that is capable of predicting climate patterns over 100 years 25 times faster than the state of the art.

      

      
        Even low levels of arsenic in drinking water raise kidney cancer risk
        New research findings indicate that exposure to even low levels of arsenic poses significant health risks, including an increased risk of kidney cancer.

      

      
        How a middle schooler found a new compound in a piece of goose poop
        A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.

      

      
        Feeding grazing cattle seaweed cuts methane emissions by almost 40%
        Scientists find making a seaweed additive more accessible to grazing cattle reduces methane emissions 40% and could make cattle farming more sustainable.

      

      
        Animal products improve child nutrition in Africa
        The consumption of milk products, eggs and fish has a positive effect on childhood development in Africa. This has been demonstrated in a recent study. The researchers used representative data from five African countries with over 32,000 child observations. If the children had a diet containing animal products, they suffered less from malnutrition and related developmental deficiencies.

      

      
        Artificial photosynthesis learned from nature: Successfully developed new solar hydrogen production technology
        Scientists developed next-generation energy technology to produce eco-friendly hydrogen from ingredients in coffee.

      

      
        Warming temperatures may shrink wetland carbon sinks
        A major global study using teabags as a measuring device shows warming temperatures may reduce the amount of carbon stored in wetlands. The international team of scientists buried 19,000 bags of green tea and rooibos in 180 wetlands across 28 countries to measure the ability for wetlands to hold carbon in their soil, known as wetland carbon sequestration.

      

      
        Deadly diets driving digestive diseases
        Against the backdrop of an alarming increase in the number of people under 50 being diagnosed with bowel cancer, researchers are urging people to bump up their fiber intake and improve their eating habits if they want to reduce their risk of deadly digestive cancers. Two recent studies expand on existing evidence that a diet rich in fruits, vegetables, whole grains, fish, legumes and dairy may protect against the risk of gastrointestinal (GI) cancers -- including bowel -- and improve the outcomes...

      

      
        Higher ratio of plant protein to animal protein may improve heart health
        Eating a diet with a higher ratio of plant-based protein to animal-based protein may reduce the risk of cardiovascular disease (CVD) and coronary heart disease (CHD), according to a new study. According to the researchers, these risk reductions are likely driven by the replacement of red and processed meats with plant proteins. The researchers also observed that a combination of consuming more plant protein and higher protein intake overall provided the most heart health benefits.
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Eating high-processed foods impacts muscle quality, study finds | ScienceDaily
A diet high in ultra-processed foods is associated with higher amounts of fat stored inside thigh muscles, regardless of the amount of calories consumed or level of physical activity, according to a study being presented today at the annual meeting of the Radiological Society of North America (RSNA). Higher amounts of intramuscular fat in the thigh could also increase the risk for knee osteoarthritis.


						
The use of natural and minimally processed ingredients in many modern diets has decreased, more often being replaced with ingredients that have been industrially processed, artificially flavored, colored or chemically altered.

Foods such as breakfast cereals, margarines/spreads, packaged snacks, hot dogs, soft drinks and energy drinks, candies and desserts, frozen pizzas, ready-to-eat meals, mass-produced packaged breads and buns, and more, include synthesized ingredients and are highly processed.

These ultra-processed foods usually have longer shelf lives and are highly appealing, as they are convenient and contain a combination of sugar, fat, salt and carbohydrates which affect the brain's reward system, making it hard to stop eating.

For the study, researchers set out to assess the association of ultra-processed food intake and their relationship to intramuscular fat in the thigh.

"The novelty of this study is that it investigates the impact of diet quality, specifically the role of ultra-processed foods in relation to intramuscular fat in the thigh muscles assessed by MRI," said author Zehra Akkaya, M.D., researcher and former Fulbright Scholar in the Department of Radiology and Biomedical Imaging at the University of California, San Francisco. "This is the first imaging study looking into the relationship between MRI-based skeletal muscle quality and quality of diet."

For the study, researchers analyzed data from 666 individuals who participated in the Osteoarthritis Initiative who were not yet affected by osteoarthritis, based on imaging. The Osteoarthritis Initiative is a nationwide research study, sponsored by the National Institutes of Health, that helps researchers better understand how to prevent and treat knee osteoarthritis.




"Research from our group and others has previously shown that quantitative and functional decline in thigh muscles is potentially associated with onset and progression of knee osteoarthritis," Dr. Akkaya said. "On MRI images, this decline can be seen as fatty degeneration of the muscle, where streaks of fat replace muscle fibers."

Of the 666 individuals, (455 men, 211 women) the average age was 60 years. On average, participants were overweight with a body mass index (BMI) of 27. Approximately 40% of the foods that they ate in the past year were ultra-processed.

The researchers found that the more ultra-processed foods people consumed, the more intramuscular fat they had in their thigh muscles, regardless of energy (caloric) intake.

"In an adult population at risk for but without knee or hip osteoarthritis, consuming ultra-processed foods is linked to increased fat within the thigh muscles," Dr. Akkaya said. "These findings held true regardless of dietary energy content, BMI, sociodemographic factors or physical activity levels."

Targeting modifiable lifestyle factors -- mainly prevention of obesity via a healthy, balanced diet and adequate exercise -- has been the mainstay of initial management for knee osteoarthritis, Dr. Akkaya noted.

"Osteoarthritis is an increasingly prevalent and costly global health issue. It is the largest contributor to non-cancer related health care costs in the U.S. and around the world," Dr. Akkaya said. "Since this condition is highly linked to obesity and unhealthy lifestyle choices, there are potential avenues for lifestyle modification and disease management."

By exploring how ultra-processed food consumption impacts muscle composition, this study provides valuable insights into dietary influences on muscle health.

"Understanding this relationship could have important clinical implications, as it offers a new perspective on how diet quality affects musculoskeletal health," Dr. Akkaya said.

Co-authors are Gabby B. Joseph, Ph.D., Katharina Ziegeler, M.D., Wynton M. Sims, John A. Lynch, Ph.D., and Thomas M. Link, M.D., Ph.D.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204145421.htm



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Mammoth as key food source for ancient Americans | ScienceDaily
Scientists have uncovered the first direct evidence that ancient Americans relied primarily on mammoth and other large animals for food. Their research sheds new light on both the rapid expansion of humans throughout the Americas and the extinction of large ice age mammals.


						
The study, featured on the Dec. 4 cover of the journal Science Advances, used stable isotope analysis to model the diet of the mother of an infant discovered at a 13,000-year-old Clovis burial site in Montana. Before this study, prehistoric diet was inferred by analyzing secondary evidence, such as stone tools or the preserved remains of prey animals.

The findings support the hypothesis that Clovis people specialized in hunting large animals rather than primarily foraging for smaller animals and plants.

The Clovis people inhabited North America around 13,000 years ago. During that time period, animals like mammoths lived across both northern Asia and the Americas. They migrated long distances, which made them a reliable fat- and protein-rich resource for highly mobile humans.

"The focus on mammoths helps explain how Clovis people could spread throughout North America and into South America in just a few hundred years," said co-lead author James Chatters of McMaster University.

"What's striking to me is that this confirms a lot of data from other sites. For example, the animal parts left at Clovis sites are dominated by megafauna, and the projectile points are large, affixed to darts, which were efficient distance weapons," said co-lead author Ben Potter, an archaeology professor at the University of Alaska Fairbanks.

Hunting mammoths provided a flexible way of life, Potter said. It allowed the Clovis people to move into new areas without having to rely on smaller, localized game, which could vary significantly from one region to the next.




"This mobility aligns with what we see in Clovis technology and settlement patterns," Potter said. "They were highly mobile. They transported resources like toolstone over hundreds of miles."

Researchers were able to model the Clovis people's diet by first analyzing isotopic data published during earlier studies by other researchers of the remains of Anzick-1, an 18-month-old Clovis child. By adjusting for nursing, they were able to estimate values for his mother's diet.

"Isotopes provide a chemical fingerprint of a consumer's diet and can be compared with those from potential diet items to estimate the proportional contribution of different diet items," said Mat Wooller, an author on the study and director of the Alaska Stable Isotope facility at UAF.

The team compared the mother's stable isotopic fingerprint to those from a wide variety of food sources from the same time period and region. They found that about 40% of her diet came from mammoth, with other large animals like elk and bison making up the rest. Small mammals, sometimes thought to have been an important food source, played a very minor role in her diet.

Finally, the scientists compared the mother's diet to those of other omnivores and carnivores from the same time period, including American lions, bears and wolves. The mother's diet was most similar to that of the scimitar cat, a mammoth specialist.

Findings also suggest that early humans may have contributed to the extinction of large ice age animals, especially as environmental changes reduced their habitats.




"If the climate is changing in a way that reduces the suitable habitat for some of these megafauna, then it makes them potentially more susceptible to human predation. These people were very effective hunters," said Potter.

"You had the combination of a highly sophisticated hunting culture -- with skills honed over 10,000 years in Eurasia -- meeting naive populations of megafauna under environmental stress," said Chatters.

An important aspect of this research, according to Potter and Chatters, is their outreach to Native Americans in Montana and Wyoming about their concerns and interest in this work.

"It is important and ethical to consult with Indigenous peoples on questions relating to their heritage," they said.

They worked with Shane Doyle, executive director of Yellowstone Peoples, who reached out to numerous tribal government representatives throughout Montana, Wyoming and Idaho. "The response has been one of appreciative consideration and inclusion," said Doyle.

"I congratulate the team for their astounding discovery about the lifeways of Clovis-era Native people and thank them for being tribally inclusive and respectful throughout their research," he said. "This study reshapes our understanding of how Indigenous people across America thrived by hunting one of the most dangerous and dominant animals of the day, the mammoth."

Other authors of the paper include Stuart J. Fiedel, independent researcher; Juliet E. Morrow, University of Arkansas; and Christopher N. Jass, Royal Alberta Museum.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204145021.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Male African elephants develop distinct personality traits as they age | ScienceDaily
Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a study publishing December 4, 2024, in the open-access journal PLOS ONE by Caitlin O'Connell-Rodwell at Stanford University and Harvard University Center for the Environment, Jodie L. Berezin of Utopia Scientific, U.S., and colleagues.


						
Many animals show consistent individual differences in behavior, sometimes described as 'personality' or 'temperament'. Elephants are highly intelligent and have rich social lives, and previous research has shown that captive elephants display distinct personality types. In the wild, females spend their entire lives in their family groups, but males disperse when they reach adulthood to join looser, all-male societies governed by dominance hierarchies.

To expand our understanding of personality traits in wild elephants, researchers observed the behavior of 34 male African savannah elephants (Loxodonta africana) in Etosha National Park in Namibia between 2007 and 2011. They identified five types of behavior that were consistently different between individuals, including aggression and dominance behaviors, friendly social interactions, and self-comforting. However, the elephant's behavior was also influenced by the social context. When younger males were present, other males were more likely to perform friendly and dominance behaviors.

In contrast, when a socially influential male was present, the other males performed fewer friendly social interactions. The most dominant and socially influential male elephants in the society performed aggressive and friendly social behaviours equally frequently. Younger males were more similar in temperament than older males, suggesting that their unique personalities develop as they age.

The study is the first to show that adult male elephants display distinct personality traits in the wild. Although they showed consistency over time, male elephants were also flexible, adjusting their behavior depending on the social context. The results also suggest that the most socially successful male elephants are those that strike a balance between aggression and friendliness, and that having mixed age groups within male elephant populations was extremely important to their wellbeing. A deeper understanding of wild elephant behavior could inform better conservation decision-making and improve the management of captive elephants, the authors say.

The authors add: "Male elephants display five distinct character traits (affiliative, aggressive, dominant, anxious, and calm) consistently across time and context, and are also distinct from each other in how they display these five character-traits."
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Natural 'biopesticide' against malaria mosquitoes successful in early field tests | ScienceDaily
An experimental bacteria-derived biopesticide is highly effective in killing malaria-carrying mosquitoes, including those that have developed resistance to chemical pesticides, according to initial field tests led by researchers at the Johns Hopkins Bloomberg School of Public Health.


						
The biopesticide is a powder made from the dead cells of a common soil-dwelling bacterial species. The researchers showed that the biopesticide efficiently kills both ordinary and chemical-pesticide-resistant mosquitoes when included in standard baits. Even at sub-lethal doses, the biopesticide inhibits malaria transmission and makes mosquitoes more vulnerable to standard chemical pesticides. The encouraging findings from initial trials in western Africa suggest larger field tests could, if successful, one day lead to broad use of the new biopesticide in malaria-endemic parts of the world.

The study was published online December 4in Science Advances.

"This biopesticide has a unique set of features that suggest it could be a powerful new weapon against malaria," says study senior author George Dimopoulos, PhD, deputy director of the Johns Hopkins Malaria Research Institute in the Bloomberg School's Department of Molecular Microbiology and Immunology.

Malaria, a parasitic disease spread by Anopheles mosquitoes, has long been one of the world's top killers. According to World Health Organization estimates, there are about 250 million cases and 600,000 deaths annually, mostly children under five in sub-Saharan Africa. Malaria vaccines have been developed, but are not broadly available or very efficient in preventing disease. While mosquito-killing chemical pesticides have been the most effective weapons against malaria to date, the insects have developed significant resistance to these compounds. New antimalarial tools are urgently needed.

The new biopesticide emerged from a project conducted by Dimopoulos and his team in Panama more than a decade ago. The team caught wild mosquitoes and catalogued bacterial species in their gastrointestinal tracts to see if any could affect the mosquito's ability to harbor and transmit pathogens. Ultimately, they found one, a species of Chromobacterium, that at low doses inhibits the insects' ability to transmit pathogens such as the malaria parasite and dengue virus -- and at higher doses kills both adult and larval mosquitoes. This discovery suggested the bacterium could be the first biopesticide for use against disease-transmitting mosquitoes.

To avoid the complications of working with a live organism, the researchers developed a powder preparation made from dead, dried cells of the bacterium. They found that the powder retains the bacterium's mosquitocidal properties, and also has a years-long shelf life and very high heat stability. Early tests also found that the biopesticide has no evident toxic effects on mammalian cells, is readily ingested by mosquitoes when dissolved in standard mosquito baits, and -- unlike chemical insecticides -- does not lead to the development of genetic resistance in mosquitoes even after ten generations of mild exposure.




In the new study, the researchers tested the new biopesticide in laboratory conditions, and in "MosquitoSphere" facilities -- large, net-enclosed spaces simulating village and agricultural settings -- in Burkina Faso. The biopesticide killed both laboratory and wild-caught strains of Anopheles, including those with resistance to different kinds of chemical pesticides. Even when the biopesticide didn't kill the insects, it largely reversed their chemical insecticide resistance.

At the highest dose of 200 mg/ml, the biopesticide wiped out the vast majority of the mosquitoes in the MosquitoSphere facilities, and the researchers' mathematical modeling suggested that it would dramatically reduce local mosquito populations in real-world conditions.

Mosquitoes exposed to the biopesticide even at low doses were also severely impaired in their ability to seek out a host for blood meals. In the relatively few insects that succeeded in ingesting malaria parasite-infected blood in experiments, the ability of the parasites to infect the mosquito was sharply reduced as well. These results suggest that the biopesticide overall could have a very potent effect at reducing malaria transmission.

The researchers' results so far suggest that the biopesticide works by modifying the activity of a key detoxification enzyme in mosquitoes, essentially turning the insects' detox systems against them -- which would explain why the biopesticide has such a strong synergy with chemical pesticides.

The researchers now plan to seek U.S. Environmental Protection Agency approval for the new biopesticide, and to set up larger-scale field tests to further assess its ability to reduce malaria incidence.

They also plan more experiments to identify the component or components of the Chromobacterium that account for its potent anti-mosquito effects.

"It was never my intention to focus on biopesticides," says Dimopoulos, whose primary focus has been malaria mosquito immunity. "But that's how these discoveries have worked out, and it's exciting that we've identified something novel with malaria control potential."

"Chromobacterium biopesticide overcomes insecticide resistance in malaria vector mosquitoes" was co-authored by Chinmay Tikhe, Sare Issiaka, Yuemei Dong, Mary Kefi, Mihra Tavadia, Etienne Bilgo, Rodrigo Corder, John Marshall, Abdoulaye Diabate, and George Dimopoulos.

Funding was provided by the U.S. Agency for International Development (USAID), the Innovative Vector Control Consortium, and the Johns Hopkins Malaria Research Institute.
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How did humans and dogs become friends? Connections in the Americas began 12,000 years ago | ScienceDaily
"Dog is man's best friend" may be an ancient cliche, but when that friendship began is a longstanding question among scientists.


						
A new study led by a University of Arizona researcher is one step closer to an answer on how Indigenous people in the Americas interacted with early dogs and wolves.

The study, published today in the journal Science Advances and based on archaeological remains from Alaska, shows that people and the ancestors of today's dogs began forming close relationships as early as 12,000 years ago -- about 2,000 years earlier than previously recorded in the Americas.

"We now have evidence that canids and people had close relationships earlier than we knew they did in the Americas," said lead study author Francois Lanoe, an assistant research professor in the U of A School of Anthropology in the College of Social and Behavioral Sciences.

"People like me who are interested in the peopling of the Americas are very interested in knowing if those first Americans came with dogs," Lanoe added. "Until you find those animals in archaeological sites, we can speculate about it, but it's hard to prove one way or another. So, this is a significant contribution."

Lanoe and his colleagues unearthed a tibia, or lower-leg bone, of an adult canine in 2018 at a longstanding archeological site in Alaska called Swan Point, about 70 miles southeast of Fairbanks. Radiocarbon dating showed that the canine was alive about 12,000 years ago, near the end of the Ice Age.

Another excavation by the researchers in June 2023 -- of an 8,100-year-old canine jawbone at a nearby site called Hollembaek Hill, south of Delta Junction -- also shows signs of possible domestication.




The smoking gun? A belly of fish

Chemical analyses of both bones found substantial contributions from salmon proteins, meaning the canine had regularly eaten the fish. This was not typical of canines in the area during that time, as they hunted land animals almost exclusively. The most likely explanation for salmon showing up in the animal's diet? Dependence on humans.

"This is the smoking gun because they're not really going after salmon in the wild," said study co-author Ben Potter, an archaeologist with the University of Alaska Fairbanks.

The researchers are confident that the Swan Point canine helps establish the earliest known close relationships between humans and canines in the Americas. But it's too early to say whether the discovery is the earliest domesticated dog in the Americas.

That is why the study is valuable, Potter said: "It asks the existential question, what is a dog?"

The Swan Point and Hollembaek Hill specimens may be too old to be genetically related to other known, more recent dog populations, Lanoe said.




"Behaviorally, they seem to be like dogs, as they ate salmon provided by people," Lanoe said, "but genetically, they're not related to anything we know."

He noted that they could have been tamed wolves rather than fully domesticated dogs.

'We still had our companions'

The study represents another chapter in a longstanding partnership with tribal communities in Alaska's Tanana Valley, where archaeologists have worked since the 1930s, said study co-author Josh Reuther, an archaeologist with the University of Alaska Museum of the North.

Researchers regularly present their plans to the Healy Lake Village Council, which represents the Mendas Cha'ag people indigenous to the area, before undertaking studies, including this one. The council also authorized the genetic testing of the study's new specimens.

Evelynn Combs, a Healy Lake member, grew up in the Tanana Valley, exploring dig sites as a kid and taking in what she learned from archaeologists. She's known Lanoe, Potter and Reuther since she was a teenager. Now an archaeologist herself, Combs works for the tribe's cultural preservation office.

"It is little -- but it is profound -- to get the proper permission and to respect those who live on that land," Combs said.

Healy Lake members, Combs said, have long considered their dogs to be mystic companions. Today, nearly every resident in her village, she said, is closely bonded to one dog. Combs spent her childhood exploring her village alongside Rosebud, a Labrador retriever mix.

"I really like the idea that, in the record, however long ago, it is a repeatable cultural experience that I have this relationship and this level of love with my dog," she said. "I know that throughout history, these relationships have always been present. I really love that we can look at the record and see that thousands of years ago, we still had our companions."
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Massive asteroid impacts did not change Earth's climate in the long term | ScienceDaily
Two massive asteroids hit Earth around 35.65 million years ago, but did not lead to any lasting changes in the Earth's climate, according to a new study by UCL researchers.


						
The rocks, both several miles wide, hit Earth about 25,000 years apart, leaving the 60-mile (100km) Popigai crater in Siberia, Russia, and the 25-55 mile (40-85km) crater in the Chesapeake Bay, in the United States -- the fourth and fifth largest known asteroid craters on Earth.

The new study, published in the journal Communications Earth & Environment, found no evidence of a lasting shift in climate in the 150,000 years that followed the impacts.

The researchers inferred the past climate by looking at isotopes (atom types) in the fossils of tiny, shelled organisms that lived in the sea or on the seafloor at the time. The pattern of isotopes reflects how warm the waters were when the organisms were alive.

Co-author Professor Bridget Wade (UCL Earth Sciences) said: "What is remarkable about our results is that there was no real change following the impacts. We expected the isotopes to shift in one direction or another, indicating warmer or cooler waters, but this did not happen. These large asteroid impacts occurred and, over the long term, our planet seemed to carry on as usual.

"However, our study would not have picked up shorter-term changes over tens or hundreds of years, as the samples were every 11,000 years. Over a human time scale, these asteroid impacts would be a disaster. They would create a massive shockwave and tsunami, there would be widespread fires, and large amounts of dust would be sent into the air, blocking out sunlight.

"Modelling studies of the larger Chicxulub impact, whichkilled off the dinosaurs,also suggest a shift in climate on a much smaller time scale of less than 25 years.




"So we still need to know what is coming and fund missions to prevent future collisions."

The research team, including Professor Wade and MSc Geosciences student Natalie Cheng, analysed isotopes in over 1,500 fossils of single-celled organisms called foraminifera, both those that lived close to the surface of the ocean (planktonic foraminifera) and on the seafloor (benthic foraminifera).

These fossils ranged from 35.5 to 35.9 million years old and were found embedded within three metres of a rock core taken from underneath the Gulf of Mexico by the scientific Deep Sea Drilling Project.

The two major asteroids that hit during that time have been estimated to be 3-5 miles (5-8km) and 2-3 miles (3-5km) wide. The larger of the two, which created the Popigai crater, was about as wide as Everest is tall.

In addition to these two impacts, existing evidence suggests three smaller asteroids also hit Earth during this time -- the late Eocene epoch -- pointing to a disturbance in our solar system's asteroid belt.

Previous investigations into the climate of the time had been inconclusive, the researchers noted, with some linking the asteroid impacts with accelerated cooling and others with episodes of warmer temperatures.




However, these studies were conducted at lower resolution, looking at samples at greater intervals than 11,000 years, and their analysis was more limited -- for instance, only looking at species of benthic foraminifera that lived on the seafloor.

By using fossils that lived at different ocean depths, the new study provides a more complete picture of how the oceans responded to the impact events.

The researchers looked at carbon and oxygen isotopes in multiple species of planktonic and benthic foraminifera.

They found shifts in isotopes about 100,000 years prior to the two asteroid impacts, suggesting a warming of about 2 degrees C in the surface ocean and a 1 degree C cooling in deep water. But no shifts were found around the time of the impacts or afterwards.

Within the rock, the researchers also found evidence of the two major impacts in the form of thousands of tiny droplets of glass, or silica. These form after silica-containing rocks get vaporised by an asteroid. The silica end up in the atmosphere, but solidify into droplets as they cool.

Co-author and MSc Geosciences graduate Natalie Cheng said: "Given that the Chicxulub impact likely led to a major extinction event, we were curious to investigate whether what appeared as a series of sizeable asteroid impacts during the Eocene also caused long-lasting climate changes. We were surprised to discover that there were no significant climate responses to these impacts.

"It was fascinating to read Earth's climate history from the chemistry preserved in microfossils. It was especially interesting to work with our selection of foraminifera species and discover beautiful specimens of microspherules along the way."

The study received funding from the UK's Natural Environment Research Council (NERC).
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20th century lead exposure damaged American mental health | ScienceDaily
In 1923, lead was first added to gasoline to help keep car engines healthy. However, automotive health came at the great expense of our own well-being.


						
A new study calculates that exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive. The research estimates that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

The findings, from Aaron Reuben, a postdoctoral scholar in neuropsychology at Duke University, and colleagues at Florida State University, suggest that Americans born before 1996 experienced significantly higher rates of mental health problems as a result of lead, and likely experienced changes to their personalities that would have made them less successful and resilient in life.

Leaded gas for cars was banned in the U.S. in 1996, but the researchers say that anyone born before then, and especially during the peak of its use in the 1960s and 1970s, had concerningly high lead exposures as children.

The team's paper will appear the week of December 4 in the Journal of Child Psychology and Psychiatry.

Lead is neurotoxic and can erode brain cells and alter brain function after it enters the body. As such, there is no safe level of exposure at any point in life, health experts say. Young children are especially vulnerable to lead's ability to impair brain development and alter brain health. Unfortunately, no matter what age, our brains are ill-equipped for keeping lead toxicity at bay.

Because water systems in older American cities still contain lead pipes, the EPA issued regulations in October that give cities 10 years to identify and replace lead plumbing, and $2.6 billion to get it done. Earlier this year the EPA also lowered the level of lead in soil that it considers to be potentially hazardous, resulting in an estimated 1 in 4 U.S. households having soil that may require cleanup.




"Humans are not adapted to be exposed to lead at the levels we have been exposed to over the past century," Reuben said. "We have very few effective measures for dealing with lead once it is in the body, and many of us have been exposed to levels 1,000 to 10,000 times more than what is natural."

Over the past century, lead was used in paint, pipes, solder, and, most disastrously, automotive fuel. Numerous studies have linked lead exposure to neurodevelopmental and mental health problems, particularly conduct disorder, attention-deficit / hyperactivity disorder, and depression. But until now it has not been clear how widespread lead-linked mental illness symptoms would have been.

To answer the complex question of how leaded gas use for more than 75 years may have left a permanent mark on human psychology, Reuben and his co-authors Michael McFarland and Mathew Hauer, both professors of sociology at Florida State University, turned to publicly available nationwide data.

Using historical data on U.S. childhood blood-lead levels, leaded-gas use, and population statistics, they determined the likely lifelong burden of lead exposure carried by every American alive in 2015. From this data, they estimated lead's assault on mental health and personality by calculating "mental illness points" gained from leaded gas exposure as a proxy for its harmful impact on public health.

"This is the exact approach we have taken in the past to estimate lead's harms for population cognitive ability and IQ," McFarland said, noting that the research team previously identified that lead stole 824 million IQ points from the U.S. population over the past century.

"We saw very significant shifts in mental health across generations of Americans," Hauer said. "Meaning many more people experienced psychiatric problems than would have if we had never added lead to gasoline." Lead exposure led to greater rates of diagnosable mental disorders, like depression and anxiety, but also greater rates of individuals experiencing more mild distress that would impair their quality of life.




"For most people, the impact of lead would have been like a low-grade fever," Reuben said. "You wouldn't go to the hospital or seek treatment, but you would struggle just a bit more than if you didn't have the fever."

Lead's effect on brain health has also been linked to changes in personality that show up at the national level. "We estimate a shift in neuroticism and conscientiousness at the population level," McFarland said.

As of 2015, more than 170 million Americans (more than half of the U.S. population) had clinically concerning levels of lead in their blood when they were children, likely resulting in lower IQs and more mental health problems, and likely putting them at higher risk for other long-term health impairments, such as increased cardiovascular disease.

Leaded gasoline consumption rose rapidly in the early 1960s and peaked in the 1970s. As a result, Reuben and his colleagues found that essentially everyone born during those two decades were nearly certain to have been exposed to pernicious levels of lead from car exhaust. The generation with the greatest lead exposures, Generation X (1965-1980), would have seen the greatest mental health losses.

"We are coming to understand that lead exposures from the past -- even decades in the past -- can influence our health today," Reuben said. "Our job moving forward will be to better understand the role lead has played in the health of our country, and to make sure we protect today's children from new lead exposures wherever they occur."
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CRISPR-Cas technology: Balancing efficiency and safety | ScienceDaily
Genome editing with various CRISPR-Cas molecule complexes has progressed rapidly in recent years. Hundreds of labs around the world are now working to put these tools to clinical use and are continuously advancing them.


						
CRISPR-Cas tools allow researchers to modify individual building blocks of genetic material in a precise and targeted manner. Gene therapies based on such gene editing are already being used to treat inherited diseases, fight cancer and create drought- and heat-tolerant crops.

Starting the repair

The CRISPR-Cas9 molecular complex, also known as genetic scissors, is the most widely used tool by scientists around the world. It cuts the double-stranded DNA at the exact site where the genetic material needs to be modified. This contrasts with newer gene editing methods, which do not cut the double strand.

The cut activates two natural repair mechanisms that the cell uses to repair such damage: a fast but imprecise one that reconnects only the ends of the cut DNA, and a slow and precise one that is slow and thorough but not activated in every case. The latter requires a copyable template for repair to accurately rejoin the DNA at the cut site.

The slow variant is called homology-directed repair. Researchers want to use this method of repair because it allows the precise integration of individual DNA segments into a desired gene region. The approach is very flexible and can be used to repair different disease genes. "In principle, it could be used to cure any disease," says Jacob Corn, Professor of Genome Biology at ETH Zurich.

Boosting efficiency with one molecule

To get the cell to use homology-directed repair, the researchers recently began using a molecule called AZD7648, which blocks fast repair and forces the cell to use homology-directed repair. This approach is expected to accelerate the development of more efficient gene therapies. Initial studies with these new therapies have been good. Too good to be true, as it turned out.




A research group led by Jacob Corn has just discovered that the use of AZD7648 has serious side effects. The study has just been published in the journal Nature Biotechnology.

Massive genetic changes

Although AZD7648 promotes precise repair and thus precise gene editing using the CRISPR-Cas9 system as hoped, in a significant proportion of cells this has led to massive genetic changes in a part of the genome that was expected to be modified without scarring. The ETH researchers found that these changes resulted in the simple deletion of thousands and thousands of DNA building blocks, known as bases. Even whole chromosome arms broke off. This makes the genome unstable, with unpredictable consequences for the cells edited by the technique.

"When we analysed the genome at the sites where it had been edited, it looked correct and precise. But when we analysed the genome more broadly, we saw massive genetic changes. These are not seen when you only analyse the short, edited section and its immediate neighbourhood," says Gregoire Cullot, a postdoctoral fellow in Corn's group and first author of the study.

Extent of damage is large

The extent of the negative effects surprised the researchers. In fact, they suspect that they do not yet have a complete picture of the full extent of the damage because they did not look at the entire genome when analysing the modified cells, only partial regions.




New tests, approaches and regulations are therefore needed to clarify the extent and potential of the damage.

The molecule AZD7648 is not unknown. It is currently in clinical trials as a potential cancer treatment.

But how did the ETH researchers become aware of the problem? In other studies, the researchers showed how highly effective and precise CRISPR-Cas9 gene editing is when AZD7648 is added. "This made us suspicious, so we took a closer look," says Jacob Corn.

The ETH researchers then analysed the sequence of DNA building blocks not only around the edited site but also in the wider environment. They discovered these unwanted and catastrophic side effects caused by using AZD7648.

Their study is the first to describe these side effects. Other research groups have also investigated them and support the ETH researchers' findings. They also aim to publish their results. "We are the first to say that not everything is wonderful," says Corn. "For us, this is a major setback because, like other scientists, we had hoped to use the new technique to accelerate the development of gene therapies."

The beginning of something new

Nevertheless, Corn says this is not the end but the beginning of further advances in gene editing using CRISPR-Cas techniques. "The development of any new technology is a rocky road. One stumble does not mean we give up on the technology."

It may be possible to avert the danger by using not just one molecule to promote HDR in the future but a cocktail of different substances. "There are many possible candidates. We now need to find out which components such a cocktail would have to consist of in order not to damage the genome."

Gene therapies based on the CRISPR-Cas system have already been successfully used in clinical practice. In recent years, for example, a hundred patients suffering from the hereditary disease sickle cell anaemia have been treated with CRISPR-Cas-based therapeutics -- without AZD7648. "All patients are considered cured and have no side effects," says Corn. "So, I am optimistic that gene therapies like this will become mainstream. The question is which approach is the right one and what we need to do to make the technique safe for as many patients as possible."
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Insects wearing two hats solve botanical mystery | ScienceDaily
The discovery of a unique case where the same insect species both pollinate a plant and distribute its seeds not only solves a long-standing botanical mystery. The Kobe University find also stresses the diverse roles insects play in our ecosystem.


						
In the dark and moist understories of the subtropical forests of Shimoshima Island in Japan grow parasitic plants that feed on the roots of other plants. They are called Balanophora, and for over a century, the mechanism of their seed dispersal has remained a mystery. It has been suggested that the tiny seeds are carried away by the wind, but there is little to no wind in the understories of (sub)tropical forests. Some plant species among the Balanophora are bright red, resembling strawberries, and attract birds and rabbits to eat and thus disperse the seeds. However, others, like Balanophora subcupularis, have dull colors and a yeasty smell, making it unlikely that vertebrates are involved. The mechanism of the plant's pollination has similarly remained unclear.

The Kobe University botanist SUETSUGU Kenji specializes in understanding the interactions between these parasitic plants and their surrounding ecosystems, including the often overlooked but crucial role of invertebrate pollinators and seed dispersers. To find out who aids B. subcupularis in its reproduction, he and his team watched the plants for more than 100 hours and took tens of thousands of automated night photographs while the flower was in bloom or bore fruit, identifying the visitors. In addition, they conducted both animal exclusion experiments and seed feeding experiments to ascertain whether the animals on the photographs are actually effective pollinators and seed dispersers.

In two back-to-back papers published in the journal Ecology, the Kobe University team published that B. subcupularis is pollinated by ants and camel crickets, which visit the plants for their pollen and nectar. Remarkably, these same species also later feed on the fleshy leaves carrying the seeds, aiding in seed dispersal. "It is well known that many plants rely on insects for pollination, although it's rare for ants and crickets. Also, many plants use birds and mammals to distribute their fruits, and again it's very unusual that crickets or other tiny arthropods take over this role. Even more striking, it is very rare for the same animal to perform both functions, and it is unique that the same invertebrates do so," says Suetsugu on his surprise about this finding.

The Kobe University botanist suggests that this rare combination of pollination and seed distribution roles may be influenced by two factors. First, "B. subcupularis blooms late in the year when many typical pollinators, such as bees, are less active. In addition, our study site is a small island at the northern edge of the plant's distribution, which might contribute to the scarcity of pollinators and seed dispersers."

Suetsugu also highlights the broader implications of these findings: "This underscores the importance of invertebrates in plant reproduction and encourages us to look deeper into how these relationships evolve and what environmental factors drive such unique adaptations. More practically, our findings also contribute to conservation strategies for rare and endangered plants like Balanophora subcupularis. Understanding their reliance on specific invertebrates for both pollination and seed dispersal helps inform habitat preservation efforts and the management of invertebrate populations, which are crucial for these plants' survival."

This research was funded by the Japan Science and Technology Agency (grant JPMJPR21D6).
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We might feel love in our fingertips ---- but did the Ancient Mesopotamians? | ScienceDaily
From feeling heavy-hearted to having butterflies in your stomach, it seems inherent to the human condition that we feel emotions in our bodies, not just in our brains. But have we always felt -- or at least expressed -- these feelings in the same way?


						
A multidisciplinary team of researchers studied a large body of texts to find out how people in the ancient Mesopotamian region (within modern day Iraq) experienced emotions in their bodies thousands of years ago, analysing one million words of the ancient Akkadian language from 934-612 BC in the form of cuneiform scripts on clay tablets.

'Even in ancient Mesopotamia, there was a rough understanding of anatomy, for example the importance of the heart, liver and lungs,' says Professor Saana Svard of the University of Helsinki, an Assyriologist who is leading the research project. One of the most intriguing findings relates to where the ancients felt happiness, which was often expressed through words related to feeling 'open', 'shining' or being 'full' -- in the liver.

'If you compare the ancient Mesopotamian bodily map of happiness with modern bodily maps [published by fellow Finnish scientist, Lauri Nummenmaa and colleagues a decade ago], it is largely similar, with the exception of a notable glow in the liver,' says cognitive neuroscientist Juha Lahnakoski, a visiting researcher at Aalto University.

Other contrasting results between ourselves and the ancients can be seen in emotions such as anger and love. According to previous research, anger is experienced by modern humans in the upper body and hands, while Mesopotamians felt most 'heated', 'enraged' or 'angry' in their feet. Meanwhile, love is experienced quite similarly by modern and Neo-Assyrian man, although in Mesopotamia it is particularly associated with the liver, heart and knees.

'It remains to be seen whether we can say something in the future about what kind of emotional experiences are typical for humans in general and whether, for example, fear has always been felt in the same parts of the body. Also, we have to keep in mind that texts are texts and emotions are lived and experienced,' says Svard. The researchers caution that while it's fascinating to compare, we should keep this distinction in mind when comparing the modern body maps, which were based on self-reported bodily experience, with body maps of Mesopotamians based on linguistic descriptions alone.

Towards a deeper understanding of emotions

Since literacy was rare in Mesopotamia (3 000-300 BCE), cuneiform writing was mainly produced by scribes and therefore available only to the wealthy. However, cuneiform clay tablets contained a wide variety of texts, such as tax lists, sales documents, prayers, literature and early historical and mathematical texts.




Ancient Near Eastern texts have never been studied in this way, by quantitatively linking emotions to body parts. This can be applied to other language materials in the future. 'It could be a useful way to explore intercultural differences in the way we experience emotions,' says Svard, who hopes the research will provide an interesting contribution to discussion around the universality of emotions.

The results of the research will be published in the iScience journal on 4 December.

The corpus linguistic method, which makes use of large text sets, has been developed over many years in the Centre of Excellence in Ancient Near Eastern Empires (ANEE), led by Svard. Next, the research team will look at an English corpus, or textual material from the 20th century, which contains 100 million words. Similarly, they also plan to examine Finnish data.

In addition to Svard and Lahnakoski, the team includes Professor Mikko Sams from Aalto University, Ellie Bennett from the University of Helsinki, Professor Lauri Nummenmaa from the University of Turku and Ulrike Steinert from Johannes Gutenberg-Universitat Mainz. The project is funded by the Finnish Cultural Foundation.
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Lasting effects of common herbicide on brain health | ScienceDaily
The human brain is an incredibly adaptable organ, often able to heal itself even from significant trauma. Yet for the first time, new research shows even brief contact with a common herbicide can cause lasting damage to the brain, which may persist long after direct exposure ends.


						
In a groundbreaking new study, Arizona State University researcher Ramon Velazquez and his colleagues at the Translational Genomics Research Institute (TGen), part of City of Hope, demonstrate that mice exposed to the herbicide glyphosate develop significant brain inflammation, which is associated with neurodegenerative disease. The findings suggest the brain may be much more susceptible to the damaging effects of the herbicide than previously thought. Glyphosate is one of the most pervasive herbicides used in the U.S. and worldwide.

The research, which appears today in the Journal of Neuroinflammation, identifies an association between glyphosate exposure in mice and symptoms of neuroinflammation, as well as accelerated Alzheimer's disease-like pathology. This study tracks both the presence and impact of glyphosate's byproducts in the brain long after exposure ends, showing an array of persistent, damaging effects on brain health.

Glyphosate exposure in mice also resulted in premature death and anxiety-like behaviors, which replicates findings by others examining glyphosate exposure in rodents. Further, the scientists discovered these symptoms persisted even after a 6-month recovery period during which exposure was discontinued.

Additionally, the investigation demonstrated that a byproduct of glyphosate -- aminomethylphosphonic acid -- accumulated in brain tissue, raising serious concerns about the chemical's safety for human populations.

"Our work contributes to the growing literature highlighting the brain's vulnerability to glyphosate," Velazquez says. "Given the increasing incidence of cognitive decline in the aging population, particularly in rural communities where exposure to glyphosate is more common due to large-scale farming, there is an urgent need for more basic research on the effects of this herbicide."

Velazquez is a researcher with the ASU-Banner Neurodegenerative Disease Research Center at the ASU Biodesign Institute and an assistant professor with the School of Life Sciences. He is joined by first author Samantha K. Bartholomew, a PhD candidate in the Velazquez Lab, other ASU colleagues, and co-senior author Patrick Pirrotte, associate professor with the Translational Genomics Research Institute (TGen) and researcher with the City of Hope Comprehensive Cancer Center in California.




According to the Centers for Disease Research, farm laborers, landscape workers, and others employed in agriculture are more likely to be exposed to glyphosate through inhalation or skin contact. Additionally, the new findings suggest that ingestion of glyphosate residues on foods sprayed with the herbicide potentially poses a health hazard. Most people living in the U.S. have been exposed to glyphosate during their lifetime.

"My hope is that our work drives further investigation into the effects of glyphosate exposure, which may lead to a reexamination of its long-term safety and perhaps spark discussion about other prevalent toxins in our environment that may affect the brain," Bartholomew says.

The team's findings build on earlier ASU research that demonstrates a link between glyphosate exposure and a heightened risk for neurodegenerative disorders.

The previous study showed that glyphosate crosses the blood-brain barrier, a protective layer that typically prevents potentially harmful substances from entering the brain. Once glyphosate crosses this barrier, it can interact with brain tissue and appears to contribute to neuroinflammation and other harmful effects on neural function.

The EPA considers certain levels of glyphosate safe for human exposure, asserting that the chemical is minimally absorbed into the body and is primarily excreted unchanged. However, recent studies, including this one, indicate that glyphosate, and its major metabolite aminomethylphosphonic acid, can persist in the body and accumulate in brain tissue over time, raising questions about existing safety thresholds and whether glyphosate use is safe at all.

Herbicide may attack more than weeds

Glyphosate is the world's most heavily applied herbicide, used on crops including corn, soybeans, sugar beets, alfalfa, cotton and wheat. Since the introduction of glyphosate-tolerant crops (genetically engineered to be sprayed with glyphosate without dying) in 1996, glyphosate usage has surged, with applications predominately in agricultural settings.




The U.S. Geological Survey notes approximately 300 million pounds of glyphosate are used annually in the United States alone. Although glyphosate levels are regulated on foods imported into the United States, enforcement and specific limits can vary. Due to its widespread use, the chemical is found throughout the food chain. It persists in the air, accumulates in soils, and is found in surface and groundwater.

Despite being considered safe by the EPA, the International Agency for Research on Cancer classifies glyphosate as "possibly carcinogenic to humans," and emerging research, including this study, points to its potential role in worsening neurodegenerative diseases by contributing to pathologies, like those seen in Alzheimer's disease.

The chemical works by inhibiting a specific enzyme pathway in plants that is crucial for producing essential amino acids. However, its impact extends beyond the intended weed, grass and plant targets, negatively affecting the biological systems in mammals, as demonstrated by its persistence in brain tissue and its role in inflammatory processes.

"Herbicides are used heavily and ubiquitously around the world," says Pirrotte, associate professor in TGen's Early Detection and Prevention Division, director of the Integrated Mass Spectrometry Shared Resource at TGen and City of Hope, and senior author of the paper. "These findings highlight that many chemicals we regularly encounter, previously considered safe, may pose potential health risks. However, further research is needed to fully assess the public health impact and identify safer alternatives."

Is glyphosate safe to use at all?

The researchers hypothesized that glyphosate exposure would induce neuroinflammation in control mice and worsen neuroinflammation in Alzheimer's model mice, causing elevated Amyloid-b and tau pathology and worsening spatial cognition after recovery. Amyloid-b and Tau are key proteins that comprise plaques and tau tangles, the classic diagnostic markers of Alzheimer's disease. Plaques and tangles disrupt neural functioning and are directly linked to memory loss and cognitive decline.

The experiments were conducted over 13 weeks, followed by a six-month recovery period. The main metabolite, aminomethylphosphonic acid, was detected in the brains of both normal and transgenic mice with Alzheimer's pathology. Transgenic mice are genetically modified to carry genes that cause them to develop Alzheimer's-like symptoms as they age. This allows researchers to study the progression and effects of the disease in a controlled laboratory setting.

The researchers tested two levels of glyphosate exposure: a high dose, similar to levels used in earlier research, and a lower dose that is close to the limit used to establish the current acceptable dose in humans.

This lower dose still led to harmful effects in the brains of mice, even after exposure ceased for months. While reports show that most Americans are exposed to glyphosate daily, these results show that even a short period could potentially cause neurological damage.

Glyphosate caused a persistent increase in inflammatory markers in the brain and blood, even after the recovery period. This prolonged inflammation could drive the progression of neurodegenerative diseases, including Alzheimer's, indicating even temporary glyphosate exposure can lead to enduring inflammatory processes that affect brain health.

The data emphasizes that glyphosate exposure may be a significant health concern for human populations. The researchers stress the need for continued vigilance and intensified surveillance of glyphosate neurological and other long-term negative health effects.

"Our goal is to identify environmental factors that contribute to the rising prevalence of cognitive decline and neurodegenerative diseases in our society," Velazquez says. "By unveiling such factors, we can develop strategies to minimize exposures, ultimately improving the quality of life for the growing aging population."

The National Institutes on Aging, National Cancer Institute of the National Institutes of Health, and ASU Biodesign Institute funded this study.
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Scientists develop coral-inspired material to revolutionize bone repair | ScienceDaily
Researchers at Swansea University have developed a revolutionary bone graft substitute inspired by coral which not only promotes faster healing but dissolves naturally in the body after the repair is complete.


						
This groundbreaking research, led by Dr Zhidao Xia from Swansea University Medical School in collaboration with colleagues from the Faculty of Science and Engineering and several external partners*, has been patented and published in the leading journal Bioactive Materials.

Bone defects caused by conditions like fractures, tumours, and non-healing injuries are one of the leading causes of disability worldwide. Traditionally, doctors use either a patient's own bone (autograft) or donor bone (allograft) to fill these gaps. However, these methods come with challenges, including a limited supply, the risk of infection and ethical concerns.

By using advanced 3D-printing technology, the team have developed a biomimetic material that mimics the porous structure and chemical composition of coral-converted bone graft substitute, blending perfectly with human bone and offering several incredible benefits:
    	Rapid Healing -- It helps new bone grow within just 2-4 weeks.
    	Complete Integration -- The material naturally degrades within 6-12 months after enhanced regeneration, leaving behind only healthy bone.
    	Cost-Effective -- Unlike natural coral or donor bone, this material is easy to produce in large quantities.

In preclinical in vivo studies, the material showed remarkable results: it fully repaired bone defects within 3-6 months and even triggered the formation of a new layer of strong, healthy cortical bone in 4 weeks.

Most synthetic bone graft substitutes currently on the market can't match the performance of natural bone. They either take too long to dissolve, don't integrate well, or cause side effects like inflammation. This new material overcomes these problems by closely mimicking natural bone in both structure and biological behaviour.

Dr Xia explained: "Our invention bridges the gap between synthetic substitutes and donor bone. We've shown that it's possible to create a material that is safe, effective, and scalable to meet global demand. This could end the reliance on donor bone and tackle the ethical and supply issues in bone grafting."

Innovations like this not only promise to improve patient quality of life but also reduce healthcare costs and provide new opportunities for the biomedical industry.

The Swansea University team is now looking to partner with companies and healthcare organisations to bring this life-changing technology to patients around the world.

*The study was carried out by Swansea University, UK; Huazhong University of Science and Technology, China; Xiangyang Central Hospital, China; Johns Hopkins University School of Medicine, USA; Oxford Instruments NanoAnalysis, UK; McGill University, Canada; The Open University, UK; the University of Rochester, USA; the University of Oxford, UK, and the University of Sheffield, UK.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241204113633.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Can plastic-eating bugs help with our microplastic problem? | ScienceDaily
Plastic pollution occurs in every ecosystem on the planet and lingers for decades. Could insects be part of the solution?


						
Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. In a new Biology Letters paper, UBC zoologist Dr. Michelle Tseng and alumna Shim Gicole tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option.

Reality bites

Mealworms are Nature's scavengers and decomposers, able to survive up to eight months without food or water, and happy to eat their own kind when food is scarce.

After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the microplastics consumed, about four to six particles per milligram of waste, absorbing the rest. Eating microplastics did not appear to affect the insects' survival and growth.

Plastic-eating partners

Dr. Tseng says the next step will be to learn from the insects' digestive mechanisms how to break down microplastics, and scale up these learnings to address plastic pollution. "Perhaps we can start viewing bugs as friends. We're killing millions of insects every day from general pesticides -- the very same insects we could be learning from to break down these plastics and other chemicals."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203194324.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Record efficiency: Tandem solar cells made from perovskite and organic material | ScienceDaily
Trying to improve the efficiency of solar cells to become independent from fossil energy sources is a major goal of solar cell research. A team around the physicist Dr. Felix Lang from the University of Potsdam, Prof. Lei Meng and Prof. Yongfang Li from the Chinese Academy of Sciences, Beijing, now combine perovskite with organic absorbers to form a record-level tandem solar cell as reported in the scientific journal Nature.


						
Combining two materials that selectively absorb short and long wavelengths, e.g., blue/green and red/infrared parts of the spectrum, makes the best use of our sunlight and is a well-known strategy to increase efficiency in solar cells. Best red/infrared absorbing parts of solar cells so far were, however, made from traditional materials, such as silicon or CIGS (copper indium gallium selenide). Unfortunately, these require high processing temperatures, and thus exhibit a relatively high carbon footprint.

In their work, now published in Nature, Lang and colleagues combine two emerging solar cell technologies, namely perovskite and organic solar cells, that both are processed at low temperatures with a low carbon footprint. Achieving a record level of 25.7 % efficiency for this new combination, however, was not easy, says Felix Lang: "This was only possible by combining two major breakthroughs." First, Meng and Li synthesized a novel red/infrared absorbing organic solar cell that extends its absorption even further into the infrared. "Still, tandem solar cells were limited by the perovskite layer, which shows strong efficiency losses if adjusted to absorb only blue/green parts of the sun spectrum," he explains. "To tackle this, we utilized a novel passivation layer applied to the perovskite that reduces material defects and improves the performance of the whole cell."
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Alaska's changing environment | ScienceDaily

"Alaska's Changing Environment" provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

The report was led by the Alaska Center for Climate Assessment and Policy at the UAF International Arctic Research Center, with contributions from more that 40 scientists and Indigenous experts across the state. This is the second edition of "Alaska's Changing Environment," which was first published in 2019. The inaugural report proved to be a popular resource for educators, scientists, media, policymakers and others interested in learning and communicating about climate and environmental changes impacting the state.

In the five years since release of the first report, extreme weather, climate and environmental events have become more frequent. The State of Alaska declared nearly three dozen weather- or climate-related disasters, about double the 2014-19 total. A dozen of these were elevated to federal disasters. From deadly landslides in Southeast Alaska to Typhoon Merbok along the Bering Sea coast, all regions of the state have been affected.

"Alaska's Changing Environment" updates key long-term climate trends. It also highlights the changes and impacts that have emerged or accelerated over the past five years.

Though the report covers nearly two dozen topics, the following four changes may be of particular interest to Alaskans.

Warmer, especially in winter

We've all heard that Alaska is warmer now than when our parents were young, but how much so? Alaska's Changing Environment breaks the warming trend down by region and season. Though overall the state has warmed more than 3degF in 50 years, the biggest changes are taking place in winter. The northern portion of the state is now an astonishing 8.2degF warmer, and even in Southeast, where there are fewer changes in any season, winter is on average 2.5degF warmer.




Changing precipitation

Both summer and winter precipitation are changing in Alaska. The past five summers have been especially wet. In Southeast Alaska the recent wetness aligned with the long-term trend. Northwest Alaska had been becoming drier, but, since 2019, it has seen 1.5 times more rain than the 50-year average. Most of Alaska is also seeing rain replace snow in autumn. In some areas, there is also more freezing rain in the middle of winter. Across the state, spring is coming earlier and the entire snow season is about two weeks shorter than it was 25 years ago.

Extreme events are increasing

The frequency and intensity of extreme events like avalanches, landslides, floods and coastal storms are increasing in Alaska. Four fatal landslides have occurred in the past nine years. In 2022, Typhoon Merbok pounded Alaska's western coast, damaging 40 communities. Three consecutive years with high-impact snowstorms have left Anchorage residents reeling. Outbursts from temporary lakes blocked by Mendenhall Glacier have produced record-setting floods in Juneau two years in a row.

Salmon highs and lows

Since 2020, Alaska salmon populations have seen record highs and record lows. In 2022, 80% fewer king salmon returned to the Yukon River than the 30-year average and 90% fewer chum salmon returned to western Alaska. Since, both species rebounded slightly, but returns remain well below average. Meanwhile, nearly double the usual number of sockeye salmon returned to Bristol Bay in 2022. Also, across the state, all species of salmon are maturing at smaller body sizes. These smaller fish produce smaller and fewer eggs.

The visual and concise approach used in Alaska's Changing Environment to communicate environmental change has inspired several spinoffs that explore topical or regional changes across Alaska. To see the entire series and learn about wildfire, berries, Arctic policy and changes to the Bering Sea and Yukon Flats, visit IARC's website (https://uaf-iarc.org/communicating-change/).
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Backyard chickens are here to stay | ScienceDaily
Chickens have been a mainstay in Australian backyards for generations. New research from the University of Adelaide reveals that owners see their chooks as a blend between pet and livestock as well as a trustworthy source of food.


						
"Our research indicated that backyard chickens are seen as both companion animals and as a source of food, falling within a hybrid space of human-animal relations," explains Dr Emily Buddle from the University of Adelaide's School of Humanities.

"They blur the line between what we traditionally call livestock and a companion animal or pet."

Dr Buddle conducted the study, published in Anthrozoos journal, alongside Professor Rachel Ankeny from Wageningen University, Dr Kristen Stevens from the University of South Australia, and Dr Heather Bray from the University of Western Australia.

While other backyard traditions such as home dairies and pig-keeping have diminished, the backyard chook has stood the test of time. The study provides new insight into the motivations, ethics, and perceptions surrounding backyard chickens in Australia.

"Chickens have been part of Australian backyards for a long time, providing a source of food, once destined for the soup pot, and through the provision of eggs, as well as a way to recycle kitchen scraps," Dr Buddle says.

Despite this, participants expressed that their chooks had distinct personalities and pet-like characteristics, often providing companionship. Non-vegetarian participants indicated that while they eat meat, they definitely would not kill or eat their own chickens.




Regardless of the emotional attachment, chickens did not receive the same level of care as more traditional companion animals, such as cats and dogs.

"A surprising finding was that, while being loved companions, most participants were unlikely to take their chickens to the vet," Dr Buddle says.

"They were unable to justify the veterinary cost versus the monetary value of the chicken."

Based on qualitative interviews with 44 backyard chicken owners in Adelaide, the study revealed that a key motivator for keeping chickens was for their utility.

"Chickens offer an ongoing supply of fresh eggs from a known and trusted source," Dr Buddle says.

"It was clear to participants that their chickens were 'definitely free-range,' avoiding the confusion and controversy associated with Australian free-range egg standards."

Dr Buddle explains that previous research from the group has shown that people prefer free-range eggs because they are perceived as "more natural," ethical, and safer. The rise in backyard chickens underscores the distrust in commercial food systems.




Dr Buddle says that their research has policy implications for biosecurity and animal welfare, particularly due to the lack of veterinary attention backyard chickens get.

"Despite recent changes in council regulations, food shortages (particularly through COVID-19 pandemic) and increasing concerns about free range poultry production standards, there had been no research conducted before this to understand what motivates people to keep chooks in their backyard," Dr Buddle says.

"Our research has shown the need for greater research in understanding people's distrust in the food system, particularly with the supermarket duopoly in Australia, and the diverse ways that people navigate these challenges."
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Phosphorylation and dephosphorylation enzyme groups regulate sleep and wakefulness in mammals | ScienceDaily
Recent research has observed that chemical modifications called phosphorylation of various proteins*1) in brain neurons dynamically regulates in controlling sleep and wakefulness. On the other hand, it has not been fully elucidated the protein kinases that suppress sleep and the dephosphorylation enzymes that control sleep and wakefulness. Animals, including humans, require a certain amount of sleep daily. When this sleep requirement is not met, humans experience "sleep deprivation." However, the molecular mechanisms involved in sleep regulation remain unclear.


						
A research group, Professor Hiroki Ueda, Doctoral Student Yimeng Wang, Doctoral Student Siyu Cao, and Lecturer Koji Ode et al. at the Graduate School of Medicine of the University of Tokyo, has discovered that protein kinase A (PKA)*2) promotes wakefulness, while protein phosphatase 1 (PP1) and calcineurin*3), dephosphorylation enzymes, promote sleep in mammals.

Focusing on PKA and dephosphorylation enzymes, the research group created comprehensive gene knockout mice and conducted further experiments inducing the expression of functionally modified enzymes using viral vectors*4). Consequently, they found that PKA activation decreased sleep duration and delta power, and indicator of sleep needs. On the other hand, PP1 and calcineurin activation conversely increased sleep duration and delta power. In these sleep-wake promoting activities, it is essential that PKA, PP1, and calcineurin act at post-synapses responsible for information transmission between neurons. In addition, they demonstrated that PKA and PP1/calcineurin may work competitively to regulate the daily sleep duration.

This study has revealed that the balance between sleep and wakefulness is regulated by the action of multiple enzymes, which is an important finding when considering how to control sleep duration and sleepiness on the molecular level.

This result was achieved in the Ueda Biological Timing Project, a research area of the Exploratory Research for Advanced Technology (ERATO) by the Japan Science and Technology Agency (JST). Under this project, JST is developing "systems biology for understanding humans" using sleep-wake rhythms as a model system in this project, aiming to understand "biological time" information that runs from molecules to individual humans living in society.

(*1) Protein phosphorylation

After proteins are produced by transcription and translation, their activity may be adjusted by various chemical modifications. Phosphorylation is the most ubiquitous modification found in cells. Enzymes that catalyze the reaction of transferring phosphate groups to proteins using adenosine triphosphate as a substrate are called protein kinases, and enzymes that catalyze the reaction of removing phosphorylation modifications from phosphoproteins are called protein phosphatases.




(*2) Protein kinase A (PKA)

A protein kinase activated by cyclic adenosine monophosphate, an intracellular signaling molecule. PKA consists of a catalytic subunit responsible for kinase activity and a regulatory subunit that inhibits enzyme activity.

(*3) Protein phosphatase 1 (PP1) and calcineurin

Among the protein phosphatases, PP1, PP2A, and calcineurin are expressed at high levels in the brain. This study revealed that PP1 and calcineurin have sleep-regulating functions. These dephosphorylation enzymes consist of a catalytic subunit responsible for dephosphorylation activity and a regulatory subunit controlling the enzyme's subcellular localization and enzyme activity. Unlike other dephosphorylation enzymes, calcineurin is characterized by its activation by calcium.

(*4) Viral vectors

A tool for introducing a gene into a cell, taking advantage of the viral ability of cellular infection adeno-associated virus (AAV)-PHP.eB, a type of viral vector modified from AAV, was used in this study. This viral vector allows for highly efficient gene transfer, especially to the central nervous system.
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Tiny dancers: Scientists synchronize bacterial motion | ScienceDaily
Researchers at TU Delft have discovered that E. coli bacteria can synchronise their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. Their findings, which have potential applications in engineering controllable biological oscillator networks, were recently published in Small.


						
An audience clapping in rhythm, fireflies flashing in unison, or flocks of starlings moving as one -- synchronisation is a natural phenomenon observed across diverse systems and scales. First described by Christiaan Huygens in the 17th century, synchronisation was famously illustrated by the aligned swinging of his pendulum clocks. Now, TU Delft researchers have shown that even E. coli bacteria -- single-celled organisms only a few micrometres long -- can display this same phenomenon.

"This was a remarkable moment for our team," said Farbod Alijani, associate professor at the Faculty of Mechanical Engineering. "Seeing bacteria 'dance in sync' not only showcases the beauty of nature but also deepens our understanding of the microscopic origins of self-organisation among the smallest living organisms."

Synchronised movement

Alijani's team, together with TU Delft professor Cees Dekker and the TU Delft spin-off SoundCell, achieved this by using precisely engineered microcavities that trap single E. coli cells from a bulk population. Inside these circular cavities, the bacteria began to exhibit rotary motion akin to pendulum clocks. By connecting two of these cavities with a tiny channel, the researchers observed that after some time, the two bacteria began to synchronise their movements.

"This synchronisation occurs because of hydrodynamic interactions induced by the movement of bacteria in the coupled system," explains Alijani. The team quantified this coupling strength and found that the bacteria's coordinated motion adhered to universal mathematical rules of synchronisation.

Towards a network of coordinated motion

The findings hold significant promise, paving the way for designing micro-tools capable of inducing controlled oscillations and synchronisation in bacterial systems. Such tools could help scientists study bacterial motility and coordination in confined environments, providing a better understanding of microbial active matter.




The team is now exploring more complex systems by coupling multiple cavities to form networks of synchronised bacteria. "We want to uncover how these networks behave and whether we can engineer even more sophisticated dynamical movements," Alijani adds.

Possibilities for drug screening

While this research is primarily fundamental, its potential applications are wide-ranging. "This could even provide a novel approach to drug screening, for instance, by measuring fluid flow changes and forces caused by bacterial movement before and after administering antibiotics," Alijani suggests.

The study was inspired by earlier work where Alijani's team recorded the first-ever sound of a single bacterium using a graphene drum. "We were curious if we could go a step further and create order out of the chaotic oscillations we observed," says Alijani. With this study, they've moved from recording the soundtrack of a single bacterium to orchestrating their 'tango'.
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Ecosystems: New study questions common assumption about biodiversity | ScienceDaily
Plant species can fulfil different functions within an ecosystem, even if they are closely related to each other. This surprising conclusion was reached by a global analysis of around 1.7 million datasets on plant communities. The study was led by Martin Luther University Halle-Wittenberg (MLU) and the University of Bologna. Their findings overturn previous assumptions in ecology. The study was published in Nature Ecology & Evolution and offers insights for nature conservation.


						
When a new plant species wants to populate a new ecosystem, it has to compete with other inhabitants for light, nutrients and water. It would therefore make sense for the different species to stay out of each other's way so that they can fulfil different functions in the ecosystem. This variation in the plants' functional diversity would presumably also be reflected in their phylogenetic diversity, i.e. how closely they are related to one another. "Until now, scientists have assumed that, in an ecosystem, there is a positive correlation between the plant species' functional plant traits, such as height or leaf structure, and their phylogenetic diversity, in other words, the more distantly related the species are in the ecosystem, the more their functional traits should differ," explains Professor Helge Bruelheide, a geobotanist at MLU. One example of this is found in mixed forests, which contain coniferous evergreen tree species whose ancestors lived over 300 million years ago. Deciduous tree species, whose direct ancestors are not even half as old, live closely alongside them. Ferns, whose ancestors are even older, populate the ground below them. "In forests with such a high phylogenetic diversity, we would also expect to find a high functional diversity," says Bruelheide. However, the new study has found that this correlation most likely applies to mixed forests in Northern Europe, but not to the majority of terrestrial ecosystems.

The team of international scientists analysed 1.7 million datasets from the world's most unique vegetation database, 'sPlot'. This database is hosted by the German Centre for Integrative Biodiversity Research (iDiv) Halle-Jena-Leipzig. It contains vegetation records of plants from 114 countries and from all climate zones on Earth. The researchers combined these data with a global phylogeny of all plant species and the world's largest database of plant traits, 'TRY'. "The result came as a complete surprise to us as we discovered that there is no positive correlation between functional and phylogenetic diversity. In fact, the two are often negatively correlated," explains Georg Hahn from the University of Bologna, who began working on the study as part of his master's thesis at MLU.

A more detailed breakdown of the results shows that more than half of the vegetation samples examined had a high functional diversity but only a low phylogenetic diversity. Only around 30 percent of the samples displayed either a high or low level of both types of diversity at the same time. It was particularly surprising that more than half of the plots had a higher level of functional than phylogenetic diversity. "Our study shows that plants in many ecosystems fulfil different tasks even though they are closely related. This has important implications for nature conservation," says Helge Bruelheide. An ecosystem could therefore be vulnerable to climate change if it has either an insufficient number of functionally diverse species or a lack of evolutionary diversity. "Therefore, effective environmental protection means more than just protecting the most species-rich sites. Instead, both functional and phylogenetic diversity must be considered," concludes Bruelheide.

The study was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation).
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Countdown to an ice-free Arctic: New research warns of accelerated timelines | ScienceDaily
The first summer on record that melts practically all of the Arctic's sea ice, an ominous milestone for the planet, could occur as early as 2027.


						
For the first time, an international research team, including University of Colorado Boulder climatologist Alexandra Jahn and Celine Heuze from the University of Gothenburg in Sweden, used computer models to predict when the first ice-free day could occur in the northernmost ocean. An ice-free Arctic could significantly impact the ecosystem and Earth's climate by changing weather patterns.

"The first ice-free day in the Arctic won't change things dramatically," said Jahn, associate professor in the Department of Atmospheric and Oceanic Sciences and fellow at CU Boulder's Institute of Arctic and Alpine Research. "But it will show that we've fundamentally altered one of the defining characteristics of the natural environment in the Arctic Ocean, which is that it is covered by sea ice and snow year-round, through greenhouse gas emissions."

The findings were published Dec. 3 in the journal Nature Communications. Jahn will also present the results in Dec. 9 at the American Geophysical Union annual meeting in Washington D.C.

A Blue Arctic

As the climate warms from increasing greenhouse gas emissions, sea ice in the Arctic has disappeared at an unprecedented speed of more than 12% each decade.

In September, the National Snow and Ice Data Center reported that this year's Arctic sea ice minimum -- the day with the least amount of frozen seawater in the Arctic -- was one of the lowest on record since 1978.




At 1.65 million square miles, or 4.28 million square kilometers, this year's minimum was above the all-time low observed in September 2012. But it still represents a stark decline compared to the average coverage of 6.85 million square kilometers between 1979 and 1992.

When the Arctic Ocean has less than 1 million square kilometers of ice, scientists say the Arctic is ice free.

Previous projections of Arctic sea ice change have focused on predicting when the ocean will become ice free for a full month. Jahn's prior research suggested that the first ice-free month would occur almost inevitably and might happen by the 2030s.

As the tipping point approaches, Jahn wondered when the first summer day that melts virtually all of the Arctic sea ice will occur.

"Because the first ice-free day is likely to happen earlier than the first ice-free month, we want to be prepared. It's also important to know what events could lead to the melting of all sea ice in the Arctic Ocean," Heuze said.

Non-zero possibility

Jahn and Heuze projected/estimated the first ice-free Arctic day using output from over 300 computer simulations. They found that most models predicted that the first ice-free day could happen within nine to 20 years after 2023 regardless of how humans alter their greenhouse gas emissions. The earliest ice-free day in the Arctic Ocean could occur within three years.




It's an extreme scenario but a possibility based on the models. In total, nine simulations suggested that an ice-free day could occur in three to six years.

The researchers found that a series of extreme weather events could melt two million square kilometers or more of sea ice in a short period of time: A unusually warm fall first weakens the sea ice, followed by a warm Arctic winter and spring that prevents sea ice from forming. When the Arctic experiences such extreme warming for three or more years in a row, the first ice-free day could happen in late summer.

Those kinds of warm years have already happened. For example, in March 2022, areas of the Arctic were 50degF warmer than average, and areas around the North Pole were nearly melting. With climate change, the frequency and intensity of these weather events will only increase, according to Heuze.

Sea ice protects the Arctic from warming by reflecting incoming sunlight back into space. With less reflective ice, darker ocean waters will absorb more heat from the Sun, further increasing temperatures in the Arctic and globally. In addition, warming in the Arctic could change wind and ocean current patterns, leading to more extreme weather events around the world.

But there's also good news: A drastic cut in emissions could delay the timeline for an ice-free Arctic and reduce the time the ocean stays ice-free, according to the study.

"Any reductions in emissions would help preserve sea ice," Jahn said.
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Building green and blue spaces, such as parks, in new communities is crucial for cleaner air | ScienceDaily
With house building a priority for the new UK Government, researchers at the University of Surrey are urging city planners not to forget to build "greening areas" such as parks in new communities.


						
Surrey's Global Centre for Clean Air Research (GCARE), working with 30 co-authors from seven countries, found that parks may be the most effective solution for reducing overall air pollution -- cutting air pollution by 22% city-wide. However, the study highlights the importance of evaluating how well different types of green, blue, and grey infrastructure (GBGI) work in smaller spaces and recognising that parks can include multiple features, which together enhance their impact.

The study also examined other common types of green, blue, and grey infrastructure (GBGI), such as trees, green walls, and hedges, and found mixed results for their ability to reduce air pollution.

Trees were most effective in open-road conditions, where they could cut pollution by up to 77%. However, the researchers discovered that planting trees in narrow, enclosed streets -- known as street canyons -can sometimes worsen air quality. This is because certain tree species and arrangements can block airflow, trapping pollution.

Professor Prashant Kumar, lead author of the study and Founding Director of GCARE at the University of Surrey, and the Director of the RECLAIM, said:

"We are beginning to understand just how powerful green infrastructure can be against urban air pollution, but their effectiveness hinges on where and how they are implemented. Our review has found that well-placed greenery can cut black carbon levels by up to 40%, making our communities greener and healthier."

The research is part of the RECLAIM (Reclaiming Forgotten Cities -- Turning Cities from Vulnerable Spaces to Healthy Places for People) project. RECLAIM is a PS1.45m UK Research and Innovation-funded Network Plus initiative. It is led by GCARE in collaboration with the UK Centre for Ecology & Hydrology and the Universities of Bath, Bangor and Warwick.

According to the World Health Organization, ambient (outdoor) air pollution caused 4.2 million deaths in 2019. Major sources of outdoor air pollution include vehicles, power generation, and residential energy for cooking and heating.

Professor Kumar added:

"We have discovered that many of the GBGI lack scientific evidence regarding their effectiveness in removing air pollution. Decisions are often based on expert judgments, and so it is crucial that we fill this knowledge gap as quickly as possible for informed decision-making and for maximising the potential of GBGI."
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Microfiber plastics appear to tumble, roll and move slowly in the environment | ScienceDaily
The first-known direct observations of the movement of microfiber plastics through a thin layer of soil-like particles show that they tend to tumble, roll and sometimes get stuck in spaces.


						
The findings, reported in the journal, Water Resources Research, mean that the fibers could get easily trapped in sediment. The work helps to improve understanding of the exposure risks and possible health impacts of the pervasive pieces of plastic, which are the largest pollutant in the world by mass.

"The fibers tend not to want to move. If anything, they want to stay put and want to attach to something," said Nick Engdahl, corresponding author on the paper and an associate professor in Washington State University's Department of Civil and Environmental Engineering.

In the new study, the researchers carefully inserted 1,200 pieces of fishing line -- one at a time -- through a thin, vertical slice of material with four pores that represent spherical grains of gravel. The fluorescent fishing line pieces that ranged between three and eight millimeters in length were chosen as a material for the study because they were easy to see. Videotaping the fibers' motion showed that the pieces tended to alternate between short periods of tumbling or rolling and longer periods of smooth motion.

Microplastic fibers in the environment have been a growing concern in recent years. Less than five millimeters in size, the thread-like fibers come from synthetic clothing materials like fleece, cosmetics, packaging materials and carpeting. Other research has estimated that about 90% of water worldwide contains microplastic, and 91% of that plastic is made up of microfibers. The fibers have been found to negatively affect small marine organisms, but it's unclear what their impact is on human health and ecosystems, partly because researchers don't know how mobile they are.

"We need to know how they're moving and where they're going to end up to really see their impact in the environment," said Tyler Fouty, first author on the paper, who recently received his Ph.D. at WSU and is now a water resource engineer at Jacobs.

In recent years, Engdahl developed a computer model to simulate how the fibers might move. Researchers have also run plastic fibers through columns of dirt that provided some information, but they couldn't actually watch the fibers move. In the environment, researchers have been able to find where the contaminants start and end up but not how they get there.




"Those experiments don't provide any sense of the mechanisms that are actually causing the fibers to move," said Engdahl.

The researchers extracted travel paths of the fibers from their video and analyzed them to determine their travel times in comparison to microbeads. The researchers found that the fibers travel more slowly than beads, with longer fibers exhibiting even slower movement. With their analysis, they also found that the most common numerical models that might be used to describe the fibers' movement are not accurate.

Capturing the movement of the microfibers directly wasn't easy, said Fouty.

"The most important lesson we learned in this work was that direct observations of the transport behaviors are very difficult to obtain," he said. "We expected that the challenges of trajectory capture could be greatly simplified if relatively large fibers and a relatively large domain were used, but even then, unexpected behaviors were encountered."

The researchers would like to continue the work to include other aspects of transport, including more precise control of flows and using different types of fibers. The work was partially funded by the National Science Foundation.
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The viral puzzle of why humans are susceptible to hepatitis B virus, but monkeys are not | ScienceDaily
Hepatitis B virus (HBV) infection is a leading cause of chronic liver diseases, that spreads among individuals through blood or body fluids. According to the World Health Organization, globally 1.2 million new HBV infections are reported every year. Caused by the HBV, these infections are limited to a few species, including humans and chimpanzees. Despite their close evolutionary relationship with these animals, old-world monkeys are not susceptible to HBV infections. In a new study published in Nature Communications on October 25, 2024, scientists including Dr. Kaho Shionoya from the Tokyo University of Science, Dr. Jae-Hyun Park, Dr. Toru Ekimoto, Dr. Mitsunori Ikeguchi, and Dr. Sam-Yong Park from Yokohama City University, along with Dr. Norimichi Nomura from Kyoto University, collaborated under the leadership of Visiting Professor Koichi Watashi from the Tokyo University of Science to uncover why monkeys are naturally resistant to HBV infection.


						
Using cryo-electron microscopy, scientists solved the structure of a membrane receptor found in liver cells called the sodium taurocholate co-transporting polypeptide (NTCP) in macaques. HBV binds to human NTCP using its preS1 region in the surface protein. Prof. Watashi explains, "We identified a binding mode for NTCP-preS1 where two functional sites are involved in human NTCP (hNTCP). In contrast, macaque NTCP (mNTCP) loses both binding functions due to steric hindrance and instability in the preS1 binding state."

To understand this 'interspecies barrier' against viral transmission, Prof. Watashi and his team compared the structures of hNTCP and mNTCP, identifying differences in amino acid residues critical for HBV binding and entry into liver cells. hNTCP and mNTCP share 96% amino acid homology, with 14 amino acids distinct between the two receptors. A key distinction among these differences is the bulky side chain of arginine at position 158 in mNTCP, which prevents deep preS1 insertion into the NTCP bile acid pocket. For successful viral entry into liver cells, a smaller amino acid like glycine, as found in hNTCP, is necessary.

Interestingly, the substitution of Glycine by Arginine in mNTCP was at a position far away from the binding site for bile acid. Prof. Watashi adds, "These animals probably evolved to acquire escape mechanisms from HBV infections without altering their bile acid transport capacity. Consistently, phylogenetic analysis showed strong positive selection at position 158 of NTCP, probably due to pressure from HBV. Such molecular evolution driven to escape virus infection has been reported for other virus receptors." Further lab experiments and simulations revealed that an amino acid at position 86 is also critical for stabilizing NTCP's bound state with HBV's preS1 domain. Non-susceptible species lack lysine at this position, which has a large side chain; macaques instead have asparagine, which contributes to HBV resistance.

The researchers also noted that bile acids and HBV's preS1 competed to bind to NTCP, where the long tail-chain structure of the bile acid inhibited the binding of preS1. Commenting on these findings, Prof. Watashi stated, "Bile acids with long conjugated chains exhibited anti-HBV potency. Development of bile acid-based anti-HBV compounds is underway and our results will be useful for the design of such anti-HBV entry inhibitors."

In a world where the majority of HBV infections are concentrated in low- and middle-income countries, the high costs of treatment pose not only a healthcare crisis but also an economic burden that ripples through societies. This groundbreaking study sheds light on how natural evolution has equipped certain species with defenses against this debilitating disease, marking a pivotal advancement in our understanding of viral interactions. By unraveling the structure of mNTCP and pinpointing the amino acids that facilitate viral entry into liver cells, researchers have opened the door to new therapeutic avenues. Furthermore, the implications extend beyond HBV, offering critical insights into other viruses, including SARS-CoV-2, and their potential to cross species barriers. This research not only enhances our understanding of viral dynamics but also serves as a crucial tool in the ongoing quest to predict and prevent future pandemics.
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New hydrogel could preserve waterlogged wood from shipwrecks | ScienceDaily
From the RMS Titanic to the SS Endurance, shipwrecks offer valuable -- yet swiftly deteriorating -- windows into the past. Conservators slowly dry marine wooden artifacts to preserve them but doing so can inflict damage. To better care for delicate marine artifacts, researchers in ACS Sustainable Chemistry & Engineering developed a new hydrogel that quickly neutralizes harmful acids and stabilized waterlogged wood from an 800-year-old shipwreck.


						
Wooden artifacts from shipwrecks are drenched with seawater, an environment that enables acid-producing bacteria and wood-eating fungi to thrive. To prevent damage from acid and microbes, conservators usually remove water from these artifacts by freeze-drying or using a process that replaces the water with highly pressurized carbon dioxide or a viscous polymer. However, these processes can take months and increases brittleness or warps the artifacts. A newer alternative is to plaster wet, historic wood with a gel that acts like a face mask, infusing the wood with acid-neutralizing or antimicrobial compounds. But peeling away the mask later can harm the item's surface. So, Xiaohang Sun and Qiang Chen set out to develop a hydrogel that would disperse acid- and microbe-fighting compounds through the wood and gradually dissolve over time to avoid surface damage.

The researchers began by mixing two polymers with potassium bicarbonate, an acid-neutralizing compound, and silver nitrate, which forms antimicrobial nanoparticles that link the polymers together to form a gel. By adjusting the amount of silver nitrate, they were able to create hydrogels with different staying power. Gels with less silver liquified after 3-5 days, and those with more silver remained a gooey solid.

As a proof-of-concept approach, the team pasted hydrogels with varying amounts of silver onto 800-year-old pieces of wood from the Nanhai One shipwreck, which was discovered off China's south coast. They found that each gel neutralized acid up to 1 centimeter deep after 10 days, but the dissolving gels that contained less silver did so more quickly, after 1 day. The team also found that artifacts treated with the liquifying gels better maintained their cellular structure and were less brittle than those treated with the solid gels. The researchers say their new hydrogel could be used to preserve and strengthen wood from shipwrecks without causing additional damage, enhancing the ability to untangle the mysteries of the past.

The authors acknowledge funding from National Natural Science Foundation of China and the Guangdong Basic and Applied Basic Research Foundation.
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Scientists identify brain cell type as master controller of urination | ScienceDaily
Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.


						
The research, published today as a Reviewed Preprint in eLife, is described by editors as an important study with convincing data showing that estrogen receptor 1-expressing neurons (ESR1+) in the Barrington's nucleus of the mouse brain coordinate both bladder contraction and relaxation of the external urethral sphincter.

Urination requires the coordinated function of two units of the lower urinary tract. The detrusor muscle of the bladder wall relaxes to allow the bladder to fill and empty, while the external sphincter opens when it's appropriate to allow urine to flow out, but otherwise keeps tightly shut.

"Impairment of coordination between the bladder muscle and the sphincter leads to various urinary tract dysfunctions and can significantly degrade a person's quality of life," says first author Xing Li, Advanced Institute for Brain and Intelligence, School of Physical Science and Technology, Guangxi University, Nanning, China. "But although we know the individual nerve signalling pathways that control each of these urinary tract components, we don't know which brain areas ensure they cooperate at the right time."

To explore this, the authors used state-of-the-art live cell imaging to study the activity of brain cells in anaesthetised and awake mice during urination. They focused on a brain region called the pontine micturition centre (PMC), otherwise known as the Barrington's nucleus, and compared the activity of different PMC nerve cell subtypes.

In their first experiments, they measured the activity of the cells as the bladder empties by measuring changes in levels of calcium. This revealed that the electrical firing rate of a subset of PMC cells expressing estrogen receptors (PMCESR1+ cells) was tightly linked to bladder emptying. When they combined this with monitoring bladder physiology, they found that it was not only the timing of PMCESR1+ cell activity that correlated with bladder emptying, but the strength of cell electrical activity, too.

Next, they tested what happened to urination if they blocked or triggered the PMCESR1+ cells. They found that when PMCESR1+ cell activity was blocked, the amount of urine the mice passed was significantly reduced and ongoing urination was suspended from the moment the cells were inactive. To understand the mechanism behind this, they measured the activity of the bladder muscle and sphincter. They discovered that both increase of bladder pressure and sphincter muscle bursting activity associated with bladder emptying both stopped when PMCESR1+ cell activity was blocked during an ongoing voiding even. Similarly, when PMCESR1+ cells were artificially activated using light, bladder emptying occurred 100% of the time. This suggests that PMCESR1+ cells work as a reliable master switch that either initiates or suspends bladder emptying.

To test whether PMCESR1+ cells can influence bladder emptying independently of controlling the sphincter, they disconnected either the nerve carrying messages from the brain to the sphincter, or the nerve carrying messages from the brain to the bladder. They found that PMCESR1+ cell control of the bladder was fully operational even when communication to the sphincter was blocked, and vice versa. This showed the cells could control the bladder and sphincter independently of one another, but the question remained: could they coordinate the action of the bladder muscle and sphincter together? That is, operate them in a controlled, perfectly timed manner, to trigger bladder emptying when appropriate?

To explore this, they simultaneously recorded bladder pressure and electromyography measurements of sphincter activity. The timing of bladder pressure changes immediately before sphincter bursting activity was consistent for both spontaneous bladder emptying and emptying caused by activating the PMCESR1+ cells, showing that these cells can coordinate the two steps in a precisely temporal sequence and controlled way.

"Our study shows that a subset of cells in the Barrington's nucleus of the brain can initiate and suspend bladder emptying with 100% accuracy when needed, for example, to release only a small volume for landmarking by animals, or for a human to urinate into a small sample tube for a health check," concludes senior author Xiaowei Chen, Third Military Medical University, and Chongqing Institute for Brain and Intelligence, China. "While other cells will no doubt be involved in perfect urination control, our pinpointing of PMCESR1+ cells' crucial role in bladder-sphincter coordination will aid the development of targeted therapies for treating urination dysfunction caused by brain or spinal cord injury or peripheral nerve damage."
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Study finds American, Canadian universities vary widely in preparing future urban planners for climate change | ScienceDaily
Urban and community planners have a vital role in preparing their cities for climate change. But are the university programs training them for those careers adequately preparing them for climate change in terms of mitigating, adapting to and being resilient to the effects of climate change? New research from the University of Kansas has found American and Canadian universities have made progress but vary widely in how they address climate change in their curriculum.


						
The need to address climate change in urban planning has been acknowledged for some time, but standards on how to do so have been absent. To better understand how planning programs are covering the issue, three researchers surveyed how North American universities include the topic in their curriculum.

Elisabeth Infield of the University of Massachusetts Amherst, Mark Seasons of the University of Waterloo and Ward Lyles, associate professor of public affairs & administration at KU, surveyed more than 100 universities. The study was published in the journal Planning Practice & Research.

Results of the Canadian study showed planning programs tend to cover the basics of climate science in topic-specific courses and that the majority of such content was offered in allied fields such as geography. Courses were regularly designed to promote active learning, considered local and regional context and focused on themes of justice, equity and vulnerability to hazards. Courses tended to also focus on solutions more than the physical science.

"We see that as an understandable area of focus the last 20 years, because the science is fairly settled and we're not having to catch people up," Lyles said. "In the earlier days people were talking about working to stave off climate change, but once Hurricane Katrina hit (in 2005), you could see the writing on the wall clearly."

A study of U.S.-based programs found those offering a full course on climate change nearly doubled from 2010 to 2023 and that such courses were found across the country in both traditionally red and blue states.

A third, binational study aimed to identify the kinds of climate change-related content delivered in accredited planning programs in the U.S. and Canada and gather insight on what factors can facilitate or impede the subject in curriculum. Program directors and faculty members surveyed on the topic indicated that more than 60% of programs have semesterlong elective courses on climate change, followed by required courses on climate change modules. Respondents also indicated they focus more on teaching adaptation than climate mitigation and that faculty and students most often advocated for teaching the topic than administrators, alumni or prospective employers.




Taken together, the three studies show that American and Canadian urban planning programs are increasingly addressing climate change as a central topic in education. Most include it in preexisting and often elective courses. Programs also often struggle in how deeply to cover the subject and how to apply it across areas of planning. There also tends to be more focus on adaptation in planning than on mitigation or incorporating resilience into community planning.

"We don't believe you should be able to come out of a planning program without addressing climate change," Lyles said. "We expect that there should be a standalone course on climate change but that we also need to work on how it will be part of all realms of urban planning education."

The authors include a list a recommendations:
    	Requiring core climate change courses in planning education and practice.
    	Tracking if and how accredited planning programs comply with requirements for climate change as part of core curriculum.
    	Increasing opportunities for cross-program and cross-national exchange on teaching the topic in planning.
    	Expanding perspectives beyond traditional approaches to reducing greenhouse gas emissions and adaptation to climate impacts to more centrally include equity and justice in transformative planning.
    	Leading by example to communicate the urgency of mitigation and adaptation and to integrate the issue into existing classes.

Lyles said addressing the topic, especially with young people who will be the next generation of planners, may be practically and emotionally difficult, but is necessary for the profession to address. Future planners will be tasked with deciding how community assets are deployed and cities are designed to withstand the increasingly severe effects of climate change.

"We found little focus on asking, 'How do you talk to young people whose relative contribution to the problem is negligible and have been constantly told the world is struggling?' How do we teach them about the issue? Despondency is rarely a good motivator," Lyles said. "We're trying to train planners to do what's right and lead community conversations. That takes a lot of emotional intelligence. There are a lot of hard things to talk about, and we're not doing that well enough."
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A caving expedition yields valuable insight into the challenges of field research | ScienceDaily
Lab-based research is a bedrock of how modern science is practiced, but it cannot account for most experiences humans encounter outside the lab. Likewise, most of these experiences cannot be replicated in a lab setting.


						
This is especially true in the field of cognitive neuroscience and neuropsychology, where environmental stressors can unexpectedly influence how humans think and react. But by bringing lab-based methods and equipment into the field, a Concordia-led group of researchers hoped to achieve a deeper understanding of what happens to people in difficult environmental circumstances.

In a paper published in the Journal of Environmental Psychology, they describe how they gathered useful data from a group of people living in extreme conditions, as well as the challenges they faced and the lessons they learned. The research was conducted under the supervision of Emily Coffey, an associate professor in the Department of Psychology.

Their subjects were members of an expedition organized by Speleo Quebec that was exploring a cave complex in the Sierra Negra Mountain, about 300 kilometres southeast of Mexico City. The researchers joined them halfway through a three-week mission. The cavers experienced daily physical exertion, isolation and spartan hygiene and sleeping quarters -- a far cry from the strict parameters involved in orthodox lab work.

"Lab work is highly controlled and therefore reproducible across hundreds of tests, but it is not going to be very naturalistic," says Hugo Jourde, the paper's lead author and a PhD student at the Coffey Lab: Audition, Sleep & Plasticity. "On the other end of the spectrum are field missions, where you have no control over the environment. We believe there is value in both these approaches."

They hoped their research would document the challenges of performing field-based cognitive science while simultaneously proposing a framework for future studies. They used their Mexico expedition as a case study for empirical support.

"At this point, the main focus was to see what was feasible and what was not," he says.




Getting data is difficult but not impossible

Four researchers joined the seven spelunkers in the second week of a three-week mission in March 2023. The nine men and two women had varying levels of experience caving or climbing and were aged between 27 and 65.

The researchers selected a set of questionnaires, cognitive tasks, physiological measures, equipment readings from heart monitors and body-mounted cameras, and one-on-one interviews to gather their data. They were particularly looking at measures of fatigue, emotional regulation or cognitive performance. They also took sleep measurements on a sub-group of cavers.

Logistical difficulties, time constraints and physical exhaustion forced the researchers to quickly adapt their approach. Despite the small number of subjects and the lack of equipment needed to monitor them all, the overall experience still yielded important results, according to Jourde.

"The focus of this study was to see whether it was possible to gather data in this environment," he emphasizes. "We knew there would not be any statistical power to most of this, but we were able to gather data that was usable."

Jourde says this study will help conduct future research on work in extreme environments, a topic of particular importance to organizations like NASA and the European Space Agency. At the same time, they did gain insights into the relationship between cognitive workload, sleep and workplace safety.

"Caving is an extreme environment, and it teaches us a lot about other dangerous and physically demanding work. People don't have to be taking part in a caving or space expedition; it's for anyone doing a difficult job."

Anita Paas, PhD 24, Arnaud Brignol, Marie-Anick Savard, Zseyvfin Eyqvelle at Concordia and Samuel Bassetto and Giovanni Beltrame from Polytechnique Montreal also contributed to this study.

The Government of Canada's New Frontiers in Research Fund and the Canadian Space Agency provided support for this study.
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Controlling a cancer-associated gene can mimic muscle growth from exercise | ScienceDaily
Researchers have long known that there is a relationship between the cancer-associated gene MYC (pronounced "Mick") and exercise adaptation. When human muscles are exercised, MYC is found to increase transiently in abundance over 24 hours. But as we age, the MYC response to exercise is blunted, perhaps explaining a reduced ability to recover from exercise and maintain or gain muscle.


						
Knowing the precise mechanisms by which MYC drives muscle growth could prove instrumental in creating therapies that reduce muscle loss from aging, potentially improving independence, mobility and health.

New research published in EMBO Reports now adds an important dimension to our understanding of the role of MYC in skeletal muscle. The work is the product of 20 authors representing five institutions: the U of A, the Karolinska Institute in Sweden, Linkoping University in Sweden, Oakland University and the University of Kentucky.

Given so many contributors, the paper is rich with data but essentially boils down to two parts. The first is a 24-hour chronicle of the molecular landscape of the human muscles following resistance exercise. The second half examines the use of mouse models to determine if controlled doses, or pulses, of MYC within skeletal muscles would be enough to stimulate muscle growth independent of actual exercise. The short answer: yes.

The Molecular Landscape of MYC

Co-first author Ronald Jones, a Ph.D. candidate in the U of A's Department of Health, Human Performance and Recreation, noted that most studies tend to look at the molecular landscape of the human body by taking biopsies prior to exercise and then a few hours later. But by taking multiple biopsies over a period of 24 hours, which the team in Sweden oversaw, the researchers were able to get a more complete profile of how the body adapts to exercise over time and what genes are most important in that process.

"We show that the peak of responsiveness and where most things were happening was actually eight hours after exercise," Jones explained. He added that they found that three hours after exercising, MYC ranked as the third most important molecule. "And then at eight and 24 hours, it was the most influential. So it was really important to get those time points and to map out the body's response to acute exercise."

Once the researchers had a clearer understanding of what was happening molecularly in human muscles over time, they wanted to isolate MYC and see if it alone was enough to facilitate muscle growth. This was done by genetically controlling the levels of MYC in their skeletal muscles using a specialized mouse model. The mice weren't given an exercise wheel, which would naturally promote muscle growth, but were otherwise allowed to move around normally.




Samples were then taken from the soleus muscles of their lower legs, which are utilized in basic activities like standing or walking around. Analysis confirmed that MYC alone led to increased muscles mass and fiber size in the soleus in comparison to genetically identical mice that did not have MYC pulses but otherwise lived under identical circumstances. Thus, the team was able to effectively "mimic" the exercise response without exercise.

The Meaning of MYC

These findings further the argument that MYC is a key player in muscle growth from resistance training. Even so, MYC is not likely to be the basis of a new therapy for sarcopenia or a performance-enhancing drug. MYC regulates roughly 15 percent of the estimated 20,000 genes in the human body, meaning it could have unpredictable downstream effects involving thousands of genes. It is also a potent oncogene, meaning the very growth it promotes in skeletal muscle could stimulate cellular proliferation if overexpressed in organs like the liver, resulting in tumors. Administering MYC alone could have unintended and deadly side effects.

Kevin Murach, an assistant professor at the U of A and Jones' adviser in the department, was a senior and corresponding author on the paper. Murach commented that "it's interesting that one of the things that is known to cause cancer also regulates the muscle growth response to exercise. This suggests shared regulation and that 'growth is growth.'"

Murach added, "The take-home isn't necessarily that we need to induce MYC in muscle to mimic exercise, but that we can harness the knowledge of what this oncogene affects in muscle and then try to design therapies and interventions for atrophy and enhancing muscle adaptability that activate those positive downstream effects of MYC without evoking the possibility of oncogenesis."

In addition to being an oncogene, MYC is also one of the four Yamanaka factors, which are four protein transcription factors that can revert highly specified cells (such as a skin cell) back to a stem cell, which is a younger and more adaptable state. In the correct dosages, inducing the Yamanaka factors throughout the body in rodents can ameliorate the hallmarks of aging by mimicking the adaptability that is common to more youthful cells.




Of the four factors, only MYC is induced by exercising skeletal muscle. These findings provide further motivation for the researchers to understand what MYC is doing in muscle from an aging context with exercise.

Moving forward, Jones will continue to dig deeper into the mysteries of MYC as the focus of his dissertation. "I'm super passionate about it," he said. "I wake up every day thinking about this project. I love working on this project, and I think MYC is one of the most heavily influential molecules in muscle tissue... but there is still so much we don't know."

Joining Jones and Murach as co-authors on the paper from the U of A are Sabin Khadgi, a research technician for muscle physiology; PJ Koopmans, a Ph.D. candidate; Toby Chambers, a post-doctoral scholar; Francielly Morena, a recent U of A Ph.D. graduate; and Nicholas Greene, a professor and director of the Exercise Science Research Center.
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Combo-drug treatment to combat Melioidosis | ScienceDaily
Melioidosis -- a bacterial infection that causes fever, pneumonia, and sepsis -- presents two enormous challenges for infectious disease experts: it kills roughly half the people who contract it and it is extremely tough to treat even in countries with advanced health care systems.


						
The pathogen that causes melioidosis is so virulent it was used as a biologic warfare agent in World Wars I and II. Treatment demands an expensive, long-term IV and antibiotic regimen that is difficult to enact in southeast Asia and northern Australia where melioidosis is prevalent. And while the disease itself is rare in the United States, the first known case of environmental transmission occurred here in 2022.

Princeton Chemistry's Seyedsayamdost Lab offers a promising treatment for this neglected tropical disease with a combination of low-dose antibiotics that targets the pathogen but leaves gut microbiome bacteria unscathed.

The researchers' approach could herald a shift in the way we use antibiotics. By attacking the pathogen's unique and hidden metabolic "vulnerabilities," the lab offers a new tool in the global challenge to counteract antibiotic resistance and uncover similar combination therapies for other diseases.

"Virtually all antibiotics are A-bombs. They are broad-spectrum and we use them in such high doses that they eradicate nearly everything in and around them, notably bacteria that protect us. That's a problem," said Mohammad Seyedsayamdost, professor of chemistry. "We found that even low doses of antibiotics reveal susceptibilities that are difficult to detect but can be leveraged, once known. That was the 'aha' moment.

"Low-dose or subinhibitory doses of antibiotics don't affect growth of the pathogen but have a significant impact on its physiology and metabolism. And once we noticed that, we took advantage of this very unique response to combat an organism that is really difficult to kill."

The lab's research, Combatting melioidosis with chemical synthetic lethality, was published in the Proceedings of the National Academy of Sciences (PNAS) in collaboration with the Davis Lab at Emory University and the Chandler lab at the University of Kansas.




"To me, the most exciting part of this paper is its potential to change how we think about antibiotic development," said the paper's lead author and former Mo Lab graduate student Yifan Zhang. "We've known for a long time that antimicrobial resistance is a growing global crisis, and yet the pipeline for new antibiotics has been alarmingly slow. With this study, our goal was to take a different approach -- one that doesn't just focus on finding a new 'silver bullet,' but instead looks at how we can outsmart pathogens by exploiting their metabolic vulnerabilities.

"This work also reinforces how important it is to think beyond traditional boundaries in science," added Zhang, now a medical student at Robert Wood Johnson. "Combining ideas from the oncology space with our knowledge of microbiology and microbial metabolism, required us to challenge a lot of assumptions about how antibiotics 'should' work. It's exciting to see those risks pay off with a discovery that could genuinely help patients."

Looking at the pathogen through HiTES 

Melioidosis is caused by the bacterium Burkholderia pseudomallei. One traditional method of determining antibiotic efficacy against it is by looking for signs of Burkholderia growth with the unaided eye or through a simple assay, and then treating it with a broad-spectrum antibiotic that kills everything in its path: antibiotic as blunt instrument.

But the Mo Lab used another method, High Throughput Elicitor Screening (HiTES), a technology for which Seyedsayamdost was awarded a 2020 MacArthur Prize, to peer deeply into the metabolome for clues to bacterial vulnerability.

HiTES revealed that this pathogen's metabolism is altered dramatically with low-dose antibiotics. In essence, low-dose trimethoprim opens up a secondary, previously unknown, metabolite stress response in the pathogen. Under these conditions, the researchers found the folate biosynthetic enzyme FolE2 to be conditionally essential, an enzyme that's not widely found in bacteria and that, ironically, makes it easy to exploit.




By using an approach called chemical synthetic lethality, they were able to successfully combine trimethoprim with a natural product, dehydrocostus lactone (DHL), to inhibit the function of FolE2, cutting off this secondary response on which the bacteria relies for survival ... and doing it in a way that selectively kills the pathogen without annihilating the gut's essential bacteria.

"Basically we accomplished the molecular version of synthetic lethality, a well-known genetics phenomenon, wherein two mutations are only deadly when combined," said Seyedsayamdost. "You add one molecule, it has no effect. You add a second molecule, it has no effect. But you combine the two molecules -- in this case, trimethoprim and DHL -- and the combination is deadly. We mixed genetics and chemistry, and it worked."

The research also suggests that this combination therapy can be used against any organism to find treatments that are less destructive systemically.

"Ultimately, I hope this research doesn't just stop at Burkholderia pseudomallei," said Zhang. "If we can expand this strategy to other pathogens, I believe we can open up entirely new avenues for developing treatments that are not only effective but also respect the delicate balance of our microbiomes.

"Knowing that our work has the potential to contribute to targeted, life-saving treatments for such a devastating disease is both humbling and deeply fulfilling. That's the bigger picture that keeps me motivated and excited about where this work can lead."
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Rats on cocaine: When aversion is not enough | ScienceDaily
Consuming addictive substances often involves an unpleasant experience, like using a needle, ingesting a bitter substance or inhaling smoke. These distasteful experiences -- known as aversive cues -- and our initial reactions to them are pivotal to understanding who will become an addict, said University of Texas at El Paso biologist Travis Moschak, Ph.D.


						
"Aversive cues matter from the very first exposure," Moschak said. But until now, he said, there hasn't been a good animal model to study this concept.

Moschak is the lead author of a new study published this month in the journal Drug and Alcohol Dependence that describes a novel approach for rats to self-administer cocaine and encounter aversion from that very first "high."

The study found widely varying responses in rats, revealing that individual reactions to the unpleasant aspects of drug consumption can be important in determining susceptibility to addiction.

Moschak explained that nearly 30 rats were given the opportunity to self-administer small doses of cocaine by poking their nose into a designated hole. Each dose of cocaine was preceded by a small, bitter-tasting dose of quinine, a substance that is safe for rats and commonly used to impart the bitter flavor in tonic water. The study measured the rats' response to the mixed positive-negative experience of the cocaine and quinine and gauged whether their dislike of the quinine outweighed the impact of the cocaine.

After having the opportunity to self-administer the cocaine, Moschak said that three distinct patterns became evident among the rats. One group responded strongly to the quinine and stopped self-administering the cocaine entirely, which can be compared to the experience of a person who tries a drug, has a negative experience, and never does it again. A second group started off consuming the cocaine in low doses but gradually increased their consumption, indicating that the quinine did not deter them enough to stop. A third, unexpected group began the study with heavy cocaine consumption but then gradually leveled off.

"The third group surprised us," Moschak said. "They seemed to have over-indulged and the combination of too much cocaine and too much aversive stimulus took over."

While previous studies have explored the relationship between aversive cues and drug use, Moschak's research is the first to study them as a paired experience from the very first instance of drug use, he said.




"These findings could help explain why some individuals develop substance use disorders while others do not, and future studies may uncover genetic or neural differences that could guide targeted treatments," Moschak said.

The rats were taken off of the cocaine at the conclusion of the study and were unharmed by the experience, the team said. Future research will examine the brain regions in the rats that are active during drug use with an aversive cue and seek to understand the genetic or biological differences behind the rats' differing experiences.

"This is a fascinating study with great potential to help us better understand and address drug abuse in people," said Robert Kirken, Ph.D., dean of the College of Science. "With further study, this research could lead to better ways to prevent and treat addiction."

The cocaine used in the study was procured through the National Institute on Drug Abuse's Drug Supply Program, which supplies restricted substances for the purpose of research.
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Streams near farms emit high levels of greenhouse gas | ScienceDaily
In the upper reaches of a Minnesota watershed, the water is so full of dissolved nitrous oxide that University of Illinois Urbana-Champaign hydrologist Zhongjie Yu likens it to a soda can.


						
"If you grab water from the local streams and measure nitrous oxide, the saturation is tens of thousands of times higher than it would be at equilibrium with the atmosphere. In other words, it's super-saturated with this potent greenhouse gas. Naturally, you wonder where it's coming from," said Yu, an assistant professor in the Department of Natural Resources and Environmental Sciences, part of the College of Agricultural, Consumer and Environmental Sciences at Illinois.

In two recent papers, Yu and his collaborators found that emissions from streams like the one they sampled in Minnesota are largely derived from nitrification processes in agricultural soils. Further, they found that stream emissions make up a much greater portion of the annual nitrous oxide budget than previously known.

"The conventional method to estimate nitrous oxide emissions is to measure from a chamber placed on the soil surface, but focusing entirely on soil doesn't give you any idea of nitrous oxide emissions from downwind or downstream ecosystems that receive excess nitrogen lost from agricultural systems," Yu said. "When we traced those downstream emissions, we found they could potentially account for one-third of the total nitrous oxide emissions within the Corn Belt region."

Backing up, it's relatively straightforward to measure the total nitrous oxide emissions in a given year. The greenhouse gas, which traps heat nearly 300 times more efficiently than carbon dioxide, is long-lived in the atmosphere. So if scientists measure it at one time point, it's easy to calculate how much more has accumulated in the following season or year. What's more challenging is determining where it's coming from.

It is generally accepted that agriculture is a major source of nitrous oxide in the atmosphere. When farmers apply nitrogen-based fertilizer, some is taken up by crops, some is lost to nearby streams, and some is transformed by soil microbes into nitrous oxide. The gas can escape into the air immediately or, if it is trapped belowground in soil pores, it can dissolve into soil water and eventually be carried to groundwater and/or streams during rain or snowmelt events.

Yu says the portion of nitrous oxide that is stored in soil, transported with runoff, and emitted from receiving streams and rivers has been overlooked as part of agriculture's contribution to greenhouse gas emissions.




"By better understanding these indirect stream emissions, we can refine estimates of direct soil emissions. In our case, the high contribution of stream emissions suggests that soil emissions may have been overestimated in current regional nitrous oxide budgets," Yu said. "Establishing a robust regional nitrous oxide emission inventory is an important first step in designing effective mitigation strategies and verifying their outcomes at large spatial scales."

During the microbial processes of nitrification and denitrification, nitrogen and oxygen -- the components of nitrous oxide -- take on subtle isotopic changes that Yu's instruments can read like a fingerprint. When his team sampled stream water, they could tell that up to half of the nitrous oxide came from the process of nitrification in agricultural soils. The analysis also revealed what Yu calls "hot spots" and "hot moments" of nitrous oxide production and subsequent loss to waterways, such as after the application of ammonia-based fertilizers, followed by intensive rainfall events.

"Our results suggest that stream emissions are highest in areas with strong connections between streams and surrounding soils, particularly during wetter periods. Large storm events, snowmelt, and installations of tile drains, which enhance soil-stream connections, contribute disproportionately to high nitrous oxide emissions via streams," he said. "These areas and events should be prioritized for targeted mitigation efforts."

When the team sampled air from a tall tower 328 feet above ground, isotopic signatures revealed that at least 35% of nitrous oxide in the region came from streams. Yu is cautious not to overstate that estimate, however, given that it came from only one tower in Minnesota. He and his collaborators plan to sample a greater area across a seven-tower network in the near future. Still, the finding suggests scientists and land managers should pay more attention to ag-connected streams.

"When discussing agricultural nitrous oxide emissions, the focus is often on fertilizer nitrogen inputs or low nitrogen use efficiency in agricultural systems. The results from our studies broaden this understanding by revealing the potential importance of indirect emission pathways via streams and rivers," Yu said. "This means that management practices that reduce leaching or promote efficient water recycling are not only best management practices for improving water quality, but also have the potential to lower greenhouse gas emissions from intensively agricultural regions. For example, incorporating winter cover crops in rainfed fields or controlled irrigation can be effective strategies.

"On the other hand, practices that promote enhanced soil water infiltration (that is, water movement via soil profiles), which is generally regarded as beneficial for preventing water-logged soil conditions, could inadvertently increase downstream nitrous oxide emissions," he added. "This highlights the need for holistic management approaches that consider both nitrogen and water cycles in tandem."
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Chemical structure's carbon capture ability doubled | ScienceDaily
Oregon State University scientists have found a way to more than double the uptake ability of a chemical structure that can be used for scrubbing carbon dioxide from factory flues.


						
The study involving metal-organic frameworks, or MOFs, is important because industrial activities, among them burning fossil fuels for energy, account for a significant percentage of the greenhouse gas in the Earth's atmosphere. In the United States, 16% of total carbon dioxide emissions are from industry, according to the Environmental Protection Agency.

OSU researchers led by Kyriakos Stylianou of the College of Science worked with a copper-based MOF and found that its effectiveness at adsorbing carbon dioxide more than doubled when first exposed to ammonia gas.

"The capture of CO2 is critical for meeting net-zero emission targets," said Stylianou, associate professor of chemistry. "MOFs have shown a lot of promise because of their porosity and their structural versatility."

MOFs are crystalline materials made up of positively charged metal ions surrounded by organic "linker" molecules known as ligands. The metal ions make nodes that bind the linkers' arms to form a repeating structure that looks something like a cage; the structure has nanosized pores that adsorb gases, similar to a sponge.

MOFs can be designed with a variety of components, which determine the MOF's properties, and there are millions of possible MOFs, Stylianou said. More than 100,000 of them have been synthesized by chemistry researchers, and the properties of hundreds of thousands of others have been predicted.

In addition to the capture of carbon dioxide and other types of gases, MOFs can be used as catalysts and for energy storage, drug delivery and water purification.




When exposed to ammonia gas, the MOF in this study, mCBMOF-1, showed a carbon uptake capacity comparable to or greater than that of the traditional amine-based sorbents that are widely used for carbon dioxide capture in industrial applications. And compared to amine-based sorbents, MOFs are more stable and can be regenerated using less energy -- in this case, by immersion in water.

"The MOF is activated by removing water molecules to expose four closely positioned open copper sites," Stylianou said. "Then we introduce the ammonia gas, which causes one of the sites to be occupied by an ammonia molecule. The remaining sites attract CO2, promoting interaction with ammonia to form carbamate species."

The carbamates -- compounds with a range of uses in industry, agriculture and medicine -- are released during the water immersion that regenerates the MOF's pristine structure, making it reusable for ongoing carbon capture.

The findings emphasize that MOF structures can be tailored with functional groups to enhance their interactions with specific target molecules, such as carbon dioxide, Stylianou said; similar strategies could be applied to other MOFs and gases.

"Our study's use of sequential pore functionalization to enhance CO2 uptake without significantly increasing regeneration energy is a terrific development," he said. "The formation of a copper-carbamic acid complex within the pores suggests strong and selective interactions with CO2, which is crucial for ensuring that CO2 is preferentially adsorbed over other gases in flue emissions."

The study, published in JACS Au, was supported by Saudi Aramco and Baydin Inc.

Collaborators included Oregon State University graduate student Ankit Yadav and postdoctoral scholar Andrzej Gladysiak as well as scientists from the University of California, Berkeley, Nanjing Normal University and the Institute of Materials Science of Barcelona.
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Island biodiversity rides on the wings of birds | ScienceDaily
You can know a lot of things about birds just by the shape of their wings. A seafaring albatross, stretching out its sail-like airfoils, lives a very different life from a ground-dwelling antpitta with its long legs and short, stubby wings that it uses in rare, short bursts of flight.


						
But can bird wing shape tell scientists something useful about how nature is organized?

Research from Washington University in St. Louis says that bird wing shape -- a proxy for long-distance flying ability -- is a trait that influences biodiversity patterns on islands around the world.

"Our results reveal how a key dispersal trait -- bird wing shape -- can shape fundamental diversity patterns and island biogeography across scales," said Justin Baldwin, first author of the new study in Ecology Letters. Baldwin is recent PhD graduate of the ecology and evolutionary biology program at WashU.

"To date, most studies have focused on how geographic factors such as area and isolation influence island species-area relationships," he said. "Our results highlight the importance of trait differences among species, specifically traits related to dispersal ability."

No bird is an island

The new study has its roots in one of the earliest recognized patterns of ecology.




The influential biologists Robert H. MacArthur and Edward O. Wilson coined the theory of island biogeography 50 years ago to help to explain patterns of species diversity on islands.

The theory relies on two main observations: first, more isolated islands have a lower number of species, because it is harder for species to reach them; and second, larger islands have a higher number of species, because they experience fewer extinctions. That second part gives rise to an ecological law known as the island species-area relationship.

"In larger patches of habitat, you will find larger numbers of species," Baldwin said. But the area of an island or protected area is not the only important consideration for how many species are found in one place.

The theory of island biogeography, appealing in its simplicity, has its limitations. Notably, modern scientists have taken issue with how classical island biogeography theory assumes that species are ecologically equivalent in terms of their dispersal ability. "Ecologists have spent a lot of time trying to understand what other factors might drive biological diversity and species-area relationships," Baldwin said.

A recently published study of bird traits offered Baldwin and his PhD co-advisor Jonathan Myers, a professor of biology in Arts & Sciences, an opportunity to examine one potentially important and species-specific factor: bird wing shape.

The scientists tapped into big data on bird hand-wing index values. "It's a measure of how pointy bird wings are," Baldwin said. He synthesized data for 6,706 bird species on 3,894 islands for this new study.




"Birds like chickens, wrens and cassowaries have low values and tend not to fly very far," Baldwin said in explaining the index values. "But swifts, swallows and hummingbirds have high values and can move far."

Dispersal ability matters for biodiversity

Baldwin and Myers used the hand-wing index data and two other independent datasets to calculate new species-area relationships for all 11 recognized biogeographical realms of the world. They also calculated 248 new species-area relationships representing unique combinations of bird families in biogeographical regions.

"We redid our analysis at multiple spatial and taxonomic scales," Baldwin said. "So, not just for all birds at all different biogeographical realms, but we repeated the analyses within families across realms and across major orders."

They found that the visually intuitive metric of bird wing shape does have a strong effect on biodiversity patterns on islands.

"In parts of the world where birds tend to have low dispersal abilities, the species-area relationships were steep," Baldwin said -- meaning that increasing island size caused a large gain in species numbers. "But in areas where birds could move around more, species-area relationships were flatter."

They also found evidence of a kind of diversity "saturation" on certain types of islands. This saturation appears to be important when islands have a lot of bird species with wings that equip them for long-distance flights.

Findings from this study may be useful to inform conservation decision-making.

"The theory of island biogeography and species-area relationships have important applications for biodiversity conservation, especially on islands, which often harbor large numbers of endemic species found only within a single island or group of islands," Myers said.

"The ecological and evolutionary processes that determine the steepness of the species-area relationship can be used to predict how and why habitat loss -- due to factors such as deforestation, human land-use change and sea-level rise -- causes extinctions and biodiversity loss on islands," he said.
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Peat-bog fungi produce substances that kill tuberculosis-causing bacteria | ScienceDaily
An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols. Neha Malhotra of the National Institutes of Health, U.S., and colleagues present these findings December 3 in the open-access journal PLOS Biology.


						
Every year, millions of people around the world fall ill from tuberculosis and more than 1 million people die, despite the disease being preventable and curable. However, treatment requires taking daily antibiotics for months, which can pose significant challenges, so new treatments that shorten the treatment period are urgently needed.

To explore potential targets for treatment-shortening strategies, Malhotra and colleagues turned to sphagnum peat bogs. These freshwater wetlands harbor abundant species of bacteria in the Mycobacterium genus -- the same genus as the tuberculosis-causing bacterium Mycobacterium tuberculosis. In these bogs, fungi compete with mycobacteria to grow within a decomposing "gray layer" that, similarly to lesions found in the lungs of tuberculosis patients, is acidic, nutrient-poor, and oxygen-poor.

In the lab, the researchers grew Mycobacterium tuberculosis alongside each of about 1,500 species of fungi collected from the gray layer of several peat bogs in the northeastern U.S. They identified five fungi that had toxic effects against the bacterium. Further laboratory experiments narrowed these effects down to three different substances produced by the different fungi: patulin, citrinin, and nidulalin A.

Each of the three compounds appears to exert its toxic effects on the tuberculosis bacterium by severely disrupting cellular levels of a class of compounds known as thiols -- several of which play essential roles in the molecular processes that help keep bacterial cells alive and functional.

The researchers note that these three compounds themselves are unlikely to be good drug candidates. However, especially given the similarity between the peat-bog environment and tuberculosis lesions, the findings provide support for a particular strategy for development of treatment-shortening drugs: targeting the biological processes that maintain thiol levels in the tuberculosis bacterium.

The authors add, "Pathogenic mycobacteria, like those causing the human diseases leprosy and tuberculosis, are found in abundance in sphagnum peat bogs where the acidic, hypoxic and nutrient-poor environment gives rise to fierce microbial competition. We isolated fungi from such bogs and screened for those that competed directly with mycobacteria by co-culture and discovered that these fungi all target the same physiological process in mycobacteria using several chemically distinct mechanisms."
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How the speed of viral spread can be estimated by the analysis of genomic sequences | ScienceDaily
Evaluating the speed at which viruses spread and transmit across host populations is critical to mitigating disease outbreaks. A study published December 3 in PLOS Biology by Simon Dellicour at the University of Brussels (ULB), Belgium, and colleagues evaluates the performance of statistics measuring how viruses move across space and time in infected populations.


						
Genomic sequencing allows epidemiologists to examine the evolutionary history of pathogenic outbreaks and track the spatial movement of an outbreak. However, the sampling intensity of genomic sequences can potentially impact the accuracy of dispersal insights gained through these evolutionary approaches. In order to assess the impact of the sampling size, researchers simulated the spread of several pathogens to evaluate three dispersal metrics estimated from the analysis of viral genomes: a lineage dispersal velocity (the speed at which lineages spread), a diffusion coefficient (how fast lineages invade space), and an isolation-by-distance signal (how genomic sequences of a population become less similar over geographic distance) metric.

The researchers found that diffusion coefficient and isolation-by-distance signal metrics were least impacted by sample size/intensity. After using these metrics to compare the dispersal pattern and capacity of various viruses spreading in animal populations, they also discovered the extent to which the speed and distance of viral spread reflects the dispersal capacity of the infected host animal, but may also be influenced by human interference, such as the animal trade. The study does have limitations; for example, the simulation framework did not involve the generation of actual genomic sequences due to limited time and resources.

According to the authors, "Overall, our study provides key recommendations for the use of lineage dispersal metrics to consider in future studies and illustrates their application to compare the spread of viruses in various settings."

The authors add, "In this study, we evaluate the performance of various metrics estimated from evolutionary trees to quantify the dispersal capacity of viruses in the wild. We then use the most performant metrics to compare the dispersal pattern of various viruses spreading in animal populations, which reveals a broad range of diffusion velocities mostly reflecting the dispersal capacity of the main infected host species but also, in some cases, the likely signature of rapid and/or long-distance dispersal events driven by human-mediated movements through animal trade."
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Climate change could bring more severe bacterial infections, including in corals | ScienceDaily

A new UBC study shows that climate warming can potentially make bacterial and fungal infections deadlier for cold-blooded animals like corals, insects, and fish, raising questions about the broader risks warming temperatures pose to ecosystems and biodiversity -- and potentially humans.

Cold-blooded in a warming world

Drs. Kayla King and Jingdi (Judy) Li synthesized 60 experimental studies on cold-blooded animals with bacterial, fungal and other infections, noting that cold-blooded animals are directly dependent upon temperature and so, could be particularly sensitive to the effects of global warming.

The studies covered 50 species including land insects, fish, molluscs and corals -- some of the most biodiverse and most at-risk ecosystems on the planet.

Using statistical models, the researchers found that cold-blooded animals with bacterial infections were more likely to die when exposed to higher temperatures compared to their usual environmental conditions.

Fungal sweet spots

The analysis showed that animals infected by fungal pathogens felt the impact of warming within a specific temperature range. They did not die more frequently as temperatures rose -- unless the temperature rose towards fungi's ideal range, known as the "thermal optimum." At this point, infected animals were more likely to die. However, when temperatures became too high for the fungi to survive, death rates in infected animals decreased.




What does this mean?

"These findings suggest that climate warming may pose a greater risk to cold-blooded animals, an important part of the ecosystem," said Dr. Li. She added that more research is needed on how rising temperatures impact warm-blooded animals, including humans.

Dr. King noted that the results offer insights to help forecast the risks to animal populations in a warming, disease-prone world.
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DNA engineered to mimic biological catch bonds | ScienceDaily
In a first-of-its-kind breakthrough, a team of UBC Okanagan researchers has developed an artificial adhesion system that closely mimics natural biological interactions.


						
Dr. Isaac Li and his team in the Irving K. Barber Faculty of Science study biophysics at the single-molecule and single-cell levels. Their research focuses on understanding how cells physically interact with each other and their environment, with the ultimate goal of developing innovative tools for disease diagnosis and therapy.

Two of Dr. Li's doctoral students, Micah Yang and David Bakker, have engineered a new molecule that could transform how cells adhere to and communicate with one another.

Micah Yang, the study's lead author, explains that all cells have a natural "stickiness" that enables them to communicate, join together and form tissues. Unlike everyday glues, which tend to release more easily under increasing force, many cellular adhesive interactions behave oppositely -- the harder you pull, the stronger they hold. This counterintuitive self-strengthening stickiness, known as a catch bond, is crucial for facilitating essential biological functions and keeping you in one piece.

Yang's innovation involves a pair of DNA molecules designed to replicate this catch bond behaviour.

Dubbed the "fish hook" for its distinctive structure, this DNA-based system consists of two components: the fish and the hook. Using complementary DNA base-pair interactions, the system functions like a fish biting a hook, forming a catch bond. The bond's behaviour can be precisely fine-tuned by modifying the DNA sequences of the fish and the hook, enabling control over its strength under varying forces.

"Catch bonds play critical roles in systems like T-cell receptors and bacterial adhesions, which are key to immune responses, tissue integrity and mechano-sensing -- a cell's ability to detect and respond to physical forces," says Yang. "Nature has perfected these interactions over millions of years, but replicating their dynamic properties synthetically has been a major challenge -- until now.




The study, recently published in Nature Communications, highlights the advantages of this novel DNA-based system.

"The tunability of this system is a significant advancement over previous artificial catch bonds," says Yang. "The ability to precisely control the bond's force-dependent behaviour makes it an ideal tool for studying biological interactions and developing innovative materials."

Potential applications of the fish-hook bond are vast, says Yang.

In materials science, the design could inspire the creation of responsive materials that become stronger under stress, making them ideal for wearable technologies or aerospace applications where durability is critical.

In medicine, this approach could improve drug delivery systems or tissue scaffolds by enabling them to interact with cells in a force-sensitive manner, mimicking natural biological processes.

While the development of artificial adhesion bonds is still in its early days, Yang sees it as an exciting step in biomimetic engineering -- an approach that seeks to replicate the efficiency and adaptability of natural systems. This work opens up new possibilities for designing materials that mimic or enhance natural biological processes.

"By mimicking biological interactions like catch bond, scientists are not only learning more about how these systems work in nature, but they are paving the way for new technologies that are capable of enhancing human life."
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Insect fossil find 'extremely rare' | ScienceDaily
Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an "extraordinary" way.


						
Published in the journal Palaeobiodiversity and Palaeoenvironments, a new study reveals rare whitefly insect fossils have been found in Miocene age crater lake sediments at Hindon Maar, near Dunedin.

Adult whiteflies are tiny insects about 3mm in size, smaller if they are immature.

The fossils found at Hindon Maar are about 1.5mm by 1.25mm and have been preserved in the position they lived and died, attached to the underside of a fossil leaf.

Black with an oval-shaped body, they have some similarities to modern-day whiteflies -- such as the shape and colour -- but differ in that all the segments of the body are distinctly defined by deep sutures.

Co-author Dr Uwe Kaulfuss, of the University of Gottingen in Germany and former postdoctoral fellow in the University of Otago's Department of Geology, discovered the tiny fossils during an excavation at Hindon earlier this year.

"Fossils of adult whitefly insects are not uncommon, but it takes extraordinary circumstances for the puparia -- the protective shell the insect emerges from -- to become fossilised," Dr Kaulfuss says.




"Some 15 million years ago, the leaf with the puparia must have become detached from a tree, blown into the small lake and sank to the deep lake floor to be covered by sediment and become fossilised. It must have happened in rapid succession as the tiny insect fossils are exquisitely preserved.

"The new genus and species described in our study reveals for the first time that whitefly insects were an ecological component in ancient forests on the South Island."

Study co-author Emeritus Professor Daphne Lee, of Otago's Department of Geology, says they add to the expanding insect fauna revealed in the maar.

"It was difficult to see much with the naked eye but once the fossils were under a microscope, we could see the amazing detail," she says.

"The fact that they are still in life position on the leaf is incredible and extremely rare. These little fossils are the first of their kind to be found in New Zealand and only the third example of such fossil puparia known globally.

"Until about 20 years ago, the total number of insects in the country older than the Ice Ages was seven and now we have 750. Almost all are housed in the Otago Geology Department collections.




"New discoveries such as these from fossil sites in Otago mean we've gone from knowing almost nothing about the role played by insects to a new appreciation of their importance in understanding New Zealand's past biodiversity and the history of our forest ecosystems."

Professor Lee says while most people are interested in big fossils -- large charismatic ones -- most animals in forests are insects.

"There are 14,000 insects in New Zealand and 90 per cent are found nowhere else in the world," she says.

"Discovery of these minute fossils tells us this group of insects has been in Aotearoa New Zealand for at least 15 million years. This provides a well-dated calibration point for molecular phylogenetic studies."

Other small fossils new to science have also been found at Otago sites this year, including the first dancefly, cranefly, phantom midge and marsh beetle fossils from New Zealand. These studies show the extent of Otago's scientific collaborations around the world with co-authors of these papers coming from Germany, France, Spain, Poland and the USA.
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Unveiling a century of stress and deformation: Insights from Kilauea Volcano's 1975 earthquake | ScienceDaily
Researchers from the University of Hawai'i at Manoa Department of Earth Sciences assessed an unprecedented 120 years of data from Kilauea Volcano on Hawai'i Island, uncovering, for the first time, century-spanning patterns of deformation and stress changes. They had a particular focus on the transformative 1975 magnitude 7.7 Kalapana earthquake, which also resulted in a 20-foot high tsunami. Their study was published recently in the Journal of Geophysical Research: Solid Earth.


						
"Deciphering Kilauea's history deepens our understanding of volcanic and seismic hazards," said lead author Lauren Ward Yong, who conducted this study as part of her doctoral dissertation in the UH Manoa School of Ocean and Earth Science and Technology (SOEST). "It offers critical insights into how stress evolves in volcanic systems, guiding our ability to anticipate and interpret future earthquakes and magmatic events."

The study highlights the hazard potential of the decollement, the major fault zone beneath Kilauea volcano where two rock masses are moving past each other, which continuously drives the volcano southward and poses risks of large earthquakes coupled with complex volcanic activity within the region.

Yong and co-authors explored both the deformation and stress changes of the volcano from 1898-2018 by analyzing six different geodetic datasets. Their analysis encompassed 338,396 earthquake observations and more than 15,000 measurements of surface motion, or displacements, to construct a computational model replicating the observed displacements and stress before, during, and after the large 1975 Kalapana earthquake. This model pinpointed key structural features -- fault planes, rift zones, and magma chambers -- that drove these changes.

Altering stress and motion

They discovered that the 1975 Kalapana earthquake significantly altered the region's state of stress and deformation. Prior to 1975, in the location where the large earthquake originated, there was no evidence of slip, a movement where two rock masses move past each other.

"This finding suggests that the region was likely frictionally locked and slowly accumulating stress over time leading up to the rupture," said Yong. "Furthermore, we observed that Kilauea's south flank, a geologically active region stretching from the volcano's summit toward the coastline, experienced greater and more complex displacement prior to the Kalapana earthquake than after."

Yong and co-authors' analysis of Kilauea's decollement, found the average slip was reduced from 10 centimeters per year before the 1975 earthquake, to just four centimeters per year afterward. These variations in slip and stress distributions along the decollement point to changes in mechanical properties, such as friction, that influence the region's seismic and magmatic activity over time.




Enhancing hazard preparedness

"Hawai'i's communities live alongside active volcanoes and face significant seismic risks," said Yong. "This research enhances hazard preparedness and reinforces UH's commitment to advancing science for the safety and well-being of Hawai'i's residents and ecosystems by shedding light on past significant events."

Kilauea's history offers invaluable insights into the complex relationships between magmatic processes and earthquake cycles. Building on this foundation, Yong and her team plan to refine their models by delving deeper into key properties of Kilauea's structural features, such as friction along fault planes, to improve understanding of how stress changes trigger seismic and magmatic activity.
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Pregnancy enhances natural immunity to block severe flu | ScienceDaily
McGill University scientists have discovered that pregnancy may trigger a natural immunity to boost protection against severe flu infection.


						
Contrary to the common belief that pregnancy increases vulnerability to infections, researchers found that it strengthened an immune defense in mice, blocking the Influenza A virus from spreading to the lungs, where it can cause severe infection.

"Our results are surprising because of the current dogma, but it makes sense from an evolutionary perspective," said co-lead author Dr. Maziar Divangahi, Professor in McGill's Faculty of Medicine and Health Sciences and Senior Scientist at the Research Institute of the McGill University Health Centre (The Institute).

"A mother needs to stay healthy to protect her developing baby, so the immune system adapts to provide stronger defenses. This fascinating response in the nasal cavity is the body's way of adding an extra layer of protection, which turns on during pregnancy."

Exploring benefits for pregnancy and beyond

The researchers used a mouse model to observe how a certain type of immune cell activates in the nasal cavity of mice during pregnancy, producing a powerful molecule that boosts the body's antiviral defenses, especially in the nose and upper airways.

"Influenza A virus remains among the deadliest threats to humanity," said first author Julia Chronopoulos, who carried out the research while completing her PhD at McGill. "This natural immunity in pregnancy could change the way we think about flu protection for expectant mothers."

The Public Health Agency of Canada recommends pregnant women and pregnant individuals get the flu vaccine, as they are at high risk of severe illness and complications like preterm birth. The new insights offer promise for more targeted vaccines for influenza, which is among the top 10 leading causes of death in Canada.




"The broader population could also benefit, as our findings suggest the immune response we observed could be replicated beyond pregnancy," said co-lead author Dr. James Martin, Professor in McGill's Faculty of Medicine and Health Sciences and Senior Scientist at the RI-MUHC. This could mean new nasal vaccines or treatments that increase protective molecules, known as Interleukin-17.

The team's next focus is on finding ways to reduce lung damage during viral infections like the flu or COVID-19. Rather than targeting the virus, as previous research has done, they aim to prevent dysregulated immune systems from overreacting, an approach that could lower the risk of serious complications associated with flu infection.

The research was funded by the Canadian Institutes of Health Research.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241202221814.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Deep-sea marvels: How anglerfish defy evolutionary expectations | ScienceDaily
A groundbreaking Rice University study sheds light on the extraordinary evolution of anglerfish, a group of deep-sea dwellers whose bizarre adaptations have captivated scientists and the public alike. The research, published in  Nature Ecology & Evolution, uncovers how these enigmatic creatures defied the odds to diversify in the harsh, resource-poor environment of the bathypelagic zone -- part of the open ocean that extends from 3,300 to 13,000 feet below the ocean's surface.


						
Led by a team of biologists including Rice's Kory Evans and his former undergraduate student Rose Faucher, the study analyzed the evolutionary journey of anglerfish (Lophiiformes) as they transitioned from seafloor habitats to the open waters of the deep sea. Through cutting-edge genetic analysis and 3D imaging of museum specimens, the researchers reconstructed the evolutionary tree of anglerfish and identified the morphological innovations that allowed these animals to thrive in an environment considered among the most challenging on Earth.

Anglerfish are best known for their bioluminescent lures, which dangle from their foreheads to attract prey in the perpetual darkness of the deep sea. However, their evolutionary story goes far beyond this striking adaptation. The study reveals that the deep-sea pelagic anglerfish (ceratioids) originated from a benthic or seafloor-dwelling ancestor. This ancestor lived on the continental slope before transitioning to the open waters of the bathypelagic zone in a transition that set the stage for rapid evolutionary change. The ceratioids then developed features such as larger jaws, smaller eyes and laterally compressed bodies -- adaptations tailored to life in an environment with limited food and no sunlight.

Despite these directional trends, however, ceratioids also displayed remarkable variability in body shapes from the archetypical globose anglerfish to elongated forms like the "wolftrap" phenotype, which features a jaw structure resembling a trap. This finding is the most surprising of the study, for the bathypelagic zone did not constrain evolution as expected despite its apparent lack of ecological diversity. Instead, anglerfish achieved high levels of phenotypic disparity, greater than their benthic relatives in both shallow and deep waters. This suggests rather than being limited by the environmental challenges of the deep sea, ceratioids explored new evolutionary possibilities, diversifying their body forms and hunting strategies.

"With their unique traits like bioluminescent lures and large oral gapes, deep-sea anglerfish may be one of the few documented examples of adaptive radiation in the resource-limited bathypelagic zone," said Evans, a co-corresponding author on the paper and assistant professor of biosciences. "These traits likely gave anglerfish an edge in exploiting scarce resources and navigating the extreme conditions of their environment, although we don't have strong evidence directly linking this diversity to this kind of resource specialization."

Evans noted that the research leaves room for the possibility that nonadaptive processes, such as relaxed selection or random mutations, could also have contributed to the observed variability.

The researchers also compared anglerfish clades across different habitats and found more unexpected results. Coastal species like frogfish, which live in diverse and productive coral reef environments, exhibited much lower rates of evolutionary change than their counterparts in the deep sea.




"The idea that a resource-poor, homogenous environment -- like being surrounded on all sides by nothing but water -- would produce diverse body and skull plans is really counterintuitive in this field," said Faucher, who was co-first author of the paper along with Elizabeth Christina Miller, a postdoctoral fellow at University of California, Irvine. "When fish have different features to interact with, like corals and plants in shallow water or sand and rocks on the seafloor, that's when we would expect fish to have a lot of variation in shape. Instead, we're seeing it in these deep-sea fish who have nothing but water to interact with."

The researchers used a combination of advanced methods to conduct this study. They constructed a phylogeny of anglerfish using data from 1,092 genetic loci across 132 species, representing approximately 38% of described species, complemented by fossil calibrations and genomic data to estimate divergence times and ancestral habitats. Morphological data were collected from museum specimens, including linear body measurements and 3D skull shape analyses via micro-CT scans. To evaluate evolutionary trends, the researchers applied phylogenetic comparative methods to assess phenotypic and lineage diversification, while disparity analyses quantified the extent of morphological variation across anglerfish clades and habitats. They then employed Bayesian models to reconstruct ancestral habitats, revealing that ceratioids originated from benthic ancestors before transitioning to the pelagic zone. Finally, principal component analyses visualized how anglerfish occupied different regions of phenotypic space, shedding light on evolutionary trends in body, skull and jaw shapes.

"Anglerfish are a perfect example of how life can innovate under extreme constraints," said Evans. "This work not only enhances our understanding of deep-sea biodiversity but also illustrates the resilience and creativity of evolution."

This study's significance extends beyond the evolutionary history of anglerfish. It provides valuable insights into how life adapts to extreme environments. The deep sea is one of the least understood ecosystems on Earth, yet it plays a critical role in global biodiversity and the planet's carbon cycle. Understanding how organisms like anglerfish thrive in such conditions helps scientists predict how life might respond to environmental changes, including those caused by climate change. Moreover, the study touches on broader questions of macroevolution: how new species arise, adapt and diversify. By showing that even resource-poor environments can foster significant evolutionary radiation, the research challenges conventional wisdom and opens new avenues for studying evolution in extreme habitats.

This research was supported in part by FishLife (National Science Foundation DEB-1541554 and NSF DEB-2144325); NSF Postdoctoral Fellowships (DBI-1906574 and DBI-2109469); NSF DEB-2237278; NSF DEB-2144325 and NSF DEB-2015404.
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Accelerating climate modeling with generative AI | ScienceDaily
The algorithms behind generative AI tools like DallE, when combined with physics-based data, can be used to develop better ways to model the Earth's climate. Computer scientists in Seattle and San Diego have now used this combination to create a model that is capable of predicting climate patterns over 100 years 25 times faster than the state of the art.


						
Specifically, the model, called Spherical DYffusion, can project 100 years of climate patterns in 25 hours-a simulation that would take weeks for other models. In addition, existing state-of-the-art models need to run on supercomputers. This model can run on GPU clusters in a research lab.

"Data-driven deep learning models are on the verge of transforming global weather and climate modeling," the researchers from the University of California San Diego and the Allen Institute for AI, write.

The research team is presenting their work at the NeurIPS conference 2024, Dec. 9 to 15 in Vancouver, Canada.

Climate simulations are currently very expensive to generate because of their complexity. As a result, scientists and policymakers can only run simulations for a limited amount of time and consider only limited scenarios.

One of the researchers' key insights was that generative AI models, such as diffusion models, could be used for ensemble climate projections. They combined this with a Spherical Neural Operator, a neural network model designed to work with data on a sphere.

The resulting model starts off with knowledge of climate patterns and then applies a series of transformations based on learned data to predict future patterns.




"One of the main advantages over a conventional diffusion model (DM) is that our model is much more efficient. It may be possible to generate just as realistic and accurate predictions with conventional DMs but not with such speed," the researchers write.

In addition to running much faster than state of the art, the model is also nearly as accurate without being anywhere near as computationally expensive.

There are some limitations to the model that researchers aim to overcome in its next iterations, such as including more elements in their simulations. Next steps include simulating how the atmosphere responds to CO2.

"We emulated the atmosphere, which is one of the most important elements in a climate model," said Rose Yu, a faculty member in the UC San Diego Department of Computer Science and Engineering and one of the paper's senior authors.

The work stems from an internship that one of Yu's Ph.D. students, Salva Ruhling Cachay, did at the Allen Institute for AI (Ai2).
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Even low levels of arsenic in drinking water raise kidney cancer risk | ScienceDaily
New research findings from the Texas A&M University School of Public Health indicate that exposure to even low levels of arsenic poses significant health risks, including an increased risk of kidney cancer.


						
The incidence of kidney cancer in the United States rose by an average of 1.2 percent each year between 2011 and 2019 to become the seventh most common cancer. In the meantime, smoking -- a well-established risk factor for kidney cancer -- has continued to decline.

This led researchers to consider other possible contributing factors, including arsenic, a known cause of various cancers that is naturally occurring in groundwater in Texas and other areas. Unlike previous studies, the Texas A&M study focused on low levels of arsenic exposure (below the regulatory threshold of 10 parts per billion) in both public water systems, which are regulated by various government agencies, and private well systems, which are not regulated.

"Some public water systems are poorly managed and could expose customers to arsenic, but the 40 million people in the United States who rely on private wells are particularly vulnerable," said Taehyun Roh, with the Department of Epidemiology and Biostatistics.

Others involved with the study were Daikwon Han, Xiaohui Xu, and then-doctoral student Nishat Tasnim Hasan, with the Department of Epidemiology and Biostatistics, and Garett Sansom, with the Department of Environmental and Occupational Health. The project was supported by grants from the Houston Methodist Research Institute, Robert and Janice McNair Foundation and National Institute of Environmental Health Sciences.

Their findings, published in Environmental Pollution, examined the relationship between kidney cancer rates and arsenic levels in drinking water across 240 Texas counties. The team analyzed cancer data from the Surveillance, Epidemiology, and End Results on 28,896 cases of cancer among adults in Texas aged 20 and older, alongside water testing data from the Texas Department of State Health Services and the Texas Water Development Board.

They used a statistical model that accounts for geographic location and adjusted the model for demographic and socioeconomic factors and cancer risk factors such as obesity, smoking and diabetes. They also adjusted for covariates that included pesticide density, social vulnerability, income level, rurality, cardiovascular disease hospitalization rates and the prevalence of chronic kidney disease.




The analysis found that exposure to between 1 and 5 parts per billion raised kidney cancer risk by 6 percent, and exposure above 5 parts per billion raised the risk by 22 percent. In addition, the risk of cancer increased by 4 percent with each doubling of water arsenic levels.

"This suggests that even low-level arsenic exposure in drinking water may be associated with an increased risk of kidney cancer, which aligns with previous research indicating an association between this exposure and lung, bladder and skin cancers," Roh said.

Hasan noted that their study design can indicate associations between factors but not causality and recommended that future studies focus on individual-level and biometric data -- rather than the county-level data used here -- to better assess the effects of factors such as lifestyle, family history of kidney cancer and other possible sources of arsenic exposure.

"Still, our findings indicate that reducing arsenic exposure could reduce the incidence of kidney cancer, and this could be achieved through efforts such as enhanced regulatory oversight and targeted public health interventions," Hasan said.
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How a middle schooler found a new compound in a piece of goose poop | ScienceDaily
A group of young students became bonafide biomedical scientists before they even started high school. Through a partnership with a nearby university, the middle schoolers collected and analyzed environmental samples to find new antibiotic candidates. One unique sample, goose poop collected at a local park, had a bacterium that showed antibiotic activity and contained a novel compound that slowed the growth of human melanoma and ovarian cancer cells in lab tests.


						
Inequities in educational resources, especially those in science, engineering, technology and math (STEM), where experiments are expensive, have kept some students underrepresented in these fields. By engaging a group of these students early in real, high-quality research, a team from the University of Illinois at Chicago led by Brian Murphy is providing young learners a chance to see themselves as scientists and explore careers in science with hands-on experience. The team partnered with a Boys and Girls Club in Chicago to bring interested middle schoolers into a 14-week applied science program.

Murphy's lab is focused on discovering antibiotics from natural sources, and the cohort of young scientists participated by supplying environmental samples from their local communities. And the students' contributions to the research group didn't end there. They stayed actively involved throughout the scientific discovery process by programming a specialized robot to scoop up bacterial colonies from growth plates and test them for antibiotic activity.

One of the 14 samples collected -- goose poop from the Garfield Park Lagoon -- contained a strain of bacteria called Pseudomonas idahoensis. The students interpreted the bacterium's bioassay data and concluded it had antibiotic activity and produced a never-before-seen compound. Then, the university researchers determined the compound's molecular structure using nuclear magnetic resonance and mass spectrometry, named it orfamide N after the family of molecules it belongs to, and investigated its biological activity. Although orfamide N was not responsible for the antibiotic activity that the team initially observed from P. idahoensis, the compound inhibited the growth of human melanoma and ovarian cancer cells in culture tests. Further studies could reveal other advantageous properties of this newly characterized molecule.

The researchers say that this work proves that it's possible to combine educational outreach with natural product discovery research, and it emphasizes the importance of a strong relationship between universities and their local communities.

The authors acknowledge funding from the University of Illinois at Chicago Graduate College, Illinois-Indiana Sea Grant, an Illinois-Indiana Sea Grant Faculty Scholar Award, the Illinois-Indiana Sea Grant Graduate Student Scholar Award, and the National Institute of Diabetes and Digestive and Kidney Diseases of the National Institutes of Health. They extend special thanks to the volunteer outreach mentors at the Boys and Girls Clubs of Chicago. 
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Feeding grazing cattle seaweed cuts methane emissions by almost 40% | ScienceDaily
Seaweed is once again showing promise for making cattle farming more sustainable. A new study by researchers at the University of California, Davis, found that feeding grazing beef cattle a seaweed supplement in pellet form reduced their methane emissions by almost 40% without affecting their health or weight. The study was published today (Dec. 2) in Proceedings of the National Academy of Sciences.


						
This is the first study to test seaweed on grazing beef cattle in the world. It follows previous studies that showed seaweed cut methane emissions 82% in feedlot cattle and over 50% in dairy cows.

How much methane do cattle produce?

Livestock account for 14.5% of global greenhouse gas emissions, with the largest portion coming from methane that cattle release when they burp. Grazing cattle also produce more methane than feedlot cattle or dairy cows because they eat more fiber from grass. In the U.S., there are 9 million dairy cows and over 64 million beef cattle.

"Beef cattle spend only about three months in feedlots and spend most of their lives grazing on pasture and producing methane," said senior author Ermias Kebreab, professor in the Department of Animal Science. "We need to make this seaweed additive or any feed additive more accessible to grazing cattle to make cattle farming more sustainable while meeting the global demand for meat."

Difficulty in lowering grazing cattle emissions

Kebreab said that daily feeding of pasture-based cattle is more difficult than feedlot or dairy cows because they often graze far from ranches for long periods. However, during the winter or when grass is scarce, ranchers often supplement their diet.




For this study, researchers divided 24 beef steers (a mix of Angus and Wagyu breeds) into two groups: one received the seaweed supplement, and the other did not. Researchers conducted the 10-week experiment at a ranch in Dillon, Montana. Since these were grazing cattle, they ate the supplement voluntarily, which still resulted in a nearly 40% cut in emissions.

Most research to reduce methane emissions using feed additives have taken place in controlled environments with daily supplements. But Kebreab noted in the study that fewer than half of those methods are effective for grazing cattle.

"This method paves the way to make a seaweed supplement easily available to grazing animals," said Kebreab. "Ranchers could even introduce the seaweed through a lick block for their cattle."

Kebreab said pastoral farming, which includes large grazing systems, supports millions of people around the world, often in areas vulnerable to climate change. This study suggests a way to make cattle grazing better for the environment and play a role in fighting climate change.

A related article in the same PNAS issue highlights the need to improve the efficiency of livestock production in low- and middle-income countries using better genetics, feeding and health practices. UC Davis Professor and Cooperative Extension Specialist Alison Van Eenennaam, the article's author, said it is the most promising approach to meet the global demand for meat while limiting greenhouse gas emissions.

Other authors of the seaweed study include UC Davis postdoctoral researchers Paulo de Meo Filho Paulo Meo-Filho and John-Fredy Ramirez-Agudelo.

The research was supported by Matador Ranch in Dillon, Montana.
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Animal products improve child nutrition in Africa | ScienceDaily
The consumption of milk products, eggs and fish has a positive effect on childhood development in Africa. This has been demonstrated in a recent study by the CABI's regional centre for Africa in Nairobi, Kenya and the University of Bonn. The researchers used representative data from five African countries with over 32,000 child observations. If the children had a diet containing animal products, they suffered less from malnutrition and related developmental deficiencies. The study has now been published in the journal PNAS.


						
Almost 150 million children under the age of five around the world suffer from serious growth and developmental disorders. This is also described as "stunting" in scientific circles and is caused by an insufficient supply of essential nutrients. Stunting not only causes children to have a shorter stature but is also related to impaired mental development and increased child mortality rates.

Studies have shown that the consumption of meat, milk products, eggs, and fish can reduce the risk of these developmental deficits. "However, no reliable scientific evidence of these effects had been produced up to now in Africa," explains Dr. Makaiko Khonje from the CABI's regional centre for Africa in Nairobi, Kenya.

This is now no longer the case after the completion of this latest study in which Khonje and Prof. Dr. Matin Qaim from the Center for Development Research (ZEF) at the University of Bonn evaluated data from five African countries. The data was sourced from representative surveys carried out in Ethiopia, Malawi, Nigeria, Tanzania and Uganda. It covered more than 32,000 observations of children aged up to five years old. Many of the boys and girls were examined multiple times over the years.

Animal products significantly reduce the risk of stunting

The results speak for themselves: If the girl or boy consumed animal products even occasionally, the risk of stunting fell by almost seven percentage points. The consumption of eggs had the largest effect, followed by milk products and fish. In the case of meat, the developmental effects were positive in some countries but not in others. The researchers filtered out the influence of other factors such as family income or parental education in their statistical analysis.

The study also showed that fruits, vegetables and pulses were good for growth and development. "However, the positive effect of a purely plant-based diet was lower than if the child also consumed animal products," says Khonje. "Especially in rural areas, a sufficient amount of nutritious plant-based food is often not available throughout the year. Our results indicate that access to animal-sourced foods should be improved, especially for poorer families, in order to combat malnutrition."

The results cannot be transferred to richer countries




Livestock farming is a driver of global warming. It produces significantly more greenhouse gases than the cultivation of cereals, fruit or vegetables. "It will only be possible to achieve our climate targets if we significantly reduce the consumption of animal products worldwide," emphasizes Matin Qaim, who is also a member of the transdisciplinary research area (TRA) "Sustainable Futures" and in the PhenoRob Cluster of Excellence.

Nevertheless, different approaches are required to achieve this goal: "People in Europe and North America consume four times more milk and meat on average than people in Africa. Therefore, it is certainly sensible in high-income countries to limit the consumption of animal-sourced food," says Qaim. "Yet such a step would further exacerbate the issue of malnutrition in children in poorer populations on the African continent." It is also not possible to transfer the results of the study to Germany: The consumption of animal products in Germany is significantly higher than is recommended for a healthy diet.

The paper is part of a PNAS Special Feature that focuses on the sustainability of animal-sourced foods and plant-based alternatives. Prof. Qaim, a "Schlegel Chair" at the University of Bonn, is one of the leading researchers behind this "Special Feature."
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Artificial photosynthesis learned from nature: Successfully developed new solar hydrogen production technology | ScienceDaily
Professor Chiyoung Park at the Department of Energy Science and Engineering, Daegu Gyeongbuk Institute of Science & Technology (DGIST; President Kunwoo Lee), has successfully developed a supramolecular fluorophore nanocomposite fabrication technology using nanomaterials and constructed a sustainable solar organic biohydrogen production system.


						
Through joint research with Professor Hyojung Cha at the Department of Hydrogen and Renewable Energy, Kyungpook National University, Professor Park used the good nanosurface adsorption properties of tannic acid[1]-based metal-polyphenol polymers to control the self-assembly and optical properties of fluorescent dyes while also identifying the photoexcitation[2]and electron transfer mechanisms. Based on these findings, he implemented a solar-based biohydrogen production system using bacteria with hydrogenase enzymes.

During natural photosynthesis, chlorophyll absorbs light energy and transfers electrons to convert it into chemical energy. Artificial photosynthesis, which emulates this natural process of photosynthesis, uses sunlight to produce valuable resources, such as hydrogen, and it has garnered attention as a sustainable energy solution.

Professor Park's team developed a supramolecular photocatalyst that can transfer electrons similar to chlorophyll in nature by modifying rhodamine, an existing fluorescent dyes, into an amphiphilic structure. The team applied metal-polyphenol nano-coating technology based on tannic acid to improve performance and durability. Consequently, they demonstrated the production performance of approximately 18.4 mmol of hydrogen per hour per gram of catalyst under the visible spectrum. This performance is 5.6 times as high as that observed in previous studies using the same phosphor.

The research team combined their newly developed supramolecular dye with Shewanella oneidensis MR-1[3], a bacterium capable of transferring electrons, to create a bio-composite system that converts ascorbic acid (vitamin C) into hydrogen using sunlight. The system operated stably for a long period and demonstrated its ability to produce hydrogen continuously.

Professor Park said, "This study marks an important achievement that reveals the specific mechanisms of organic dyes and artificial photosynthesis. In the future, I would like to conduct follow-up research on new supramolecular chemistry-based systems by combining functional microorganisms and new materials."

This study was funded by the Basic Research Laboratory Project and the Mid-Career Researcher Support Project under the National Research Foundation of Korea and the Alchemist Project under the Ministry of Trade, Industry and Energy, and its results (first author: Seokhyung Bu, PhD program student) were published in Angewandte Chemie International Edition.

[1] Tannic acid: It is an eco-friendly material that can be easily obtained from coffee and tea, and its nanosurface can be coated through a simple process. It has a wide range of applications, including as photocatalysis and pollutant removal.

[2] Photoexcitation: It refers to the process of exciting electrons in a substance to a higher energy state by using light energy (photons).

[3] Shewanella oneidensis MR-1: It refers to a bacterium that is known for its ability to break down metals and minerals in nature. It is used in eco-friendly energy research, such as hydrogen production.
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Warming temperatures may shrink wetland carbon sinks | ScienceDaily
A major global study using teabags as a measuring device shows warming temperatures may reduce the amount of carbon stored in wetlands.


						
The international team of scientists buried 19,000 bags of green tea and rooibos in 180 wetlands across 28 countries to measure the ability for wetlands to hold carbon in their soil, known as wetland carbon sequestration.

While tea bags may seem an unusual instrument to measure this phenomenon, it is a proven proxy method to measure carbon release from soil into the atmosphere. However, this is the first time teabags have been used for a large-scale, long-term study and the tea leaves have revealed which types of wetlands are leaking the most carbon.

RMIT University's Dr Stacey Trevathan-Tackett led the study published in Environmental Science and Technology as part of an Australian Research Council DECRA Fellowship while at Deakin University.

The global study involved 110 co-authors on the paper, along with many others who helped such as undergraduate students and citizen scientists. Core team members included Dr Martino Malerba and Professor Peter Macreadie from Deakin University and RMIT, Dr Sebastian Kepfer-Rojas from the University of Copenhagen in Denmark and Dr Ika Djukic from The Swiss Federal Institute for Forest, Snow and Landscape Research WSL.

"This is the first long-term study of its kind, using this tea bags method, which will help guide how we can maximise carbon storage in wetlands and help lower emissions globally," said Trevathan-Tackett, who is now in RMIT's School of Science.

"Changes in carbon sinks can significantly influence global warming -- the less carbon decomposed means more carbon stored and less carbon in the atmosphere."

Reading the tea leaves




Tea bags provide a simple and standardised way to identify how climate, habitat type and soil type influence carbon breakdown rates in wetlands.

At each site, scientists buried between 40 and 80 tea bags about 15 cm underground and collected these at various time intervals over three years, tagging their GPS location. They then measured their remaining organic mass to assess how much carbon had been preserved in the wetlands.

The project used the two types of tea bags (green and rooibos) as measures for different kinds of organic matter found in soils. Green tea consists of organic matter that decomposes easily, whereas rooibos decomposes more slowly. Using both types of tea bags in this project enabled the researchers to gain a more comprehensive picture of the wetlands' capacity for carbon storage.

"This data shows us how we can maximise carbon storage in wetlands globally," Trevathan-Tackett said.

The findings

The team studied the effect of temperature in two ways: using local weather station data for each site and comparing differences in climate regions.




"Generally, warmer temperatures led to increased decay of organic matter, which translates to reduced carbon preservation in soil," Trevathan-Tackett said.

The two tea types acted differently with increasing temperature.

"For the harder to degrade rooibos tea, it didn't matter where it was -- higher temperature always led to more decay, which indicates that types of carbon we'd typically expect to see last longer in the soil were vulnerable to higher temperatures," Trevathan-Tackett said.

"With increasing temperatures, the green tea bags decayed at different rates depending on the type of wetland -- it was faster in freshwater wetlands but slower in mangrove and seagrass wetlands.

"Increasing temperatures may also help boost carbon production and storage in plants, which could help offset carbon losses in wetlands due to warmer weather, but this warrants further investigation with future studies."

Freshwater wetlands and tidal marshes had the highest tea mass remaining, indicating a greater potential for carbon storage in these ecosystems.

The study's findings are helping piece together the puzzle of wetland carbon sequestration on a global scale. Within the terrestrial TeaComposition initiative led by Djukic, information on litter decomposition has been collected at about 500 sites worldwide resulting in several peer-review publications.

"Applying the common metric across aquatic, wetland, marine and terrestrial ecosystems allows for a conceptual comparison and understanding of key drivers involved in the control of global litter carbon turnover," Djukic said.

"Now that we are starting to get a better understanding of which environments are storing more carbon than others, we can use this information to ensure we protect these areas from environmental or land-use change."

Next steps

The researchers will combine the data from this project with data from similar studies of land-based carbon sinks, including forests, to inform designs of predictive global models.
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Deadly diets driving digestive diseases | ScienceDaily
Against the backdrop of an alarming increase in the number of people under 50 being diagnosed with bowel cancer, researchers are urging people to bump up their fibre intake and improve their eating habits if they want to reduce their risk of deadly digestive cancers.


						
Two studies by Flinders University expand on existing evidence that a diet rich in fruits, vegetables, whole grains, fish, legumes and dairy may protect against the risk of gastrointestinal (GI) cancers -- including bowel -- and improve the outcomes of these diseases.

"We've identified many direct links between poor diet choices and digestive cancers," says senior author Dr Yohannes Melaku from Flinders Health and Medical Research Institute (FHMRI).

"Importantly, we found that a diet high in healthy fats and vegetables whilst limiting the consumption of sugars and alcohol could potentially reduce the risk of bowel and other cancers.

"Unhealthy dietary patterns, marked by high consumption of red and processed meats, fast foods, refined grains, alcohol and sugary beverages, present a worrying relationship with an increased risk of GI cancers.

"Notably, we found that high-fibre foods such as fruits and vegetables promote healthy gut bacteria that can reduce inflammation. The emphasis on fibre and healthy fats should be an integral part of everyone's diet."

Whilst there is growing evidence that dietary interventions can be effective at preventing or delaying some diseases, the authors say that further trials are needed to investigate the impact that diet has on cancers and that diet is just one aspect of someone's overall health and wellbeing.




Gastrointestinal cancers (GI) including cancer of the esophagus, stomach, pancreas, small bowel, colon, rectum and anus, are responsible for 1 in 4 cancer cases, and 1 in 3 cancer deaths worldwide.

"As awareness around bowel cancer grows, our research serves as a timely reminder of the power of nutrition in disease prevention. By adhering to healthy eating practices, we can take proactive steps in safeguarding our long-term health," says Dr Melaku.

"With the growing number of digestive cancers, such as bowel cancer, being diagnosed worldwide, and increasingly in people under 50 years old, it's time for action to protect people's digestive health."

Whilst there is growing evidence that dietary interventions can be effective at preventing or delaying some diseases, the authors say that further trials are needed to investigate the impact that diet has on cancers and that diet is just one aspect of someone's overall health and wellbeing.

The findings support the World Cancer Research Fund (WCRF) and American Institute for Cancer Research (AICR) guidelines that advocate for diets rich in whole grains, vegetables, fruits, and legumes, while limiting red and processed meat, sugary drinks and processed foods.

"Our findings not only reinforce established guidelines but also highlight dietary choices that can proactively protect against this disease such as upping your fibre intake," says Dr Melaku.




"Having a healthy diet is one of the simplest ways to improve our overall health and reduce the risk of diseases including cancers.

"Our studies demonstrate that nutrition education and promoting healthy eating patterns could be pivotal in reducing GI cancer risks and improving patient outcomes," Dr Melaku adds.

"Whilst our results are promising, more work needs to be done with a greater focus on nutrition in clinical settings using nutritional biomarkers to better understand the relationship between diet and GI cancer," says Associate Professor Amy Reynolds, an author on the paper.

"We need to understand how different dietary patterns may influence the risk of developing digestive cancers.

"We also want to see an increase in education around healthy eating which could lead to better health outcomes for those at risk for GI cancers," she adds.
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Higher ratio of plant protein to animal protein may improve heart health | ScienceDaily
Eating a diet with a higher ratio of plant-based protein to animal-based protein may reduce the risk of cardiovascular disease (CVD) and coronary heart disease (CHD), according to a new study led by researchers at Harvard T.H. Chan School of Public Health. According to the researchers, these risk reductions are likely driven by the replacement of red and processed meats with plant proteins. The researchers also observed that a combination of consuming more plant protein and higher protein intake overall provided the most heart health benefits.


						
While global dietary guidelines recommend higher intake of plant protein, the ideal ratio of plant to animal protein has remained unknown. The study is the first to investigate this ratio and how it impacts health, specifically heart health.

"The average American eats a 1:3 plant to animal protein ratio. Our findings suggest a ratio of at least 1:2 is much more effective in preventing CVD. For CHD prevention, a ratio of 1:1.3 or higher should come from plants," said lead author Andrea Glenn, visiting scientist in the Department of Nutrition. Glenn worked on the study as a postdoctoral fellow at Harvard Chan School and is now an assistant professor in the Department of Nutrition and Food Studies at New York University.

The study will be published Dec. 2 in the American Journal of Clinical Nutrition.

The researchers used 30 years of data on diet, lifestyle, and heart health among nearly 203,000 men and women enrolled in the Nurses' Health Studies I and II and the Health Professionals' Follow-up Study. Participants reported their dietary intake every four years. The researchers calculated each participant's total protein intake, measured in grams per day, as well as their specific intakes of animal and plant proteins. Over the course of the study period, 16,118 CVD cases, including over 10,000 CHD cases and over 6,000 stroke cases, were documented.

After adjusting for participants' health history and sociodemographic and lifestyle factors, the study found that eating a higher ratio of plant to animal protein was associated with lower risks of CVD and CHD. Compared to participants who consumed the lowest plant to animal protein ratio (~1:4.2), participants who consumed the highest (~1:1.3) had a 19% lower risk of CVD and a 27% lower risk of CHD. These risk reductions were even higher among participants who ate more protein overall. Those who consumed the most protein (21% of energy coming from protein) and adhered to a higher plant to animal protein ratio saw a 28% lower risk of CVD and a 36% lower risk of CHD, compared to those who consumed the least protein (16% of energy). No significant associations were found for stroke risk and the ratio; however, replacing red and processed meat in the diet with several plant sources, such as nuts, showed a lower risk of stroke.

The researchers also examined if there's a point at which eating more plant protein stops having added benefits or could even have negative implications. They found that risk reduction for CVD begins to plateau around a 1:2 ratio, but that CHD risk continues to decrease at higher ratios of plant to animal protein.




According to the researchers, these risk reductions are likely driven by the replacement of red and processed meat with several plant protein sources, particularly nuts and legumes. Such replacements have been found to improve cardiometabolic risk factors, including blood lipids and blood pressure as well as inflammatory biomarkers. This is partly because plant proteins are often accompanied by high amounts of fiber, antioxidant vitamins, minerals, and healthy fats.

"Most of us need to begin shifting our diets toward plant-based proteins," said senior author Frank Hu, Fredrick J. Stare Professor of Nutrition and Epidemiology at Harvard Chan School. "We can do so by cutting down on meat, especially red and processed meats, and eating more legumes and nuts. Such a dietary pattern is beneficial not just for human health but also the health of our planet."

The researchers pointed out that the ratios they identified are estimates, and that further studies are needed to determine the optimal balance between plant and animal protein. Additionally, further research is needed to determine how stroke risk may be impacted by protein intake.

The Nurses' Health Studies and Health Professional Follow-up Studies are supported by National Institutes of Health grants UM1 CA186107, R01 CA49449, R01 HL034594, U01 HL145386, R01 HL088521, U01 CA176726, R01 CA49449, U01 CA167552, R01 HL60712, and R01 HL35464.
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        20th century lead exposure damaged American mental health
        Exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive, according to researchers. They estimate that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

      

      
        Perceptions of parent cannabis use shape teen attitudes
        Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new study. The research also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

      

      
        Owning a home in the US linked to longer life
        A new study finds that owning a home in early adult life adds approximately four months to the lives of male Americans born in the early twentieth century.

      

      
        Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain
        New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.

      

      
        Alaska's changing environment
        The University of Alaska Fairbanks released a new report this week highlighting environmental changes and extremes that impact Alaskans and their livelihoods. 'Alaska's Changing Environment' provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

      

      
        Countdown to an ice-free Arctic: New research warns of accelerated timelines
        Scientists demonstrate how a series of extreme weather events could lead to the Arctic's first ice-free day within just a few years.

      

      
        Study finds American, Canadian universities vary widely in preparing future urban planners for climate change
        A study of American and Canadian universities found most are including climate change in the curriculum for future urban planners, but they vary widely in their approaches to preparing the future professionals for mitigating, adapting to and being resilient to climate change in their profession.

      

      
        A caving expedition yields valuable insight into the challenges of field research
        Researchers describe how they gathered useful data from a group of people living in extreme conditions, as well as the challenges they faced and the lessons they learned.

      

      
        Cosmetic dermatology in the digital age
        Driven by rapid advances in technology and the ever-growing influence of the digital landscape, the art of caring for the physical body and the digital world are becoming increasingly intertwined. The field of cosmetic dermatology is no exception.

      

      
        Digital Twins of the Earth is a misleading term as computer models are always a simplified representation of reality
        The term 'Digital Twin of the Earth' creates the idea of the availability of a highly accurate virtual copy of our planet, enabling researchers to predict the most complex future climate developments and extreme natural events. In fact, such a replica -- or model representation of the Earth systems -- is the goal of the Destination Earth project.

      

      
        Revisiting vitamin D guidelines
        In June of 2024, the Endocrine Society, influenced by a substantial body of research conducted in recent years, published new clinical practice guidelines for the testing and supplementation of Vitamin D for the prevention of disease. These new recommendations included limiting vitamin D supplementation beyond the daily recommended intake to specific risk groups and advised against routine 25-hydroxyvitamin D [25(OH)D] testing in healthy individuals.

      

      
        Racial disparities in sudden cardiac arrest and death among athletes
        A recent major review of data shows that Black athletes are approximately five times more likely to experience sudden cardiac arrest (SCA) and sudden cardiac death (SCD) compared to White athletes, despite some evidence of a decline in rates of SCD overall.

      

      
        Strategies for safe and equitable access to water: A catalyst for global peace and security
        Water can be a catalyst for peace and security with a critical role in preventing conflicts and promoting cooperation among communities and nations -- but only if managed equitably and sustainably.
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20th century lead exposure damaged American mental health | ScienceDaily
In 1923, lead was first added to gasoline to help keep car engines healthy. However, automotive health came at the great expense of our own well-being.


						
A new study calculates that exposure to car exhaust from leaded gas during childhood altered the balance of mental health in the U.S. population, making generations of Americans more depressed, anxious and inattentive or hyperactive. The research estimates that 151 million cases of psychiatric disorder over the past 75 years have resulted from American children's exposure to lead.

The findings, from Aaron Reuben, a postdoctoral scholar in neuropsychology at Duke University, and colleagues at Florida State University, suggest that Americans born before 1996 experienced significantly higher rates of mental health problems as a result of lead, and likely experienced changes to their personalities that would have made them less successful and resilient in life.

Leaded gas for cars was banned in the U.S. in 1996, but the researchers say that anyone born before then, and especially during the peak of its use in the 1960s and 1970s, had concerningly high lead exposures as children.

The team's paper will appear the week of December 4 in the Journal of Child Psychology and Psychiatry.

Lead is neurotoxic and can erode brain cells and alter brain function after it enters the body. As such, there is no safe level of exposure at any point in life, health experts say. Young children are especially vulnerable to lead's ability to impair brain development and alter brain health. Unfortunately, no matter what age, our brains are ill-equipped for keeping lead toxicity at bay.

Because water systems in older American cities still contain lead pipes, the EPA issued regulations in October that give cities 10 years to identify and replace lead plumbing, and $2.6 billion to get it done. Earlier this year the EPA also lowered the level of lead in soil that it considers to be potentially hazardous, resulting in an estimated 1 in 4 U.S. households having soil that may require cleanup.




"Humans are not adapted to be exposed to lead at the levels we have been exposed to over the past century," Reuben said. "We have very few effective measures for dealing with lead once it is in the body, and many of us have been exposed to levels 1,000 to 10,000 times more than what is natural."

Over the past century, lead was used in paint, pipes, solder, and, most disastrously, automotive fuel. Numerous studies have linked lead exposure to neurodevelopmental and mental health problems, particularly conduct disorder, attention-deficit / hyperactivity disorder, and depression. But until now it has not been clear how widespread lead-linked mental illness symptoms would have been.

To answer the complex question of how leaded gas use for more than 75 years may have left a permanent mark on human psychology, Reuben and his co-authors Michael McFarland and Mathew Hauer, both professors of sociology at Florida State University, turned to publicly available nationwide data.

Using historical data on U.S. childhood blood-lead levels, leaded-gas use, and population statistics, they determined the likely lifelong burden of lead exposure carried by every American alive in 2015. From this data, they estimated lead's assault on mental health and personality by calculating "mental illness points" gained from leaded gas exposure as a proxy for its harmful impact on public health.

"This is the exact approach we have taken in the past to estimate lead's harms for population cognitive ability and IQ," McFarland said, noting that the research team previously identified that lead stole 824 million IQ points from the U.S. population over the past century.

"We saw very significant shifts in mental health across generations of Americans," Hauer said. "Meaning many more people experienced psychiatric problems than would have if we had never added lead to gasoline." Lead exposure led to greater rates of diagnosable mental disorders, like depression and anxiety, but also greater rates of individuals experiencing more mild distress that would impair their quality of life.




"For most people, the impact of lead would have been like a low-grade fever," Reuben said. "You wouldn't go to the hospital or seek treatment, but you would struggle just a bit more than if you didn't have the fever."

Lead's effect on brain health has also been linked to changes in personality that show up at the national level. "We estimate a shift in neuroticism and conscientiousness at the population level," McFarland said.

As of 2015, more than 170 million Americans (more than half of the U.S. population) had clinically concerning levels of lead in their blood when they were children, likely resulting in lower IQs and more mental health problems, and likely putting them at higher risk for other long-term health impairments, such as increased cardiovascular disease.

Leaded gasoline consumption rose rapidly in the early 1960s and peaked in the 1970s. As a result, Reuben and his colleagues found that essentially everyone born during those two decades were nearly certain to have been exposed to pernicious levels of lead from car exhaust. The generation with the greatest lead exposures, Generation X (1965-1980), would have seen the greatest mental health losses.

"We are coming to understand that lead exposures from the past -- even decades in the past -- can influence our health today," Reuben said. "Our job moving forward will be to better understand the role lead has played in the health of our country, and to make sure we protect today's children from new lead exposures wherever they occur."
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Perceptions of parent cannabis use shape teen attitudes | ScienceDaily
Teens who think their parents use cannabis are more likely to hold favorable attitudes toward the drug and to consider trying it themselves, according to a new Washington State University study.


						
The research, published in the Journal of Child and Family Studies, also reveals that parental monitoring and the closeness of parent-child relationships play crucial roles in adolescents' views about cannabis, often with distinct effects based on the parent's gender.

The findings could ultimately help parents who use cannabis come up with more effective strategies for communicating about the health risks of the drug with their children, especially in states like Washington, where cannabis is legal and mixed societal messages complicate discussions of substance use.

"Parents need to recognize that their use matters," said Stacey J. T. Hust, lead author of the study and a professor of communication at WSU. "If teens perceive their parents use cannabis, whether they actually do or not, it can send the message that the behavior is also acceptable for them, especially without explicit conversations that set boundaries for the teen."

For the study, the WSU team surveyed 276 adolescents aged 13-17 in Washington state about their perceptions of parental cannabis use, their closeness to their parents and the level of parental monitoring in their lives. Key findings show that 32% of teens believed their fathers used cannabis, while 25% thought their mothers did. These perceptions were strongly associated with decreased negative attitudes toward cannabis and increased intentions to use it.

Interestingly, the study found that the influence of parental closeness differed by gender. Adolescents close to mothers who were non-users reported lower intentions to use cannabis. Conversely, teens close to cannabis-using mothers exhibited more positive attitudes and stronger intentions to use the substance. For fathers, closeness was associated with more positive attitudes toward cannabis use, regardless of whether the father used cannabis or not.

The researchers also found that parental monitoring can be a powerful protective factor against underage cannabis use, particularly for boys. Boys who reported higher levels of parental monitoring -- measured by parents knowing their whereabouts and who their friends were -- expressed more negative attitudes toward cannabis than girls under a similar level of supervision.




"Parenting is highly gendered," said Hust. "This study sheds light on how mothers and fathers uniquely impact their children's views on cannabis, providing a roadmap for future research to explore these differences further."

Hust and Jessica Willoughby, an associate professor of Communication at WSU and co-author of the study, said the overall message for parents is that open, honest discussions about cannabis, combined with consistent monitoring, can help mitigate teens' likelihood to view the substance positively or intentions to use it. They recommend parents frame cannabis as an adult decision, akin to alcohol or tobacco, and emphasize its risks.

"Parents need to be thoughtful about how they talk about their use with their kids," Willoughby said. "They need to make clear that cannabis is a product meant for adults and communicate its potential harms, especially for developing adolescent brains."

Moving forward, the researchers plan to build on their study by investigating how parents communicate with their teens about substance use. Future work will explore topics such as the role of parental warmth and closeness in fostering effective conversations about cannabis and other health-related behaviors.
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Owning a home in the US linked to longer life | ScienceDaily
Dr Casey Breen, Senior Postdoctoral Research Fellow at Oxford University's Leverhulme Centre for Demographic Science and Department of Sociology, conducted the study, published today in Demography.


						
The study found that homeownership was associated with 0.36 years of additional life expectancy for Black male Americans who were born in the early twentieth century, and 0.42 years for their White counterparts.

Dr Casey Breen said 'My study finds homeownership has a meaningful positive impact on life expectancy. These results suggest that social policies that equitably expand homeownership opportunities for Black Americans may help narrow the gap between Black and White male life expectancy in the US.'

According to the study, expanding homeownership opportunities for racial minorities could help mitigate the profound racial disparities in mortality the US is currently experiencing. The study also highlights significant disparities in homeownership rates in the twentieth century, with White Americans being almost twice as likely to own a house than Black Americans. Due to systemic historical issues such as slavery and racism, Black Americans had far fewer opportunities to own their home in 1940 with fewer than 10% doing so between the ages of 18-25 in 1940, and only 40% over the age of 65 owning their homes.

Using data from the 1920 and 1940 census records that were linked to social security mortality records, and a sibling-based identification strategy, the study was able to analyse the different outcomes in life expectancy for American male adults owning a home between the ages of 24 and 35.

While owning a home as opposed to renting can help in the accumulation of wealth, and is associated with better health and living longer, the study found that the property's value had very little impact on life expectancy. The study also discusses other reasons for this increase in life expectancy for homeowners including a stronger social community, the psychological benefits of homeownership, and better living conditions.

Dr Casey Breen said 'This study also shows that there is a meaningful, statistically significant difference in life expectancy between Americans owning their home and those who rent, with homeowners in early adulthood living approximately six months longer at age 65 than those who rent.'

The study controlled for factors such as education attainment, race, income, marital status, and shared family background to provide a snapshot of how US homeownership affected life expectancy in the twentieth century. However, it is important to note that the sample was restricted in terms of gender, ethnicity, nationality and historical context, and is unlikely to be representative of other populations.
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Study in neurosurgery patients reveals numerical concepts are processed deep in ancient part of brain | ScienceDaily
New research reveals the unique human ability to conceptualize numbers may be rooted deep within the brain.


						
Further, the results of the study by Oregon Health & Science University involving neurosurgery patients suggests new possibilities for tapping into those areas to improve learning among people bedeviled by math.

"This work lays the foundation to deeper understanding of number, math and symbol cognition -- something that is uniquely human," said senior author Ahmed Raslan, M.D., professor and chair of neurological surgery in the OHSU School of Medicine. "The implications are far-reaching."

The study published today in the journal PLOS ONE.

Raslan and co-authors recruited 13 people with epilepsy who were undergoing a commonly used surgical intervention to map the exact location within their brains where seizures originate, a procedure known as stereotactic electroencephalography. During the procedure, researchers asked the patients a series of questions that prompted them to think about numbers as symbols (for example, 3), as words ("three") and as concepts (a series of three dots).

As the patients responded, researchers found activity in a surprising place: the putamen.

Located deep within the basal ganglia above the brain stem, the putamen is an area of the brain primarily associated with elemental functions, such as movement, and some cognitive function, but rarely with higher-order aspects of human intelligence like solving calculus. Neuroscientists typically ascribe consciousness and abstract thought to the cerebral cortex, which evolved later in human evolution and wraps around the brain's outer layer in folded gray matter.




"That likely means the human ability to process numbers is something that we acquired early during evolution," Raslan said. "There is something deeper in the brain that gives us this capacity to leap to where we are today."

Researchers also found activity as expected in regions of the brain that encode visual and auditory inputs, as well as the parietal lobe, which is known to be involved in numerical and calculation-related functions.

From a practical standpoint, the findings could prove useful in avoiding important areas during surgeries to remove tumors or epilepsy focal points, or in placing neurostimulators designed to stop seizures.

"Brain areas involved in processing numbers can be delineated and extra care taken to avoid damaging these areas during neurosurgical interventions," said lead author Alexander Rockhill, Ph.D., a postdoctoral researcher in Raslan's lab.

Researchers credited the patients involved in the study.

"We are extremely grateful to our epilepsy patients for their willingness to participate in this research," said co-author Christian Lopez Ramos, M.D., a neurosurgical resident at OHSU. "Their involvement in answering our questions during surgery turned out to be the key to advancing scientific understanding about how our brain evolved in the deep past and how it works today."

Indeed, the study follows previous lines of research involving mapping of the human brain during surgery.




"I have access to the most valuable human data in nature," Raslan said. "It would be a shame to miss an opportunity to understand how the brain and mind function. All we have to do is ask the right questions."

In the next stage of this line of research, Raslan anticipates discerning areas of the brain capable of performing other higher-level functions.

In addition to Raslan, Rockhill and Lopez Ramos, co-authors include Hao Tan, M.D., Beck Shafie, Maryam Shahin, M.D., Adeline Fecker, Mostafa Ismail, Daniel Cleary, M.D., and Kelly Collins, M.D., of OHSU; and Caleb Nerison, D.O., now of Lexington Medical Center in South Carolina.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241203164614.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Alaska's changing environment | ScienceDaily

"Alaska's Changing Environment" provides people with timely, reliable and understandable information on topics ranging from temperature and precipitation changes to salmon and polar bears.

The report was led by the Alaska Center for Climate Assessment and Policy at the UAF International Arctic Research Center, with contributions from more that 40 scientists and Indigenous experts across the state. This is the second edition of "Alaska's Changing Environment," which was first published in 2019. The inaugural report proved to be a popular resource for educators, scientists, media, policymakers and others interested in learning and communicating about climate and environmental changes impacting the state.

In the five years since release of the first report, extreme weather, climate and environmental events have become more frequent. The State of Alaska declared nearly three dozen weather- or climate-related disasters, about double the 2014-19 total. A dozen of these were elevated to federal disasters. From deadly landslides in Southeast Alaska to Typhoon Merbok along the Bering Sea coast, all regions of the state have been affected.

"Alaska's Changing Environment" updates key long-term climate trends. It also highlights the changes and impacts that have emerged or accelerated over the past five years.

Though the report covers nearly two dozen topics, the following four changes may be of particular interest to Alaskans.

Warmer, especially in winter

We've all heard that Alaska is warmer now than when our parents were young, but how much so? Alaska's Changing Environment breaks the warming trend down by region and season. Though overall the state has warmed more than 3degF in 50 years, the biggest changes are taking place in winter. The northern portion of the state is now an astonishing 8.2degF warmer, and even in Southeast, where there are fewer changes in any season, winter is on average 2.5degF warmer.




Changing precipitation

Both summer and winter precipitation are changing in Alaska. The past five summers have been especially wet. In Southeast Alaska the recent wetness aligned with the long-term trend. Northwest Alaska had been becoming drier, but, since 2019, it has seen 1.5 times more rain than the 50-year average. Most of Alaska is also seeing rain replace snow in autumn. In some areas, there is also more freezing rain in the middle of winter. Across the state, spring is coming earlier and the entire snow season is about two weeks shorter than it was 25 years ago.

Extreme events are increasing

The frequency and intensity of extreme events like avalanches, landslides, floods and coastal storms are increasing in Alaska. Four fatal landslides have occurred in the past nine years. In 2022, Typhoon Merbok pounded Alaska's western coast, damaging 40 communities. Three consecutive years with high-impact snowstorms have left Anchorage residents reeling. Outbursts from temporary lakes blocked by Mendenhall Glacier have produced record-setting floods in Juneau two years in a row.

Salmon highs and lows

Since 2020, Alaska salmon populations have seen record highs and record lows. In 2022, 80% fewer king salmon returned to the Yukon River than the 30-year average and 90% fewer chum salmon returned to western Alaska. Since, both species rebounded slightly, but returns remain well below average. Meanwhile, nearly double the usual number of sockeye salmon returned to Bristol Bay in 2022. Also, across the state, all species of salmon are maturing at smaller body sizes. These smaller fish produce smaller and fewer eggs.

The visual and concise approach used in Alaska's Changing Environment to communicate environmental change has inspired several spinoffs that explore topical or regional changes across Alaska. To see the entire series and learn about wildfire, berries, Arctic policy and changes to the Bering Sea and Yukon Flats, visit IARC's website (https://uaf-iarc.org/communicating-change/).
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Countdown to an ice-free Arctic: New research warns of accelerated timelines | ScienceDaily
The first summer on record that melts practically all of the Arctic's sea ice, an ominous milestone for the planet, could occur as early as 2027.


						
For the first time, an international research team, including University of Colorado Boulder climatologist Alexandra Jahn and Celine Heuze from the University of Gothenburg in Sweden, used computer models to predict when the first ice-free day could occur in the northernmost ocean. An ice-free Arctic could significantly impact the ecosystem and Earth's climate by changing weather patterns.

"The first ice-free day in the Arctic won't change things dramatically," said Jahn, associate professor in the Department of Atmospheric and Oceanic Sciences and fellow at CU Boulder's Institute of Arctic and Alpine Research. "But it will show that we've fundamentally altered one of the defining characteristics of the natural environment in the Arctic Ocean, which is that it is covered by sea ice and snow year-round, through greenhouse gas emissions."

The findings were published Dec. 3 in the journal Nature Communications. Jahn will also present the results in Dec. 9 at the American Geophysical Union annual meeting in Washington D.C.

A Blue Arctic

As the climate warms from increasing greenhouse gas emissions, sea ice in the Arctic has disappeared at an unprecedented speed of more than 12% each decade.

In September, the National Snow and Ice Data Center reported that this year's Arctic sea ice minimum -- the day with the least amount of frozen seawater in the Arctic -- was one of the lowest on record since 1978.




At 1.65 million square miles, or 4.28 million square kilometers, this year's minimum was above the all-time low observed in September 2012. But it still represents a stark decline compared to the average coverage of 6.85 million square kilometers between 1979 and 1992.

When the Arctic Ocean has less than 1 million square kilometers of ice, scientists say the Arctic is ice free.

Previous projections of Arctic sea ice change have focused on predicting when the ocean will become ice free for a full month. Jahn's prior research suggested that the first ice-free month would occur almost inevitably and might happen by the 2030s.

As the tipping point approaches, Jahn wondered when the first summer day that melts virtually all of the Arctic sea ice will occur.

"Because the first ice-free day is likely to happen earlier than the first ice-free month, we want to be prepared. It's also important to know what events could lead to the melting of all sea ice in the Arctic Ocean," Heuze said.

Non-zero possibility

Jahn and Heuze projected/estimated the first ice-free Arctic day using output from over 300 computer simulations. They found that most models predicted that the first ice-free day could happen within nine to 20 years after 2023 regardless of how humans alter their greenhouse gas emissions. The earliest ice-free day in the Arctic Ocean could occur within three years.




It's an extreme scenario but a possibility based on the models. In total, nine simulations suggested that an ice-free day could occur in three to six years.

The researchers found that a series of extreme weather events could melt two million square kilometers or more of sea ice in a short period of time: A unusually warm fall first weakens the sea ice, followed by a warm Arctic winter and spring that prevents sea ice from forming. When the Arctic experiences such extreme warming for three or more years in a row, the first ice-free day could happen in late summer.

Those kinds of warm years have already happened. For example, in March 2022, areas of the Arctic were 50degF warmer than average, and areas around the North Pole were nearly melting. With climate change, the frequency and intensity of these weather events will only increase, according to Heuze.

Sea ice protects the Arctic from warming by reflecting incoming sunlight back into space. With less reflective ice, darker ocean waters will absorb more heat from the Sun, further increasing temperatures in the Arctic and globally. In addition, warming in the Arctic could change wind and ocean current patterns, leading to more extreme weather events around the world.

But there's also good news: A drastic cut in emissions could delay the timeline for an ice-free Arctic and reduce the time the ocean stays ice-free, according to the study.

"Any reductions in emissions would help preserve sea ice," Jahn said.
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Study finds American, Canadian universities vary widely in preparing future urban planners for climate change | ScienceDaily
Urban and community planners have a vital role in preparing their cities for climate change. But are the university programs training them for those careers adequately preparing them for climate change in terms of mitigating, adapting to and being resilient to the effects of climate change? New research from the University of Kansas has found American and Canadian universities have made progress but vary widely in how they address climate change in their curriculum.


						
The need to address climate change in urban planning has been acknowledged for some time, but standards on how to do so have been absent. To better understand how planning programs are covering the issue, three researchers surveyed how North American universities include the topic in their curriculum.

Elisabeth Infield of the University of Massachusetts Amherst, Mark Seasons of the University of Waterloo and Ward Lyles, associate professor of public affairs & administration at KU, surveyed more than 100 universities. The study was published in the journal Planning Practice & Research.

Results of the Canadian study showed planning programs tend to cover the basics of climate science in topic-specific courses and that the majority of such content was offered in allied fields such as geography. Courses were regularly designed to promote active learning, considered local and regional context and focused on themes of justice, equity and vulnerability to hazards. Courses tended to also focus on solutions more than the physical science.

"We see that as an understandable area of focus the last 20 years, because the science is fairly settled and we're not having to catch people up," Lyles said. "In the earlier days people were talking about working to stave off climate change, but once Hurricane Katrina hit (in 2005), you could see the writing on the wall clearly."

A study of U.S.-based programs found those offering a full course on climate change nearly doubled from 2010 to 2023 and that such courses were found across the country in both traditionally red and blue states.

A third, binational study aimed to identify the kinds of climate change-related content delivered in accredited planning programs in the U.S. and Canada and gather insight on what factors can facilitate or impede the subject in curriculum. Program directors and faculty members surveyed on the topic indicated that more than 60% of programs have semesterlong elective courses on climate change, followed by required courses on climate change modules. Respondents also indicated they focus more on teaching adaptation than climate mitigation and that faculty and students most often advocated for teaching the topic than administrators, alumni or prospective employers.




Taken together, the three studies show that American and Canadian urban planning programs are increasingly addressing climate change as a central topic in education. Most include it in preexisting and often elective courses. Programs also often struggle in how deeply to cover the subject and how to apply it across areas of planning. There also tends to be more focus on adaptation in planning than on mitigation or incorporating resilience into community planning.

"We don't believe you should be able to come out of a planning program without addressing climate change," Lyles said. "We expect that there should be a standalone course on climate change but that we also need to work on how it will be part of all realms of urban planning education."

The authors include a list a recommendations:
    	Requiring core climate change courses in planning education and practice.
    	Tracking if and how accredited planning programs comply with requirements for climate change as part of core curriculum.
    	Increasing opportunities for cross-program and cross-national exchange on teaching the topic in planning.
    	Expanding perspectives beyond traditional approaches to reducing greenhouse gas emissions and adaptation to climate impacts to more centrally include equity and justice in transformative planning.
    	Leading by example to communicate the urgency of mitigation and adaptation and to integrate the issue into existing classes.

Lyles said addressing the topic, especially with young people who will be the next generation of planners, may be practically and emotionally difficult, but is necessary for the profession to address. Future planners will be tasked with deciding how community assets are deployed and cities are designed to withstand the increasingly severe effects of climate change.

"We found little focus on asking, 'How do you talk to young people whose relative contribution to the problem is negligible and have been constantly told the world is struggling?' How do we teach them about the issue? Despondency is rarely a good motivator," Lyles said. "We're trying to train planners to do what's right and lead community conversations. That takes a lot of emotional intelligence. There are a lot of hard things to talk about, and we're not doing that well enough."
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A caving expedition yields valuable insight into the challenges of field research | ScienceDaily
Lab-based research is a bedrock of how modern science is practiced, but it cannot account for most experiences humans encounter outside the lab. Likewise, most of these experiences cannot be replicated in a lab setting.


						
This is especially true in the field of cognitive neuroscience and neuropsychology, where environmental stressors can unexpectedly influence how humans think and react. But by bringing lab-based methods and equipment into the field, a Concordia-led group of researchers hoped to achieve a deeper understanding of what happens to people in difficult environmental circumstances.

In a paper published in the Journal of Environmental Psychology, they describe how they gathered useful data from a group of people living in extreme conditions, as well as the challenges they faced and the lessons they learned. The research was conducted under the supervision of Emily Coffey, an associate professor in the Department of Psychology.

Their subjects were members of an expedition organized by Speleo Quebec that was exploring a cave complex in the Sierra Negra Mountain, about 300 kilometres southeast of Mexico City. The researchers joined them halfway through a three-week mission. The cavers experienced daily physical exertion, isolation and spartan hygiene and sleeping quarters -- a far cry from the strict parameters involved in orthodox lab work.

"Lab work is highly controlled and therefore reproducible across hundreds of tests, but it is not going to be very naturalistic," says Hugo Jourde, the paper's lead author and a PhD student at the Coffey Lab: Audition, Sleep & Plasticity. "On the other end of the spectrum are field missions, where you have no control over the environment. We believe there is value in both these approaches."

They hoped their research would document the challenges of performing field-based cognitive science while simultaneously proposing a framework for future studies. They used their Mexico expedition as a case study for empirical support.

"At this point, the main focus was to see what was feasible and what was not," he says.




Getting data is difficult but not impossible

Four researchers joined the seven spelunkers in the second week of a three-week mission in March 2023. The nine men and two women had varying levels of experience caving or climbing and were aged between 27 and 65.

The researchers selected a set of questionnaires, cognitive tasks, physiological measures, equipment readings from heart monitors and body-mounted cameras, and one-on-one interviews to gather their data. They were particularly looking at measures of fatigue, emotional regulation or cognitive performance. They also took sleep measurements on a sub-group of cavers.

Logistical difficulties, time constraints and physical exhaustion forced the researchers to quickly adapt their approach. Despite the small number of subjects and the lack of equipment needed to monitor them all, the overall experience still yielded important results, according to Jourde.

"The focus of this study was to see whether it was possible to gather data in this environment," he emphasizes. "We knew there would not be any statistical power to most of this, but we were able to gather data that was usable."

Jourde says this study will help conduct future research on work in extreme environments, a topic of particular importance to organizations like NASA and the European Space Agency. At the same time, they did gain insights into the relationship between cognitive workload, sleep and workplace safety.

"Caving is an extreme environment, and it teaches us a lot about other dangerous and physically demanding work. People don't have to be taking part in a caving or space expedition; it's for anyone doing a difficult job."

Anita Paas, PhD 24, Arnaud Brignol, Marie-Anick Savard, Zseyvfin Eyqvelle at Concordia and Samuel Bassetto and Giovanni Beltrame from Polytechnique Montreal also contributed to this study.

The Government of Canada's New Frontiers in Research Fund and the Canadian Space Agency provided support for this study.
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Cosmetic dermatology in the digital age | ScienceDaily
Driven by rapid advances in technology and the ever-growing influence of the digital landscape, the art of caring for the physical body and the digital world are becoming increasingly intertwined. The field of cosmetic dermatology is no exception.


						
"The marriage of innovation, social media and telehealth consultations has changed how patients perceive and seek beauty and how they engage with dermatologists," says

corresponding author Neelam Vashi, MD, associate professor of dermatology at Boston University Chobanian & Avedisian School of Medicine. "Technology should serve as a means of empowerment, that celebrates individuality and authenticity, not distortion."

Her editorial in the Journal of Clinical Medicine, explores how dermatologists must learn to harness the power of technology while upholding the core values of safety, ethics and patient satisfaction.

Vashi, who also directs the Boston University Cosmetic and Laser Center at Boston Medical Center, describes how technologies such as artificial intelligence (AI), augmented reality and high-resolution imaging are powerful tools that are pushing the boundaries of what physicians can offer their patients in cosmetic dermatology. While these tools empower patients by offering a tangible, visual sense of what they could potentially expect, she stresses that they are not without challenges. "While AI can generate recommendations based on an enormous amount of data in seconds, it cannot fully account for the complexity and unpredictability of human skin and response to treatment."

Vashi also addresses the "social media effect" which she describes as a double-edged sword. Even though social media makes information and personal experiences related to cosmetic dermatology treatments easily accessible to social media users, Vashi points out that influencers without background expertise promote skincare products or cosmetic procedures, dispensing unqualified skin advice that can potentially be harmful.

While access to care has expanded through telemedicine, Vashi warns that dermatologists must be wary of the limitations of virtual consultations. She believes some conditions, consultations, and procedures require in-person appointments to ensure safety and accuracy. "Relying solely on virtual tools misses valuable information that can only be obtained by seeing the patient in person. It is the responsibility of dermatologists to balance the convenience of telehealth with the necessity of in-person exams to ensure the patient's safety and cosmetic goals are best met," Vashi says.

As both cosmetic dermatology information and procedures become more accessible in the digital age, the need for greater awareness, patient education and regulation become more necessary. According to Vashi, cosmetic dermatologists have an important role to play in educating patients about the risks associated with self-administered treatments and unregulated services sold online. "Dermatologists should emphasize and recommend receiving procedures from licensed professionals who adhere to safety standards and ethical guidelines. On an institutional level, dermatologists should advocate for strong regulatory oversight of digital platforms to minimize misinformation and ensure patient safety."

Vashi concludes her editorial by addressing the relationship between digital beauty standards and mental health and self-esteem. "Supporting our patients and understanding the effects of social media on their psyche is vital. The digital age and all its powerful tools must be the center of further research so that we may not only better utilize it, but also uphold ethical standards and foster a healthy relationship with beauty in the digital age."
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Digital Twins of the Earth is a misleading term as computer models are always a simplified representation of reality | ScienceDaily
The term Digital Twin of the Earth creates the idea of the availability of a highly accurate virtual copy of our planet, enabling researchers to predict the most complex future climate developments and extreme natural events. In fact, such a replica -- or model representation of the Earth systems -- is the goal of the Destination Earth project, funded by the European Union. This flagship initiative was launched in 2022 as a key pillar of the European Commission's efforts towards the Green Deal -- not without attracting criticism. "We have seen various highly critical papers and reports on the subject recently, and we are joining this discussion," said Professor Robert Reinecke of Johannes Gutenberg University Mainz (JGU).


						
In an article published in Socio-Environmental Systems Modelling, Reinecke and his co-authors point out the lack of a clear definition of the term "Digital Twin of the Earth," which may be misleading. "All digital representations of our planet are model representations. As such, they will always be detached from reality -- as a map can never fully replicate the land it depicts," said Reinecke. Being an expert in the field of Earth system modeling, the Mainz-based geoscientist values the new detailed simulation models as tools to interrogate and assess theories about the world in ways not possible otherwise. At the same time, however, new methods and methodology are required to ensure that these models are appropriately used and interpreted.

EU initiative Destination Earth to help climate change adaptation

Destination Earth (DestinE) is a flagship initiative of the European Commission, aiming to develop a highly accurate digital model of the Earth -- a digital twin of our planet. It is based on Europe's High-performance computers (EuroHPC), including the LUMI supercomputer in Finland, as well as on Artificial Intelligence capacities. DestinE is now creating several digital replicas covering various aspects of the Earth system. By 2030, a full digital replica of the Earth should be available, which would then contribute to more accurate monitoring and predicting of the effects of climate change and natural disasters and support the design of adaptation strategies and mitigation measures. The Digital Twin concept has found its way into other fields as well: the German Federal Agency for Carthography and Geodesy is currently working on a digital, intelligent 3D image of Germany and the German federal state of Rhineland-Palatinate is running a digital "hydro-twin" project.

Misleading term for impossible representation of reality / Understanding the differences between the world and scientific modeling

Professor Robert Reinecke and his two co-authors, Professor Francesca Pianosi of the University of Bristol in the UK and Alexander von Humboldt Professor Thorsten Wagener of the University of Potsdam, consider the term Digital Twin of the Earth problematic and inappropriate because "it suggests that we can create a digital representation that allows us to stress-test the structural properties of the Earth system with any desired degree of accuracy and precision," as they pointed out in their paper in Socio-Environmental Systems Modelling. That is not the case, however, "as every model is a simplification of reality, and its creation requires simplifying assumptions that will unavoidably lead to uncertainties," the researchers continued. "We thus recommend refraining from using the term Digital Twin of the Earth," said Reinecke.

Investing in methods to ensure appropriate use of models and data

Reinecke and his team at the JGU Institute of Geography work with models that encompass the whole planet, and he understands the motivation of the EU initiative. Simulation models are excellent digital laboratories that allow researchers to interrogate and check their assumptions about the world in ways otherwise not possible in real-world experiments. According to Reinecke, however, the creation of new models with higher resolutions will not necessarily lead to an improvement in knowledge and results. Moreover, new complex models need new methodologies that will enable researchers to apply them. Simulation models usually need to be run over and over again, thousands to millions of runs, in order to understand how a model works and what factors play a role -- whether, for instance, certain input data has a particular effect on the model results. "We need to invest in new methodologies and methods that will ensure that we use them appropriately. We have sketched out preliminary ideas already and my team and I will continue to work on this in future."

Finally, Reinecke and his co-authors state the question whether a Digital Twin of the Earth itself could represent a risk in that the "reductionist view of nature as a machine" may lead to the erosion of democratic principles "as they may end up being used as political instruments for justification and control." In this connection, the authors cite the cautionary tale of the map maker who is commissioned to create the perfect map. As they state in their contribution to Socio-Environmental Systems Modelling: "Such a map is as impossible as a perfect digital representation of reality. Scientists and decision-makers alike should not fall for this fallacy."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241202124031.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Revisiting vitamin D guidelines | ScienceDaily
In June of 2024, the Endocrine Society, influenced by a substantial body of research conducted in recent years, published new clinical practice guidelines for the testing and supplementation of Vitamin D for the prevention of disease. These new recommendations included limiting vitamin D supplementation beyond the daily recommended intake to specific risk groups and advised against routine 25-hydroxyvitamin D [25(OH)D] testing in healthy individuals.


						
In a new review article in the journal, Endocrine Practice, Michael Holick, PhD, MD, professor of medicine, pharmacology, physiology & biophysics and molecular medicine at Boston University Chobanian & Avedisian School of Medicine, compares and contrasts the 2024 Endocrine Society's Clinical Guidelines on Vitamin D with those he helped design in 2011.

"The 2011 guidelines provided clinicians with guidance for how to evaluate and treat patients with vitamin D deficiency and prevent recurrence, whereas the 2024 guidelines made recommendations for the general healthy population for skeletal and extra skeletal health benefits of vitamin D. I believe this will cause great confusion for physicians and health care professionals as to how to determine if their patient who is at risk for vitamin D deficiency is vitamin D deficient since screening children and adults for their vitamin D status is not recommended in the new guidelines," explains Holick.

Among the major differences:
    	The 2011 Guidelines provided physicians and health care professionals with guidance for when to evaluate a patient for their vitamin D status while the 2024 Guidelines do not.

    	The 2011 Guidelines provided health care professionals with information on how much vitamin D is required to treat and prevent vitamin D deficiency in all age groups. The 2024 Guidelines recommends vitamin D supplementation as proposed by the Institute of Medicine in 2010. However, the 2024 Guidelines only put forward the amount of vitamin D needed for anyone one year and older and provides no information for younger infants.
    	While the 2024 Guidelines acknowledge that increased vitamin D supplementation with a daily average intake of 2500 IUs may be of value in reducing risk of poor birth outcomes including preeclampsia, preterm births, small-for-gestational age births, neonatal mortality and cesarean section, it does not recommend monitoring vitamin D status in pregnant women and doesn't propose increased vitamin D intake above 600 IUs daily that is the dietary reference intakes for all adults.

According to Holick the 2024 Guidelines, ignored association studies and other studies and relied on randomized controlled trials, most of which were not placebo-controlled, for their recommendations. "As a result, they do not provide guidance for the many healthful benefits of vitamin D including: reducing cancer mortality by more than 25%; the incidence of metastatic and fatal cancer by 38%; autoimmune disorders by 39%, including type 1 diabetes by 88%; advancement of prediabetes to type 2 diabetes by 76%, peripheral vascular disease by 88% and lowering risk of respiratory tract infections by 58%. In terms of COVID 19 infection, hospitalizations and mortality was reduced by as much as 74%, 22% and 45% respectively, and accelerating COVID positive patients to COVID negativity by 66%; reducing risk of pre-term birth by 62% and preeclampsia and need for a cesarean section by more than 50%," he adds.
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Racial disparities in sudden cardiac arrest and death among athletes | ScienceDaily

The disparities in SCA/D rates highlights the need for increased research into the social determinants of health in younger athletes, a topic that remains understudied, according to Kim.

After examining a repository of national and international data focused on SCA/D in athletes accumulated over the last 30 years, Kim and colleagues from Lausanne University Hospital, Morristown Medical, Massachusetts General Hospital, and other prominent institutions reviewed the significant racial disparities that also persist in athlete electrocardiography (ECG) screenings, which have become a standard practice for competitive athletes.

These screenings often yield more false positives in Black athletes, which means that athletes may be wrongly identified as having a serious heart condition. For those with limited access to comprehensive follow-up testing this is especially problematic as these individuals may face unnecessary stress and may not be able to receive follow-up care to confirm whether results are accurate.

Social determinants of health, such as economic stability, proximity to health care facilities, access to health information, and experiences with discrimination can play a significant role in disparities in health outcomes, even in young athletes. By incorporating social determinants of health into future research, Kim says we may be better poised to understand how to mitigate the impacts on young athletes in particular.

"To truly address these disparities, it's not enough to just screen for potential problems," Kim says. "There needs to be an understanding on how to tackle the underlying social determinants of health that puts these athletes at a greater risk."

In the Lancet review, Kim and colleagues stress that proper management of sudden cardiac arrest in athletes starts with adequate pre-participation evaluation (PPE) which involves careful planning and sufficient resources. "We need to look for potential underlying health conditions. We also need to consider all the environmental stressors that young individuals have to deal with and also where they grow up," says Kim. An effective PPE history and physical examination should include appropriate follow-up, especially if ECG is included and abnormalities detected.

Looking ahead, the growing focus on this topic marks a substantial shift. "Just five to ten years ago, I doubt many were thinking about social determinants of health and impacts on young athletes," says Kim. Asking these critical questions is a major step in the right direction. moving forward its essential to continue raising these questions but also taking action to address them.
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Strategies for safe and equitable access to water: A catalyst for global peace and security | ScienceDaily
Water can be a catalyst for peace and security with a critical role in preventing conflicts and promoting cooperation among communities and nations -- but only if managed equitably and sustainably, a new study reveals.


						
Experts have devised a blueprint to ensure safe, equitable and sustainable global access to clean water. The seven-point strategy will allow water challenges to be governed effectively so they do not create conflict when access is restricted or usage unfairly shared.

Publishing their findings in Nature Water today (29 Nov), the international team of interdisciplinary experts from France, Germany, India, Nigeria, Sweden, the USA, and the UK -- led by the University of Birmingham -- set out the following seven strategies to help achieve peace and security:
    	    Collaborate locally on global water challenges to help reduce conflict, empower civil societies, and build resilience. Inadequate water governance can lead to unjust competition and severe impacts on vulnerable communities.
    

    	    Involve communities in developing water governance can prevent conflicts during times of scarcity -- joint risk assessments, improved public communication, and citizen science help to foster transparency and build trust.
    

    	    Consider existing inequalities when developing national and local policies to help prevent conflict and build trust -- like successful water cooperation initiatives, such as the EcoPeace project in the Middle East, nominated for the 2024 Nobel Peace Prize.
    

    	    


Ensure safe water access for women and girls, who often bear the responsibility for water collection. Integrating safety, gender equity, and access into water governance policies is critical in protecting and empowering female citizens.
    

    	    Prevent conflict through international treaties and intergovernmental management of transboundary river basins -- for example, the Indus Waters Treaty between Pakistan and India, and Peru and Bolivia's joint governance of Lake Titicaca.
    

Lead author Professor Stefan Krause, from the University of Birmingham, co-chair of the UNESCO UniTwin network on Ecohydrological Interfaces, commented: "Water can be a powerful tool for peace when managed sustainably and equitably, but there is increasing conflict for water as an irreplaceable resource for humans and waterbodies as highly valuable ecosystems with a rich biodiversity.

"Our study provides a blueprint for using water to foster cooperation and prevent conflicts, ensuring a more just and resilient future for all. Co-creating shared visions for water solutions ensures fairness and acceptance of management decisions."

The researchers emphasise the importance of initiatives like the UN Water Convention in preventing conflicts and promoting joint water management. They note the International Association of Hydrological Sciences (IAHS) 'HELPING' initiative focuses on local engagement, interdisciplinary collaboration, and innovative methods to find solutions for water-related issues.

Co-author Professor David Hannah, Director of the Birmingham Institute for Sustainability and Climate Action (BISCA), and UNESCO Chair in Water Science commented: "The seven recommendations we highlight provide pathways to move from water crisis to sustainable solutions, balancing water as a resource for people and as a valuable ecosystem.

"Considering factors such as community action, indigenous knowledge, open science, and participatory approaches for sustainable water governance will help the world to achieve UN sustainable development goals and leverage water for peace."
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        Manta rays inspire fast swimming soft robot yet
        A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.

      

      
        Male African elephants develop distinct personality traits as they age
        Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a new study.

      

      
        The heart has its own 'brain'
        New research shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases.

      

      
        Can plastic-eating bugs help with our microplastic problem?
        Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. Zoologists have now tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option. After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the micr...

      

      
        Training AI through human interactions instead of datasets
        Researchers have developed a platform to help AI learn to perform complex tasks more like humans. Called 'GUIDE,' it works by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. Rather than relying on huge datasets, human trainers offer detailed guidance that fosters incremental improvements and deeper understanding. In its debut study, GUIDE helps AI learn how best to play hide-and-seek.

      

      
        Tiny dancers: Scientists synchronize bacterial motion
        Researchers at TU Delft have discovered that E. coli bacteria can synchronize their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. These findings have potential applications in engineering controllable biological oscillator networks.

      

      
        Scientists identify brain cell type as master controller of urination
        Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.

      

      
        Controlling matter at the atomic level
        Physicists are getting closer to controlling single-molecule chemical reactions -- could this shape the future of pharmaceutical research?

      

      
        New planet in Kepler-51 system discovered using James Webb Space Telescope
        An unusual planetary system with three known ultra-low density 'super-puff' planets has at least one more planet, according to new observations.

      

      
        Peat-bog fungi produce substances that kill tuberculosis-causing bacteria
        An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols.

      

      
        Insect fossil find 'extremely rare'
        Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an 'extraordinary' way.

      

      
        Deep-sea marvels: How anglerfish defy evolutionary expectations
        A groundbreaking study sheds light on the extraordinary evolution of anglerfish, a group of deep-sea dwellers whose bizarre adaptations have captivated scientists and the public alike. The research uncovers how these enigmatic creatures defied the odds to diversify in the harsh, resource-poor environment of the bathypelagic zone -- part of the open ocean that extends from 3,300 to 13,000 feet below the ocean's surface.

      

      
        Feeding grazing cattle seaweed cuts methane emissions by almost 40%
        Scientists find making a seaweed additive more accessible to grazing cattle reduces methane emissions 40% and could make cattle farming more sustainable.

      

      
        Innovative robot navigation inspired by brain function boosts efficiency and accuracy
        A research team has taken inspiration from the brains of insects and animals for more energy-efficient robotic navigation.

      

      
        Researchers demonstrate self-assembling electronics
        Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.

      

      
        Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth
        A theoretical study suggests that small black holes born in the early universe may have left behind hollow planetoids and microscopic tunnels, and that we should start looking within rocks and old buildings for them. The research proposes thinking both big and small to confirm the existence of primordial black holes, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal...

      

      
        'Spooky action' at a very short distance: Scientists map out quantum entanglement in protons
        Scientists have a new way to use data from high-energy particle smashups to peer inside protons. Their approach uses quantum information science to map out how particle tracks streaming from electron-proton collisions are influenced by quantum entanglement inside the proton. The results reveal that quarks and gluons, the fundamental building blocks that make up a proton's structure, are subject to so-called quantum entanglement.

      

      
        Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves
        Scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.

      

      
        Physics experiment proves patterns in chaos in peculiar quantum realm
        Where do you see patterns in chaos? It has now been demonstrated in the incredibly tiny quantum realm. Researchers detail an experiment that confirms a theory first put forth 40 years ago stating that electrons confined in quantum space would move along common paths rather than producing a chaotic jumble of trajectories.

      

      
        Smallest walking robot makes microscale measurements
        Researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.
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Manta rays inspire fast swimming soft robot yet | ScienceDaily
A team of researchers has beaten its own record for the fastest swimming soft robot, drawing inspiration from manta rays to improve their ability to control the robot's movement in the water.


						
"Two years ago, we demonstrated an aquatic soft robot that was able to reach average speeds of 3.74 body lengths per second," says Jie Yin, corresponding author of a paper on the work and an associate professor of mechanical and aerospace engineering at North Carolina State University. "We have improved on that design. Our new soft robot is more energy efficient and reaches a speed of 6.8 body lengths per second. In addition, the previous model could only swim on the surface of the water. Our new robot is capable of swimming up and down throughout the water column."

The soft robot has fins shaped like those of a manta ray, and is made of a material that is stable when the fins are spread wide. The fins are attached to a flexible, silicone body that contains a chamber that can be pumped full of air. Inflating the air chamber forces the fins to bend -- similar to the down stroke when a manta flaps its fins. When the air is let out of the chamber, the fins spontaneously snap back into their initial position. 

"Pumping air into the chamber introduces energy into the system," says Haitao Qing, first author of the paper and a Ph.D. student at NC State. "The fins want to return to their stable state, so releasing the air also releases the energy in the fins. That means we only need one actuator for the robot and allows for more rapid actuation."

Studying the fluid dynamics of manta rays also played a key role in controlling the vertical movement of the soft robot.

"We observed the swimming motion of manta rays and were able to mimic that behavior in order to control whether the robot swims toward the surface, swims downward, or maintains its position in the water column," says Jiacheng Guo, co-author of the paper and a Ph.D. student at the University of Virginia. "When manta rays swim, they produce two jets of water that move them forward. Mantas alter their trajectory by altering their swimming motion. We adopted a similar technique for controlling the vertical movement of this swimming robot. We're still working on techniques that will give us fine control over lateral movements."

"Specifically, simulations and experiments showed us that the downward jet produced by our robot is more powerful than its upward jet," says Yuanhang Zhu, co-author of the paper and an assistant professor of mechanical engineering at the University of California, Riverside. "If the robot flaps its fins quickly, it will rise upward. But if we slow down the actuation frequency, this allows the robot to sink slightly in between flapping its fins -- allowing it to either dive downward or swim at the same depth."

"Another factor that comes into play is that we are powering this robot with compressed air," Qing says. "That's relevant because when the robot's fins are at rest, the air chamber is empty, reducing the robot's buoyancy. And when the robot is flapping its fins slowly, the fins are at rest more often. In other words, the faster the robot flaps its fins, the more time the air chamber is full, making it more buoyant."




The researchers have demonstrated the soft robot's functionality in two different ways. First, one iteration of the robot was able to navigate a course of obstacles arrayed on the surface and floor of a water tank. Second, the researchers demonstrated that the untethered robot was capable of hauling a payload on the surface of the water, including its own air and power source.

"This is a highly engineered design, but the fundamental concepts are fairly simple," Yin says. "And with only a single actuation input, our robot can navigate a complex vertical environment. We are now working on improving lateral movement, and exploring other modes of actuation, which will significantly enhance this system's capabilities. Our goal is to do this with a design that retains that elegant simplicity."

The paper, "Spontaneous Snapping-Induced Jet Flows for Fast, Maneuverable Surface and Underwater Soft Flapping Swimmer," is published open access in the journal Science Advances. The paper was co-authored by Yinding Chi and Yaoye Hong, former Ph.D. students at NC State; and by Daniel Quinn and Haibo Dong of UVA.

This work was done with support from the National Science Foundation under grants 2126072 and 2329674; and from the Office of Naval Research under grant N00014-22-1-2616.
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Male African elephants develop distinct personality traits as they age | ScienceDaily
Male African elephants have distinct personality traits, but also adapt their behavior to suit the social context, according to a study publishing December 4, 2024, in the open-access journal PLOS ONE by Caitlin O'Connell-Rodwell at Stanford University and Harvard University Center for the Environment, Jodie L. Berezin of Utopia Scientific, U.S., and colleagues.


						
Many animals show consistent individual differences in behavior, sometimes described as 'personality' or 'temperament'. Elephants are highly intelligent and have rich social lives, and previous research has shown that captive elephants display distinct personality types. In the wild, females spend their entire lives in their family groups, but males disperse when they reach adulthood to join looser, all-male societies governed by dominance hierarchies.

To expand our understanding of personality traits in wild elephants, researchers observed the behavior of 34 male African savannah elephants (Loxodonta africana) in Etosha National Park in Namibia between 2007 and 2011. They identified five types of behavior that were consistently different between individuals, including aggression and dominance behaviors, friendly social interactions, and self-comforting. However, the elephant's behavior was also influenced by the social context. When younger males were present, other males were more likely to perform friendly and dominance behaviors.

In contrast, when a socially influential male was present, the other males performed fewer friendly social interactions. The most dominant and socially influential male elephants in the society performed aggressive and friendly social behaviours equally frequently. Younger males were more similar in temperament than older males, suggesting that their unique personalities develop as they age.

The study is the first to show that adult male elephants display distinct personality traits in the wild. Although they showed consistency over time, male elephants were also flexible, adjusting their behavior depending on the social context. The results also suggest that the most socially successful male elephants are those that strike a balance between aggression and friendliness, and that having mixed age groups within male elephant populations was extremely important to their wellbeing. A deeper understanding of wild elephant behavior could inform better conservation decision-making and improve the management of captive elephants, the authors say.

The authors add: "Male elephants display five distinct character traits (affiliative, aggressive, dominant, anxious, and calm) consistently across time and context, and are also distinct from each other in how they display these five character-traits."
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The heart has its own 'brain' | ScienceDaily
New research from Karolinska Institutet and Columbia University shows that the heart has a mini-brain -- its own nervous system that controls the heartbeat. A better understanding of this system, which is much more diverse and complex than previously thought, could lead to new treatments for heart diseases. The study, conducted on zebrafish, is published in Nature Communications.


						
The heart has long been thought to be controlled solely by the autonomic nervous system, which transmits signals from the brain. The heart's neural network, which is embedded in the superficial layers of the heart wall, has been considered a simple structure that relays the signals from the brain. However, recent research suggests that it has a more advanced function than that.

Controlling the heartbeat

Scientists have now discovered that the heart has its own complex nervous system that is crucial to controlling its rhythm.

"This 'little brain' has a key role in maintaining and controlling the heartbeat, similar to how the brain regulates rhythmic functions such as locomotion and breathing," explains Konstantinos Ampatzis, principal researcher and docent at the Department of Neuroscience, Karolinska Institutet, Sweden, who led the study.

The researchers identified several types of neurons in the heart that have different functions, including a small group of neurons with pacemaker properties. The finding challenges the current view on how the heartbeat is controlled, which may have clinical implications.

Similar to the human heart

"We were surprised to see how complex the nervous system within the heart is," says Konstantinos Ampatzis. "Understanding this system better could lead to new insights into heart diseases and help develop new treatments for diseases such as arrhythmias."




The study was conducted on zebrafish, an animal model that exhibits strong similarities to human heart rate and overall cardiac function. The researchers were able to map out the composition, organisation and function of neurons within the heart using a combination of methods such as single-cell RNA sequencing, anatomical studies and electrophysiological techniques.

New therapeutic targets

"We will now continue to investigate how the heart's brain interacts with the actual brain to regulate heart functions under different conditions such as exercise, stress, or disease," says Konstantinos Ampatzis. "We aim to identify new therapeutic targets by examining how disruptions in the heart's neuronal network contribute to different heart disorders."

The study was done in close collaboration with researchers at Columbia University, USA, and was funded by, among others, the Dr. Margaretha Nilsson Foundation, Erik and Edith Fernstrom Foundation, StratNeuro and Karolinska Institutet. There are no reported conflicts of interest.
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Can plastic-eating bugs help with our microplastic problem? | ScienceDaily
Plastic pollution occurs in every ecosystem on the planet and lingers for decades. Could insects be part of the solution?


						
Previous research found that insects can ingest and absorb pure, unrefined microplastics -- but only under unrealistic, food-scarce situations. In a new Biology Letters paper, UBC zoologist Dr. Michelle Tseng and alumna Shim Gicole tested mealworms in a more realistic scenario, feeding them ground-up face masks -- a common plastic product -- mixed with bran, a tastier option.

Reality bites

Mealworms are Nature's scavengers and decomposers, able to survive up to eight months without food or water, and happy to eat their own kind when food is scarce.

After 30 days, the research team found the mealworms ate about half the microplastics available, about 150 particles per insect, and gained weight. They excreted a small fraction of the microplastics consumed, about four to six particles per milligram of waste, absorbing the rest. Eating microplastics did not appear to affect the insects' survival and growth.

Plastic-eating partners

Dr. Tseng says the next step will be to learn from the insects' digestive mechanisms how to break down microplastics, and scale up these learnings to address plastic pollution. "Perhaps we can start viewing bugs as friends. We're killing millions of insects every day from general pesticides -- the very same insects we could be learning from to break down these plastics and other chemicals."
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Training AI through human interactions instead of datasets | ScienceDaily
During your first driving class, the instructor probably sat next to you, offering immediate advice on every turn, stop and minor adjustment. If it was a parent, they might have even grabbed the wheel a few times and shouted "Brake!" Over time, those corrections and insights developed experience and intuition, turning you into an independent, capable driver.


						
Although advancements in artificial intelligence (AI) have made self-driving cars a reality, the teaching methods used to train them remain a far cry from even the most nervous side-seat driver. Rather than nuance and real-time instruction, AI learns primarily through massive datasets and extensive simulations, regardless of the application.

Now, researchers from Duke University and the Army Research Laboratory have developed a platform to help AI learn to perform complex tasks more like humans. Nicknamed GUIDE for short, the AI framework will be showcased at the upcoming Conference on Neural Information Processing Systems (NeurIPS 2024), taking place Dec. 9-15 in Vancouver, Canada.

"It remains a challenge for AI to handle tasks that require fast decision making based on limited learning information," explained Boyuan Chen, professor of mechanical engineering and materials science, electrical and computer engineering, and computer science at Duke, where he also directs the Duke General Robotics Lab.

"Existing training methods are often constrained by their reliance on extensive pre-existing datasets while also struggling with the limited adaptability of traditional feedback approaches," Chen said. "We aimed to bridge this gap by incorporating real-time continuous human feedback."

GUIDE functions by allowing humans to observe AI's actions in real-time and provide ongoing, nuanced feedback. It's like how a skilled driving coach wouldn't just shout "left" or "right," but instead offer detailed guidance that fosters incremental improvements and deeper understanding.

In its debut study, GUIDE helps AI learn how best to play hide-and-seek. The game involves two beetle-shaped players, one red and one green. While both are controlled by computers, only the red player is working to advance its AI controller.




The game takes places on a square playing field with a C-shaped barrier in the center. Most of the playing field remains black and unknown until the red seeker enters new areas to reveal what they contain.

As the red AI player chases the other, a human trainer provides feedback on its searching strategy. While previous attempts at this sort of training strategy have only allowed for three human inputs -- good, bad or neutral -- GUIDE has humans hover a mouse cursor over a gradient scale to provide real-time feedback.

The experiment involved 50 adult participants with no prior training or specialized knowledge, which is by far the largest-scale study of its kind. The researchers found that just 10 minutes of human feedback led to a significant improvement in the AI's performance. GUIDE achieved up to a 30% increase in success rates compared to current state-of-the-art human-guided reinforcement learning methods.

"This strong quantitative and qualitative evidence highlights the effectiveness of our approach," said Lingyu Zhang, the lead author and a first-year PhD student in Chen's lab. "It shows how GUIDE can boost adaptability, helping AI to independently navigate and respond to complex, dynamic environments."

The researchers also demonstrated that human trainers are only really needed for a short period of time. As participants provided feedback, the team created a simulated human trainer AI based on their insights within particular scenarios at particular points in time. This allows the seeker AI to continually train long after a human has grown weary of helping it learn. Training an AI "coach" that isn't as good as the AI it's coaching may sound counterintuitive, but as Chen explains, it's actually a very human thing to do.

"While it's very difficult for someone to master a certain task, it's not that hard for someone to judge whether or not they're getting better at it," Chen said. "Lots of coaches can guide players to championships without having been a champion themselves."

Another fascinating direction for GUIDE lies in exploring the individual differences among human trainers. Cognitive tests given to all 50 participants revealed that certain abilities, such as spatial reasoning and rapid decision-making, significantly influenced how effectively a person could guide an AI. These results highlight intriguing possibilities such as enhancing these abilities through targeted training and discovering other factors that might contribute to successful AI guidance.




These questions point to an exciting potential for developing more adaptive training frameworks that not only focus on teaching AI but also on augmenting human capabilities to form future human-AI teams. By addressing these questions, researchers hope to create a future where AI learns not only more effectively but also more intuitively, bridging the gap between human intuition and machine learning, and enabling AI to operate more autonomously in environments with limited information.

"As AI technologies become more prevalent, it's crucial to design systems that are intuitive and accessible for everyday users," said Chen. "GUIDE paves the way for smarter, more responsive AI capable of functioning autonomously in dynamic and unpredictable environments."

The team envisions future research that incorporates diverse communication signals using language, facial expressions, hand gestures and more to create a more comprehensive and intuitive framework for AI to learn from human interactions. Their work is part of the lab's mission toward building the next-level intelligent systems that team up with humans to tackle tasks that neither AI nor humans alone could solve.

This work is supported in part by Army Research Laboratory (W911NF2320182, W911NF2220113).
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Tiny dancers: Scientists synchronize bacterial motion | ScienceDaily
Researchers at TU Delft have discovered that E. coli bacteria can synchronise their movements, creating order in seemingly random biological systems. By trapping individual bacteria in micro-engineered circular cavities and coupling these cavities through narrow channels, the team observed coordinated bacterial motion. Their findings, which have potential applications in engineering controllable biological oscillator networks, were recently published in Small.


						
An audience clapping in rhythm, fireflies flashing in unison, or flocks of starlings moving as one -- synchronisation is a natural phenomenon observed across diverse systems and scales. First described by Christiaan Huygens in the 17th century, synchronisation was famously illustrated by the aligned swinging of his pendulum clocks. Now, TU Delft researchers have shown that even E. coli bacteria -- single-celled organisms only a few micrometres long -- can display this same phenomenon.

"This was a remarkable moment for our team," said Farbod Alijani, associate professor at the Faculty of Mechanical Engineering. "Seeing bacteria 'dance in sync' not only showcases the beauty of nature but also deepens our understanding of the microscopic origins of self-organisation among the smallest living organisms."

Synchronised movement

Alijani's team, together with TU Delft professor Cees Dekker and the TU Delft spin-off SoundCell, achieved this by using precisely engineered microcavities that trap single E. coli cells from a bulk population. Inside these circular cavities, the bacteria began to exhibit rotary motion akin to pendulum clocks. By connecting two of these cavities with a tiny channel, the researchers observed that after some time, the two bacteria began to synchronise their movements.

"This synchronisation occurs because of hydrodynamic interactions induced by the movement of bacteria in the coupled system," explains Alijani. The team quantified this coupling strength and found that the bacteria's coordinated motion adhered to universal mathematical rules of synchronisation.

Towards a network of coordinated motion

The findings hold significant promise, paving the way for designing micro-tools capable of inducing controlled oscillations and synchronisation in bacterial systems. Such tools could help scientists study bacterial motility and coordination in confined environments, providing a better understanding of microbial active matter.




The team is now exploring more complex systems by coupling multiple cavities to form networks of synchronised bacteria. "We want to uncover how these networks behave and whether we can engineer even more sophisticated dynamical movements," Alijani adds.

Possibilities for drug screening

While this research is primarily fundamental, its potential applications are wide-ranging. "This could even provide a novel approach to drug screening, for instance, by measuring fluid flow changes and forces caused by bacterial movement before and after administering antibiotics," Alijani suggests.

The study was inspired by earlier work where Alijani's team recorded the first-ever sound of a single bacterium using a graphene drum. "We were curious if we could go a step further and create order out of the chaotic oscillations we observed," says Alijani. With this study, they've moved from recording the soundtrack of a single bacterium to orchestrating their 'tango'.
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Scientists identify brain cell type as master controller of urination | ScienceDaily
Researchers have identified a subset of brain cells in mice that act as the master regulators of urination.


						
The research, published today as a Reviewed Preprint in eLife, is described by editors as an important study with convincing data showing that estrogen receptor 1-expressing neurons (ESR1+) in the Barrington's nucleus of the mouse brain coordinate both bladder contraction and relaxation of the external urethral sphincter.

Urination requires the coordinated function of two units of the lower urinary tract. The detrusor muscle of the bladder wall relaxes to allow the bladder to fill and empty, while the external sphincter opens when it's appropriate to allow urine to flow out, but otherwise keeps tightly shut.

"Impairment of coordination between the bladder muscle and the sphincter leads to various urinary tract dysfunctions and can significantly degrade a person's quality of life," says first author Xing Li, Advanced Institute for Brain and Intelligence, School of Physical Science and Technology, Guangxi University, Nanning, China. "But although we know the individual nerve signalling pathways that control each of these urinary tract components, we don't know which brain areas ensure they cooperate at the right time."

To explore this, the authors used state-of-the-art live cell imaging to study the activity of brain cells in anaesthetised and awake mice during urination. They focused on a brain region called the pontine micturition centre (PMC), otherwise known as the Barrington's nucleus, and compared the activity of different PMC nerve cell subtypes.

In their first experiments, they measured the activity of the cells as the bladder empties by measuring changes in levels of calcium. This revealed that the electrical firing rate of a subset of PMC cells expressing estrogen receptors (PMCESR1+ cells) was tightly linked to bladder emptying. When they combined this with monitoring bladder physiology, they found that it was not only the timing of PMCESR1+ cell activity that correlated with bladder emptying, but the strength of cell electrical activity, too.

Next, they tested what happened to urination if they blocked or triggered the PMCESR1+ cells. They found that when PMCESR1+ cell activity was blocked, the amount of urine the mice passed was significantly reduced and ongoing urination was suspended from the moment the cells were inactive. To understand the mechanism behind this, they measured the activity of the bladder muscle and sphincter. They discovered that both increase of bladder pressure and sphincter muscle bursting activity associated with bladder emptying both stopped when PMCESR1+ cell activity was blocked during an ongoing voiding even. Similarly, when PMCESR1+ cells were artificially activated using light, bladder emptying occurred 100% of the time. This suggests that PMCESR1+ cells work as a reliable master switch that either initiates or suspends bladder emptying.

To test whether PMCESR1+ cells can influence bladder emptying independently of controlling the sphincter, they disconnected either the nerve carrying messages from the brain to the sphincter, or the nerve carrying messages from the brain to the bladder. They found that PMCESR1+ cell control of the bladder was fully operational even when communication to the sphincter was blocked, and vice versa. This showed the cells could control the bladder and sphincter independently of one another, but the question remained: could they coordinate the action of the bladder muscle and sphincter together? That is, operate them in a controlled, perfectly timed manner, to trigger bladder emptying when appropriate?

To explore this, they simultaneously recorded bladder pressure and electromyography measurements of sphincter activity. The timing of bladder pressure changes immediately before sphincter bursting activity was consistent for both spontaneous bladder emptying and emptying caused by activating the PMCESR1+ cells, showing that these cells can coordinate the two steps in a precisely temporal sequence and controlled way.

"Our study shows that a subset of cells in the Barrington's nucleus of the brain can initiate and suspend bladder emptying with 100% accuracy when needed, for example, to release only a small volume for landmarking by animals, or for a human to urinate into a small sample tube for a health check," concludes senior author Xiaowei Chen, Third Military Medical University, and Chongqing Institute for Brain and Intelligence, China. "While other cells will no doubt be involved in perfect urination control, our pinpointing of PMCESR1+ cells' crucial role in bladder-sphincter coordination will aid the development of targeted therapies for treating urination dysfunction caused by brain or spinal cord injury or peripheral nerve damage."
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Controlling matter at the atomic level | ScienceDaily
Controlling matter at the atomic level has taken a major step forward, thanks to groundbreaking nanotechnology research by an international team of scientists led by physicists at the University of Bath.


						
This advancement has profound implications for fundamental scientific understanding. It is also likely to have important practical applications, such as transforming the way researchers develop new medications.

Controlling single-outcome single-molecule reactions is now almost routine in research laboratories across the world. For example, over a decade ago, researchers from the technology giant IBM showcased their ability to manipulate individual atoms by creating A boy and his atom, the world's smallest movie. In the film, single molecules, consisting of two atoms bonded together, were magnified 100-million times and positioned frame-by-frame to tell a stop-motion story on an atomic scale.

Achieving control over chemical reactions with multiple outcomes, however, has remained elusive. This matters because generally only some outcomes of a chemical reaction are useful.

For instance, during drug synthesis, a chemical process that results in 'cyclisation' produces the desired therapeutic compound, however 'polymerisation', another outcome, leads to unwanted byproducts.

Being able to precisely control reactions to favour desired outcomes and reduce unwanted byproducts promises to improve the efficiency and sustainability of pharmaceutical processes.

Scanning tunnelling microscopy

The new study, published today in the journal Nature Communications, set out to demonstrate for the first time that competing chemical reaction outcomes can be influenced by using the atomic resolution of a scanning tunnelling microscope (STM).




Conventional microscopes use light and lenses to magnify specimens, allowing us to view them with the naked eye or a camera. However, when it comes to atoms and molecules, which are smaller than even the shortest wavelengths of visible light, traditional methods fall short.

To explore these tiny realms, scientists turn to a scanning tunnelling microscope, which operates much like a record player.

With a tip that can be as fine as a single atom, scanning tunnelling microscopes move across a material's surface, measuring properties such as electric current to map each point. However, rather than pressing the tip into the surface like a record player needle, the tip hovers just a single atom's width above it.

When connected to a power source, electrons travel down the tip and make a quantum leap across the atom-sized gap. The closer the tip is to the surface, the stronger the current; the farther away it is, the weaker the current. This well-defined relationship between tip distance and current allows the microscope to measure and map the surface of the atom or molecule based on the electric current strength. As the tip sweeps across the surface, it builds a precise, line-by-line image of the surface, revealing details invisible to conventional light microscopes.

Single-molecule reactions

Using the atomic precision of a scanning tunnelling microscope, scientists can go beyond mapping the surface of a molecule -- they can both reposition single atoms and molecules, and influence and measure the likelihood of specific reaction pathways in individual molecules.




Explaining, Dr Kristina Rusimova, who led the study, said: "Typically, STM technology is employed to reposition individual atoms and molecules, enabling targeted chemical interactions, yet the ability to direct reactions with competing outcomes remained a challenge. These different outcomes happen with certain probabilities governed by quantum mechanics -- rather like rolling a molecular die.

"Our latest research demonstrates that STM can control the probability of reaction outcomes by selectively manipulating charge states and specific resonances through targeted energy injection."

Dr Peter Sloan, senior lecturer in the Department of Physics and co-author of the study, said: "We used the STM tip to inject electrons into toluene molecules, prompting the breaking of chemical bonds and either a shift to a nearby site, or desorption.

"We found that the ratio of these two outcomes was controlled by the energy of the electrons injected. This energy dependence allowed us to achieve control over the probability of each reaction outcome through the targeted "heating" of an intermediate molecular state, guided by precise energy thresholds and molecular barriers."

PhD student Pieter Keenan, first-author on the research publication, said: "The key here was to maintain identical initial conditions for the test reactions -- matching the precise injection site and excitation state -- and then vary outcomes based solely on the energy of the injected electrons.

"Within a single molecule's response to the energy input, the differing reaction barriers drive the reaction outcome probabilities. Altering only the energy input allows us, with high precision, to make a reaction outcome more likely than another -- in this way we can 'load the molecular dice'."

Professor Tillmann Klamroth from Potsdam University in Germany, added: "This study combines advanced theoretical modelling with experimental precision, leading to a pioneering understanding of the reactions' probabilities based on the molecular energy landscape. This paves the way for further advances in nanotechnology."

Looking ahead, Dr Rusimova said: "With applications in both basic and applied science, this advancement represents a major step toward fully programmable molecular systems. We expect techniques such as this to unlock new frontiers in molecular manufacturing, opening doors to innovations in medicine, clean energy, and beyond."

The research is published in the journal Nature Communications. It was funded by The Royal Society, and the Engineering and Physical Science Research Council (EPSRC).
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New planet in Kepler-51 system discovered using James Webb Space Telescope | ScienceDaily
An unusual planetary system with three known ultra-low density "super-puff" planets has at least one more planet, according to new research led by researchers from Penn State and Osaka University. The research team set out to study Kepler-51d, the third planet in the system, with NASA's James Webb Space Telescope (JWST) but almost missed their chance when the planet unexpectedly passed in front of its star two hours earlier than models predicted. After scrutinizing new and archival data from a variety of space and Earth-based telescopes, the researchers found that the best explanation is the presence of a fourth planet, whose gravitational pull impacts the orbits of the other planets in the system.


						
The new planet's discovery is detailed in a paper appearing Dec. 3 in the Astronomical Journal.

"Super puff planets are very unusual in that they have very low mass and low density," said Jessica Libby-Roberts, Center for Exoplanets and Habitable Worlds Postdoctoral Fellow at Penn State and co-first author of the paper. "The three previously known planets that orbit the star, Kepler-51, are about the size of Saturn but only a few times the mass of Earth, resulting in a density like cotton candy. We think they have tiny cores and huge atmospheres of hydrogen of helium, but how these strange planets formed and how their atmospheres haven't been blown away by the intense radiation of their young star has remained a mystery. We planned to use JWST to study one of these planets to help answer these questions, but now we have to explain a fourth low-mass planet in the system!"

When a planet passes in front of -- or transits -- its star when viewed from Earth, it blocks some of the star's light, causing a slight decrease in the star's brightness. The duration and amount of that decrease gives clues to the planet's size and other characteristics. Planets transit when they complete an orbit around their star, but sometimes they transit a few minutes early or late because the gravity from other planets in the system tug on them. These minor differences are known as transit timing variations and are built into astronomers' models to allow them to accurately predict when planets will transit.

The researchers said they had no reason to believe the three-planet model of the Kepler-51 system was inaccurate, and they successfully used the model to predict the transit time of Kepler-51b in May 2023 and followed-up with the Apache Point Observatory (APO) telescope to observe it on schedule.

"We also tried to use the Penn State Davey Lab telescope to observe a transit of Kepler-51d in 2022, but some poorly timed clouds blocked our view right as the transit was predicted to start," Libby-Roberts said. "It's possible we could have learned something was off then, but we had no reason to suspect that Kepler-51d wouldn't transit as expected when we planned to observe it with JWST."

The team's three-planet model predicted that Kepler-51d would transit around 2 a.m. EDT in June 2023, and the researchers prepared to observe the event with both JWST and APO.




"Thank goodness we started observing a few hours early to set a baseline, because 2 a.m. came, then 3, and we still hadn't observed a change in the star's brightness with APO," Libby-Roberts said. "After frantically re-running our models and scrutinizing the data we discovered a slight dip in stellar brightness immediately when we started observing with APO, which ended up being the start of the transit -- 2 hours early, which is well beyond the 15-minute window of uncertainty from our models!"

When the researchers analyzed the new APO and JWST data, they confirmed that they had captured the transit of Kepler-51d, albeit considerably earlier than expected.

"We were really puzzled by the early appearance of Kepler-51d, and no amount of fine-tuning the three-planet model could account for such a large discrepancy," said Kento Masuda, associate professor of earth and space science at Osaka University and co-first author of the paper. "Only adding a fourth planet explained this difference. This marks the first planet discovered by transit timing variations using JWST."

To help explain what is happening in the Kepler-51 system, the research team revisited previous transit data from NASA's Kepler space telescope and NASA's Transiting Exoplanet Survey Satellite (TESS). They also made new observations of the inner planets in the system, including with the Hubble Space Telescope and the California Institute of Technology's Palomar Observatory telescope, and obtained archival data from several ground-based telescopes. Because the new planet, Kepler-51e, has not yet been observed transiting -- perhaps because it may not pass in the line of sight between its star and Earth -- the researchers noted how important it was to obtain as much data as possible to support their new models.

"We conducted what is called a 'brute force' search, testing out many different combinations of planet properties to find the four-planet model that explains all of the transit data gathered over the past 14 years," Masuda said. "We found that the signal is best explained if Kepler-51e has a mass similar to the other three planets and follows a fairly circular orbit of about 264 days -- something we would expect based on other planetary systems. Other possible solutions we found involve a more massive planet on a wider orbit, though we think these are less likely."

Accounting for a fourth planet and adjusting the models also changes the expected masses of the other planets in the system. According to the researchers, this impacts other inferred properties about these planets and informs how they might have formed. Although the inner three planets are slightly more massive than previously thought, they are still classified as super puffs. However, it is unclear if Kepler-51e is also a super puff planet, because the researchers have not observed a transit of Kepler-51e and therefore cannot calculate its radius or density.




"Super puff planets are fairly rare, and when they do occur, they tend to be the only one in a planetary system," Libby-Roberts said. "If trying to explain how three super puffs formed in one system wasn't challenging enough, now we have to explain a fourth planet, whether it's a super puff or not. And we can't rule out additional planets in the system either."

Because the researchers believe Kepler-51e has an orbit of 264 days, they said that additional observing time is needed to get a better picture of the impacts of its gravity -- or that of additional planets -- on the inner three planets in the system.

"Kepler-51e has an orbit slightly larger than Venus and is just inside the star's habitable zone, so a lot more could be going on beyond that distance if we take the time to look," Libby-Roberts said. "Continuing to look at transit timing variations might help us discover planets that are further away from their stars and might aid in our search for planets that could potentially support life."

The researchers are currently analyzing the rest of the JWST data, which could provide information about the atmosphere of Kepler-51d. Studying the composition and other prosperities the inner three planets could also improve understanding how unusual ultra-low density super puff planets formed, the researchers said.

In addition to Libby-Roberts and Masuda, who led the Kepler-51d team, the international research team includes John Livingston at the National Astronomical Observatory of Japan, who coordinated most of the ground-based follow-ups; many ground-based observers; the Kepler-51b team; and the Palomar team.

NASA supported this research through JWST and Hubble Space Telescope grants. Computations for this research were performed on the Penn State's Institute for Computational and Data Sciences Advanced CyberInfrastructure.
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Peat-bog fungi produce substances that kill tuberculosis-causing bacteria | ScienceDaily
An analysis of fungi collected from peat bogs has identified several species that produce substances toxic to the bacterium that causes the human disease tuberculosis. The findings suggest that one promising direction for development of better treatments might be to target biological processes in the bacterium that help maintain levels of compounds known as thiols. Neha Malhotra of the National Institutes of Health, U.S., and colleagues present these findings December 3 in the open-access journal PLOS Biology.


						
Every year, millions of people around the world fall ill from tuberculosis and more than 1 million people die, despite the disease being preventable and curable. However, treatment requires taking daily antibiotics for months, which can pose significant challenges, so new treatments that shorten the treatment period are urgently needed.

To explore potential targets for treatment-shortening strategies, Malhotra and colleagues turned to sphagnum peat bogs. These freshwater wetlands harbor abundant species of bacteria in the Mycobacterium genus -- the same genus as the tuberculosis-causing bacterium Mycobacterium tuberculosis. In these bogs, fungi compete with mycobacteria to grow within a decomposing "gray layer" that, similarly to lesions found in the lungs of tuberculosis patients, is acidic, nutrient-poor, and oxygen-poor.

In the lab, the researchers grew Mycobacterium tuberculosis alongside each of about 1,500 species of fungi collected from the gray layer of several peat bogs in the northeastern U.S. They identified five fungi that had toxic effects against the bacterium. Further laboratory experiments narrowed these effects down to three different substances produced by the different fungi: patulin, citrinin, and nidulalin A.

Each of the three compounds appears to exert its toxic effects on the tuberculosis bacterium by severely disrupting cellular levels of a class of compounds known as thiols -- several of which play essential roles in the molecular processes that help keep bacterial cells alive and functional.

The researchers note that these three compounds themselves are unlikely to be good drug candidates. However, especially given the similarity between the peat-bog environment and tuberculosis lesions, the findings provide support for a particular strategy for development of treatment-shortening drugs: targeting the biological processes that maintain thiol levels in the tuberculosis bacterium.

The authors add, "Pathogenic mycobacteria, like those causing the human diseases leprosy and tuberculosis, are found in abundance in sphagnum peat bogs where the acidic, hypoxic and nutrient-poor environment gives rise to fierce microbial competition. We isolated fungi from such bogs and screened for those that competed directly with mycobacteria by co-culture and discovered that these fungi all target the same physiological process in mycobacteria using several chemically distinct mechanisms."
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Insect fossil find 'extremely rare' | ScienceDaily
Newly discovered insect fossils are so small they can barely be seen by the human eye but have been preserved in an "extraordinary" way.


						
Published in the journal Palaeobiodiversity and Palaeoenvironments, a new study reveals rare whitefly insect fossils have been found in Miocene age crater lake sediments at Hindon Maar, near Dunedin.

Adult whiteflies are tiny insects about 3mm in size, smaller if they are immature.

The fossils found at Hindon Maar are about 1.5mm by 1.25mm and have been preserved in the position they lived and died, attached to the underside of a fossil leaf.

Black with an oval-shaped body, they have some similarities to modern-day whiteflies -- such as the shape and colour -- but differ in that all the segments of the body are distinctly defined by deep sutures.

Co-author Dr Uwe Kaulfuss, of the University of Gottingen in Germany and former postdoctoral fellow in the University of Otago's Department of Geology, discovered the tiny fossils during an excavation at Hindon earlier this year.

"Fossils of adult whitefly insects are not uncommon, but it takes extraordinary circumstances for the puparia -- the protective shell the insect emerges from -- to become fossilised," Dr Kaulfuss says.




"Some 15 million years ago, the leaf with the puparia must have become detached from a tree, blown into the small lake and sank to the deep lake floor to be covered by sediment and become fossilised. It must have happened in rapid succession as the tiny insect fossils are exquisitely preserved.

"The new genus and species described in our study reveals for the first time that whitefly insects were an ecological component in ancient forests on the South Island."

Study co-author Emeritus Professor Daphne Lee, of Otago's Department of Geology, says they add to the expanding insect fauna revealed in the maar.

"It was difficult to see much with the naked eye but once the fossils were under a microscope, we could see the amazing detail," she says.

"The fact that they are still in life position on the leaf is incredible and extremely rare. These little fossils are the first of their kind to be found in New Zealand and only the third example of such fossil puparia known globally.

"Until about 20 years ago, the total number of insects in the country older than the Ice Ages was seven and now we have 750. Almost all are housed in the Otago Geology Department collections.




"New discoveries such as these from fossil sites in Otago mean we've gone from knowing almost nothing about the role played by insects to a new appreciation of their importance in understanding New Zealand's past biodiversity and the history of our forest ecosystems."

Professor Lee says while most people are interested in big fossils -- large charismatic ones -- most animals in forests are insects.

"There are 14,000 insects in New Zealand and 90 per cent are found nowhere else in the world," she says.

"Discovery of these minute fossils tells us this group of insects has been in Aotearoa New Zealand for at least 15 million years. This provides a well-dated calibration point for molecular phylogenetic studies."

Other small fossils new to science have also been found at Otago sites this year, including the first dancefly, cranefly, phantom midge and marsh beetle fossils from New Zealand. These studies show the extent of Otago's scientific collaborations around the world with co-authors of these papers coming from Germany, France, Spain, Poland and the USA.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241202221905.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Deep-sea marvels: How anglerfish defy evolutionary expectations | ScienceDaily
A groundbreaking Rice University study sheds light on the extraordinary evolution of anglerfish, a group of deep-sea dwellers whose bizarre adaptations have captivated scientists and the public alike. The research, published in  Nature Ecology & Evolution, uncovers how these enigmatic creatures defied the odds to diversify in the harsh, resource-poor environment of the bathypelagic zone -- part of the open ocean that extends from 3,300 to 13,000 feet below the ocean's surface.


						
Led by a team of biologists including Rice's Kory Evans and his former undergraduate student Rose Faucher, the study analyzed the evolutionary journey of anglerfish (Lophiiformes) as they transitioned from seafloor habitats to the open waters of the deep sea. Through cutting-edge genetic analysis and 3D imaging of museum specimens, the researchers reconstructed the evolutionary tree of anglerfish and identified the morphological innovations that allowed these animals to thrive in an environment considered among the most challenging on Earth.

Anglerfish are best known for their bioluminescent lures, which dangle from their foreheads to attract prey in the perpetual darkness of the deep sea. However, their evolutionary story goes far beyond this striking adaptation. The study reveals that the deep-sea pelagic anglerfish (ceratioids) originated from a benthic or seafloor-dwelling ancestor. This ancestor lived on the continental slope before transitioning to the open waters of the bathypelagic zone in a transition that set the stage for rapid evolutionary change. The ceratioids then developed features such as larger jaws, smaller eyes and laterally compressed bodies -- adaptations tailored to life in an environment with limited food and no sunlight.

Despite these directional trends, however, ceratioids also displayed remarkable variability in body shapes from the archetypical globose anglerfish to elongated forms like the "wolftrap" phenotype, which features a jaw structure resembling a trap. This finding is the most surprising of the study, for the bathypelagic zone did not constrain evolution as expected despite its apparent lack of ecological diversity. Instead, anglerfish achieved high levels of phenotypic disparity, greater than their benthic relatives in both shallow and deep waters. This suggests rather than being limited by the environmental challenges of the deep sea, ceratioids explored new evolutionary possibilities, diversifying their body forms and hunting strategies.

"With their unique traits like bioluminescent lures and large oral gapes, deep-sea anglerfish may be one of the few documented examples of adaptive radiation in the resource-limited bathypelagic zone," said Evans, a co-corresponding author on the paper and assistant professor of biosciences. "These traits likely gave anglerfish an edge in exploiting scarce resources and navigating the extreme conditions of their environment, although we don't have strong evidence directly linking this diversity to this kind of resource specialization."

Evans noted that the research leaves room for the possibility that nonadaptive processes, such as relaxed selection or random mutations, could also have contributed to the observed variability.

The researchers also compared anglerfish clades across different habitats and found more unexpected results. Coastal species like frogfish, which live in diverse and productive coral reef environments, exhibited much lower rates of evolutionary change than their counterparts in the deep sea.




"The idea that a resource-poor, homogenous environment -- like being surrounded on all sides by nothing but water -- would produce diverse body and skull plans is really counterintuitive in this field," said Faucher, who was co-first author of the paper along with Elizabeth Christina Miller, a postdoctoral fellow at University of California, Irvine. "When fish have different features to interact with, like corals and plants in shallow water or sand and rocks on the seafloor, that's when we would expect fish to have a lot of variation in shape. Instead, we're seeing it in these deep-sea fish who have nothing but water to interact with."

The researchers used a combination of advanced methods to conduct this study. They constructed a phylogeny of anglerfish using data from 1,092 genetic loci across 132 species, representing approximately 38% of described species, complemented by fossil calibrations and genomic data to estimate divergence times and ancestral habitats. Morphological data were collected from museum specimens, including linear body measurements and 3D skull shape analyses via micro-CT scans. To evaluate evolutionary trends, the researchers applied phylogenetic comparative methods to assess phenotypic and lineage diversification, while disparity analyses quantified the extent of morphological variation across anglerfish clades and habitats. They then employed Bayesian models to reconstruct ancestral habitats, revealing that ceratioids originated from benthic ancestors before transitioning to the pelagic zone. Finally, principal component analyses visualized how anglerfish occupied different regions of phenotypic space, shedding light on evolutionary trends in body, skull and jaw shapes.

"Anglerfish are a perfect example of how life can innovate under extreme constraints," said Evans. "This work not only enhances our understanding of deep-sea biodiversity but also illustrates the resilience and creativity of evolution."

This study's significance extends beyond the evolutionary history of anglerfish. It provides valuable insights into how life adapts to extreme environments. The deep sea is one of the least understood ecosystems on Earth, yet it plays a critical role in global biodiversity and the planet's carbon cycle. Understanding how organisms like anglerfish thrive in such conditions helps scientists predict how life might respond to environmental changes, including those caused by climate change. Moreover, the study touches on broader questions of macroevolution: how new species arise, adapt and diversify. By showing that even resource-poor environments can foster significant evolutionary radiation, the research challenges conventional wisdom and opens new avenues for studying evolution in extreme habitats.

This research was supported in part by FishLife (National Science Foundation DEB-1541554 and NSF DEB-2144325); NSF Postdoctoral Fellowships (DBI-1906574 and DBI-2109469); NSF DEB-2237278; NSF DEB-2144325 and NSF DEB-2015404.
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Feeding grazing cattle seaweed cuts methane emissions by almost 40% | ScienceDaily
Seaweed is once again showing promise for making cattle farming more sustainable. A new study by researchers at the University of California, Davis, found that feeding grazing beef cattle a seaweed supplement in pellet form reduced their methane emissions by almost 40% without affecting their health or weight. The study was published today (Dec. 2) in Proceedings of the National Academy of Sciences.


						
This is the first study to test seaweed on grazing beef cattle in the world. It follows previous studies that showed seaweed cut methane emissions 82% in feedlot cattle and over 50% in dairy cows.

How much methane do cattle produce?

Livestock account for 14.5% of global greenhouse gas emissions, with the largest portion coming from methane that cattle release when they burp. Grazing cattle also produce more methane than feedlot cattle or dairy cows because they eat more fiber from grass. In the U.S., there are 9 million dairy cows and over 64 million beef cattle.

"Beef cattle spend only about three months in feedlots and spend most of their lives grazing on pasture and producing methane," said senior author Ermias Kebreab, professor in the Department of Animal Science. "We need to make this seaweed additive or any feed additive more accessible to grazing cattle to make cattle farming more sustainable while meeting the global demand for meat."

Difficulty in lowering grazing cattle emissions

Kebreab said that daily feeding of pasture-based cattle is more difficult than feedlot or dairy cows because they often graze far from ranches for long periods. However, during the winter or when grass is scarce, ranchers often supplement their diet.




For this study, researchers divided 24 beef steers (a mix of Angus and Wagyu breeds) into two groups: one received the seaweed supplement, and the other did not. Researchers conducted the 10-week experiment at a ranch in Dillon, Montana. Since these were grazing cattle, they ate the supplement voluntarily, which still resulted in a nearly 40% cut in emissions.

Most research to reduce methane emissions using feed additives have taken place in controlled environments with daily supplements. But Kebreab noted in the study that fewer than half of those methods are effective for grazing cattle.

"This method paves the way to make a seaweed supplement easily available to grazing animals," said Kebreab. "Ranchers could even introduce the seaweed through a lick block for their cattle."

Kebreab said pastoral farming, which includes large grazing systems, supports millions of people around the world, often in areas vulnerable to climate change. This study suggests a way to make cattle grazing better for the environment and play a role in fighting climate change.

A related article in the same PNAS issue highlights the need to improve the efficiency of livestock production in low- and middle-income countries using better genetics, feeding and health practices. UC Davis Professor and Cooperative Extension Specialist Alison Van Eenennaam, the article's author, said it is the most promising approach to meet the global demand for meat while limiting greenhouse gas emissions.

Other authors of the seaweed study include UC Davis postdoctoral researchers Paulo de Meo Filho Paulo Meo-Filho and John-Fredy Ramirez-Agudelo.

The research was supported by Matador Ranch in Dillon, Montana.
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Innovative robot navigation inspired by brain function boosts efficiency and accuracy | ScienceDaily
A QUT research team has taken inspiration from the brains of insects and animals for more energy-efficient robotic navigation.


						
Led by postdoctoral research fellow Somayeh Hussaini, alongside Professor Michael Milford and Dr Tobias Fischer of the QUT Centre for Robotics, the research, which was published in the journal IEEE Transactions on Robotics and supported by chip manufacturer Intel, proposes a novel place recognition algorithm using Spiking Neural Networks (SNNs).

"SNNs are artificial neural networks that mimic how biological brains process information using brief, discrete signals, much like how neurons in animal brains communicate," Miss Hussaini said.

"These networks are particularly well-suited for neuromorphic hardware -- specialised computer hardware that mimics biological neural systems -- enabling faster processing and significantly reduced energy consumption."

While robotics has witnessed rapid progress in recent years, modern robots still struggle to navigate and operate in complex, unknown environments. They also often rely on AI-derived navigation systems whose training regimes have significant computational and energy requirements.

"Animals are remarkably adept at navigating large, dynamic environments with amazing efficiency and robustness," Dr Fischer said.

"This work is a step towards the goal of biologically inspired navigation systems that could one day compete with or even surpass today's more conventional approaches."

The system developed by the QUT team uses small neural network modules to recognise specific places from images. These modules were combined into an ensemble, a group of multiple spiking networks, to create a scalable navigation system capable of learning to navigate in large environments.




"Using sequences of images instead of single images enabled an improvement of 41 per cent in place recognition accuracy, allowing the system to adapt to appearance changes over time and across different seasons and weather conditions," Professor Milford said.

The system was successfully demonstrated on a resource-constrained robot, providing a proof of concept that the approach is practical in real-world scenarios where energy efficiency is critical.

"This work can help pave the way for more efficient and reliable navigation systems for autonomous robots in energy-constrained environments. Particularly exciting opportunities include domains like space exploration and disaster recovery, where optimising energy efficiency and reducing response times are critical," Miss Hussaini said.
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Researchers demonstrate self-assembling electronics | ScienceDaily
Researchers have demonstrated a new technique for self-assembling electronic devices. The proof-of-concept work was used to create diodes and transistors, and paves the way for self-assembling more complex electronic devices without relying on existing computer chip manufacturing techniques.


						
"Existing chip manufacturing techniques involve many steps and rely on extremely complex technologies, making the process costly and time consuming," says Martin Thuo, corresponding author of a paper on the work and a professor of materials science and engineering at North Carolina State University. "Our self-assembling approach is significantly faster and less expensive. We've also demonstrated that we can use the process to tune the bandgap for semiconductor materials and to make the materials responsive to light -- meaning this technique can be used to create optoelectronic devices.

"What's more, current manufacturing techniques have low yield, meaning they produce a relatively large number of faulty chips that can't be used. Our approach is high yield -- meaning you get more consistent production of arrays and less waste."

Thuo calls the new, self-assembling technique a directed metal-ligand (D-Met) reaction. Here's how it works.

You start with liquid metal particles. For their proof-of-concept work, the researchers used Field's metal, which is an alloy of indium, bismuth and tin. The liquid metal particles are placed next to a mold, which can be made to any size or pattern. A solution is then poured onto the liquid metal. The solution contains molecules called ligands that are made up of carbon and oxygen. These ligands harvest ions from the surface of the liquid metal and hold those ions in a specific geometric pattern. The solution flows across the liquid metal particles and is drawn into the mold.

As the solution flows into the mold, the ion-bearing ligands begin assembling themselves into more complex, three-dimensional structures. Meanwhile, the liquid part of the solution begins to evaporate, which serves to pack the complex structures closer and closer together into an array.

"Without the mold, these structures can form somewhat chaotic patterns," Thuo says. "But because the solution is constrained by the mold, the structures form in predictable, symmetrical arrays."

Once a structure has reached the desired size, the mold is removed, and the array is heated. This heat breaks up the ligands, freeing the carbon and oxygen atoms. The metal ions interact with the oxygen to form semiconductor metal oxides, while the carbon atoms form graphene sheets. These ingredients assemble themselves into a well-ordered structure consisting of semiconductor metal oxide molecules wrapped in graphene sheets. The researchers used this technique to create nanoscale and microscale transistors and diodes.




"The graphene sheets can be used to tune the bandgap of the semiconductors, making the semiconductor more or less responsive, depending on the quality of the graphene," says Julia Chang, first author of the paper and a postdoctoral researcher at NC State.

In addition, because the researchers used bismuth in the proof-of-concept work, they were able to make structures that are photo-responsive. This allows the researchers to manipulate the properties of the semiconductors using light.

"The nature of the D-Met technique means you can make these materials on a large scale -- you're only limited by the size of the mold you use," Thuo says. "You can also control the semiconductor structures by manipulating the type of liquid used in the solution, the dimensions of the mold, and the rate of evaporation for the solution.

"In short, we've shown that we can self-assemble highly structured, highly tunable electronic materials for use in functional electronic devices," Thuo says. "This work demonstrated the creation of transistors and diodes. The next step is to use this technique to make more complex devices, such as three-dimensional chips."

The paper, "Guided Ad infinitum Assembly of Mixed-Metal Oxide Arrays from Liquid Metal," is published open access in the journal Materials Horizons. First author of the paper is Julia Chang, a postdoctoral researcher at NC State. The paper was co-authored by Andrew Martin, a postdoctoral researcher at NC State; Alana Pauls and Dhanush Jamadgni, Ph.D. students at NC State; and by Chuanshen Du, Le Wei, Thomas Ward and Meng Lu of Iowa State University.

Chang, Martin and Thuo are pursuing a patent related to the D-Met research. Chang, Ward and Du have a separate patent pending that is related to the D-Met research.

The work was done with support from the National Science Foundation Center for Complex Particle Systems under grant 2243104.
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Evidence of primordial black holes may be hiding in planets, or even everyday objects here on Earth | ScienceDaily
Imagine the formation of a black hole and you'll probably envision a massive star running out of fuel and collapsing in on itself. Yet the chaotic conditions of the early universe may have also allowed many small black holes to form long before the first stars.


						
These primordial black holes have been theorized for decades and could even be ever-elusive dark matter, the invisible matter that accounts for 85% of the universe's total mass.

Still, no primordial black hole has ever been observed.

New research co-led by the University at Buffalo proposes thinking both big and small to confirm their existence, suggesting that their signatures could range from very large -- hollow planetoids in space -- to minute -- microscopic tunnels in everyday materials found on Earth, like rocks, metal and glass.

Set to be published in the December issue of Physics of the Dark Universe and available online now, the theoretical study posits that a primordial black hole trapped within a large rocky object out in the cosmos would consume its liquid core and leave it hollow. Alternatively, a faster primordial black hole might leave behind straight tunnels large enough to be visible by a microscope if passing through solid material, including material right here on Earth.

"The chances of finding these signatures are small, but searching for them would not require much resources and the potential payoff, the first evidence of a primordial black hole, would be immense," says the study's co-author, Dejan Stojkovic, PhD, professor of physics in the UB College of Arts and Sciences. "We have to think outside of the box because what has been done to find primordial black holes previously hasn't worked."

The study calculated how large a hollow planetoid could be without collapsing in on itself, and the likelihood of a primordial black hole passing through an object on Earth. (If you're worried about a primordial black hole passing through you, don't be. The study concluded it would not be fatal.)

"Because of these long odds, we have focused on solid marks that have existed for thousands, millions or even billions of years," says co-author De-Chang Dai, PhD, of National Dong Hwa University and Case Western Reserve University.




Stojkovic's work was supported by the National Science Foundation, while Dai's work by the National Science and Technology Council (Taiwan).

Hollow objects could be no bigger than 1/10 of Earth

As the universe rapidly expanded after the Big Bang, areas of space may have been denser than their surroundings, causing them to collapse and form primordial black holes (PBHs).

PBHs would have much less mass than the stellar black holes later formed by dying stars, but they would still be extremely dense, like the mass of a mountain compacted into an area the size of an atom.

Stojkovic, who has previously proposed where to find theoretical wormholes, wondered if a PBH ever became trapped within a planet, moon or asteroid, either during or after its formation.

"If the object has a liquid central core, then a captured PBH can absorb the liquid core, whose density is higher than the density of the outer solid layer," Stojkovic says.




The PBH then might escape the object if the object was impacted by an asteroid, leaving nothing but a hollow shell.

But would such a shell be strong enough to support itself, or would it simply collapse under its own tension? Comparing the strength of natural materials like granite and iron with surface tension and surface density, the researchers calculated that such a hollow object could be no more than one-tenth of Earth's radius, making it more likely to be a minor planet than a proper planet.

"If it is any bigger than that, it's going to collapse," Stojkovic says.

These hollow objects could be detectable with telescopes. Mass, and therefore density, can be determined by studying an object's orbit.

"If the object's density is too low for its size, that's a good indication it's hollow," Stojkovic says.

Everyday objects could be black hole detectors 

For objects without a liquid core, PBHs might simply pass through and leave behind a straight tunnel, the study proposes. For example, a PBH with a mass of 1022 grams -- that's a 10 with 22 zeros -- would leave behind a tunnel 0.1 micron thick.

A large slab of metal or other material could serve as an effective black hole detector by being monitored for the sudden appearance of these tunnels, but Stojovic says you'd have better odds searching for existing tunnels in very old materials -- from buildings that are hundreds of years old, to rocks that are billions of years old.

Still, even assuming that dark matter is indeed made up of PBHs, they calculated that the probability of a PBH passing through a billion-year-old boulder to be 0.000001.

"You have to look at the cost versus the benefit. Does it cost much to do this? No, it doesn't," Stojkovic says.

So the likelihood of a PBH passing through you during your lifetime is small, to say the least. Even if one did, you probably wouldn't notice it.

Unlike a rock, human tissue has a small amount of tension, so a PBH would not tear it apart. And while a PBH's kinetic energy may be huge, it cannot release much of it during a collision because it's moving so fast.

"If a projectile is moving through a medium faster than the speed of sound, the medium's molecular structure doesn't have time to respond," Stojkovic says. "Throw a rock through a window, it's likely going to shatter. Shoot a window with a gun, it's likely to just leave a hole."

New theoretical frameworks needed

Theoretical studies such as this are crucial, Stojkovic says, noting that many physical concepts that once seemed implausible are now considered likely.

The field, Stojkovic adds, is currently facing some serious problems, dark matter among them. Its last major revolutions -- quantum mechanics and general relativity -- are a century old.

"The smartest people on the planet have been working on these problems for 80 years and have not solved them yet," he says. "We don't need a straightforward extension of the existing models. We probably need a completely new framework altogether."
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'Spooky action' at a very short distance: Scientists map out quantum entanglement in protons | ScienceDaily
Scientists at the U.S. Department of Energy's (DOE) Brookhaven National Laboratory and collaborators have a new way to use data from high-energy particle smashups to peer inside protons. Their approach uses quantum information science to map out how particle tracks streaming from electron-proton collisions are influenced by quantum entanglement inside the proton.


						
The results reveal that quarks and gluons, the fundamental building blocks that make up a proton's structure, are subject to so-called quantum entanglement. This quirky phenomenon, famously described by Albert Einstein as "spooky action at a distance," holds that particles can know one another's state -- for example, their spin direction -- even when they are separated by a great distance. In this case, entanglement occurs over incredibly short distances -- less than one quadrillionth of a meter inside individual protons -- and the sharing of information extends over the entire group of quarks and gluons in that proton.

The team's latest paper, just published in the journal Reports on Progress in Physics (ROPP), summarizes the group's six-year research effort. It maps out precisely how entanglement affects the distribution of stable particles that emerge at various angles from the particle smashups after quarks and gluons liberated in the collisions coalesce to form these new composite particles.

This new view of entanglement among quarks and gluons adds a layer of complexity to an evolving picture of protons' inner structure. It may also offer insight into other areas of science where entanglement plays a role.

"Before we did this work, no one had looked at entanglement inside of a proton in experimental high-energy collision data," said physicist Zhoudunming (Kong) Tu, a co-author on the paper and collaborator on this exploration since joining Brookhaven Lab in 2018. "For decades, we've had a traditional view of the proton as a collection of quarks and gluons and we've been focused on understanding so-called single-particle properties, including how quarks and gluons are distributed inside the proton.

"Now, with evidence that quarks and gluons are entangled, this picture has changed. We have a much more complicated, dynamic system," he said. "This latest paper refines our understanding of how entanglement impacts proton structure."

Mapping out the entanglement among quarks and gluons inside protons could offer insight into other complex questions in nuclear physics, including how being part of a larger nucleus affects proton properties. This will be one focus of future experiments at the Electron-Ion Collider (EIC), a nuclear physics research facility expected to open at Brookhaven Lab in the 2030s. The tools these scientists are developing will enable predictions for EIC experiments.




Deciphering messiness as a sign of entanglement

For this study, the scientists used the language and equations of quantum information science to predict how entanglement should impact particles streaming from electron-proton collisions. Such collisions are a common approach for probing proton structure, most recently at the Hadron-Electron Ring Accelerator (HERA) particle collider in Hamburg, Germany, from 1992 to 2007, and are planned for future EIC experiments.

This approach, published in 2017, was developed by Dmitri Kharzeev, a theorist affiliated with both Brookhaven Lab and Stony Brook University who is a co-author on the paper, and Eugene Levin of Tel Aviv University. The equations predict that if the quarks and gluons are entangled, that can be revealed from the collision's entropy, or disorder.

"Think of a kid's messy bedroom, with laundry and other things all over the place. In that disorganized room, the entropy is very high," Tu said, contrasting it with the low-entropy situation of his extremely neat garage, where every tool is in its place.

According to the calculations, protons with maximally entangled quarks and gluons -- a high degree of "entanglement entropy" -- should produce a lot of particles with a "messy" distribution -- a high degree of entropy.

"For a maximally entangled state of quarks and gluons, there is a simple relation that allows us to predict the entropy of particles produced in a high energy collision," Kharzeev said. "In our paper, we tested this relation using experimental data."

The scientists started by analyzing data from proton-proton collisions at Europe's Large Hadron Collider, but they also wanted to look at the "cleaner" data produced by electron-proton collisions. Knowing it would be a while before the EIC turns on, Tu joined one of the HERA experiment collaborations, known as H1, which still has a crew of retired physicists meeting occasionally to discuss their experiment.




Tu worked with physicist Stefan Schmitt, the current co-spokesperson for H1 from the Deutsches Elektronen-Synchrotron (DESY), for three years to mine the old data. The pair cataloged detailed information from data recorded in 2006-2007, including how particle production and distributions varied and a wide range of other information about the collisions that produced these distributions. They published all the data for others to use.

When the physicists compared the HERA data with the entropy calculations, the results matched the predictions perfectly. These analyses, including the latest ROPP results on how particle distributions change at various angles from the collision point, provide strong evidence that quarks and gluons inside protons are maximally entangled.

The results and methods help to lay the groundwork for future experiments at the EIC.

Statistical behavior and emergent properties

The revelation of entanglement among quarks and gluons sheds light on the nature of their strong-force interactions, Kharzeev noted. It may offer additional insight into what keeps quarks and gluons confined within protons, which is one of the central questions in nuclear physics that will be explored at the EIC.

"Maximal entanglement inside the proton emerges as a consequence of strong interactions that produce a large number of quark-antiquark pairs and gluons," he said.

Strong-force interactions -- the exchange of one or more gluons among quarks -- take place between individual particles. That may sound just like the simplest description of entanglement, where two individual particles can know about one another no matter how far apart they are. But entanglement, which is really an exchange of information, is a system-wide interaction.

"Entanglement doesn't only happen between two particles but among all the particles," Kharzeev said.

Now that scientists have a way of exploring this collective entanglement, the tools of quantum information science could make some problems in nuclear and particle physics easier to understand.

"Particle collisions can be extremely complex with many steps that influence the outcome," Tu said. "But this study shows that some outcomes, like the entropy of the particles emerging, are determined by the entanglement within the protons before they collide. Entropy doesn't 'care' about the complexity of all the in-between steps. So maybe we can use this approach to explore other complex nuclear physics phenomena without worrying about the details of what happens along the way."

Thinking about the collective behavior of a whole system rather than individual particles is common in other areas of physics and even everyday life. For example, when you think about a pot of boiling water, you don't really know about the vibrational motion of each individual water molecule. No single water molecule can burn you. It's the statistical average of all the molecules vibrating -- their collective combined behavior -- that gives rise to the property of temperature and makes the water feel hot. In a similar way, understanding how one quark and gluon behave doesn't immediately convey how a proton behaves as a whole.

"The physics perspective changes when you have so many particles together," Tu said, noting that quantum information science is a tool to describe the statistical or emergent behavior of the whole system. "This approach may offer insight into how the entanglement of the particles leads to the group behavior," Tu said.

Putting the model to use

Now that the scientists have confirmed and validated their model, they want to use it in new ways. For example, they want to learn how being in a nucleus affects the proton.

"To answer this question, we need to collide electrons not just with individual protons but with nuclei -- the ions of the EIC," Tu said. "It will be very helpful to use the same tools to see the entanglement in a proton embedded in a nucleus -- to learn how it is impacted by the nuclear environment."

Will putting a proton in the very busy nuclear environment surrounded by lots of other interacting protons and neutrons wash out the individual proton's entanglement? Could this nuclear environment play a role in so-called quantum decoherence?

"Looking at entanglement in the nuclear environment will definitely tell us more about this quantum behavior -- how it stays coherent or becomes decoherent -- and learn more about how it connects to the traditional nuclear and particle physics phenomena that we are trying to solve," Tu said.

"The impact of the nuclear environment on protons and neutrons is at the center of the EIC science," said by Martin Hentschinski, a co-author on the paper from the Universidad de las Americas Puebla (UDLAP) in Mexico.

Co-author Krzysztof Kutak of the Polish Academy of Sciences added, "There are many other phenomena we want to use this tool to study to push our understanding of the structure of visible matter to a new frontier."

This research was funded by the DOE Office of Science, the European Union's Horizon 2020 research and innovation program, UDLAP Apoyos VAC 2024, and Brookhaven Lab's Laboratory Directed Research and Development program.
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Temporary tattoo printed directly on the scalp offers easy, hair-friendly solution for measuring brainwaves | ScienceDaily
For the first time, scientists have invented a liquid ink that doctors can print onto a patient's scalp to measure brain activity. The technology, presented December 2 in the Cell Press journal Cell Biomaterials, offers a promising alternative to the cumbersome process currently used for monitoring brainwaves and diagnosing neurological conditions. It also has the potential to enhance non-invasive brain-computer interface applications.


						
"Our innovations in sensor design, biocompatible ink, and high-speed printing pave the way for future on-body manufacturing of electronic tattoo sensors, with broad applications both within and beyond clinical settings," says Nanshu Lu, the paper's co-corresponding author at the University of Texas at Austin.

Electroencephalography (EEG) is an important tool for diagnosing a variety of neurological conditions, including seizures, brain tumors, epilepsy, and brain injuries. During a traditional EEG test, technicians measure the patient's scalp with rulers and pencils, marking over a dozen spots where they will glue on electrodes, which are connected to a data-collection machine via long wires to monitor the patient's brain activity. This setup is time consuming and cumbersome, and it can be uncomfortable for many patients, who must sit through the EEG test for hours.

Lu and her team have been pioneering the development of small sensors that track bodily signals from the surface of human skin, a technology known as electronic tattoos, or e-tattoos. Scientists have applied e-tattoos to the chest to measure heart activities, on muscles to measure how fatigued they are, and even under the armpit to measure components of sweat.

In the past, e-tattoos were usually printed on a thin layer of adhesive material before being transferred onto the skin, but this was only effective on hairless areas.

"Designing materials that are compatible with hairy skin has been a persistent challenge in e-tattoo technology," Lu says. To overcome this, the team designed a type of liquid ink made of conductive polymers. The ink can flow through hair to reach the scalp, and once dried, it works as a thin-film sensor, picking up brain activity through the scalp.

Using a computer algorithm, the researchers can design the spots for EEG electrodes on the patient's scalp. Then, they use a digitally controlled inkjet printer to spray a thin layer of the e-tattoo ink on to the spots. The process is quick, requires no contact, and causes no discomfort in patients, the researchers said.




The team printed e-tattoo electrodes onto the scalps of five participants with short hair. They also attached conventional EEG electrodes next to the e-tattoos. The team found that the e-tattoos performed comparably well at detecting brainwaves with minimal noise.

After six hours, the gel on the conventional electrodes started to dry out. Over a third of these electrodes failed to pick up any signal, although most the remaining electrodes had reduced contact with the skin, resulting in less accurate signal detection. The e-tattoo electrodes, on the other hand, showed stable connectivity for at least 24 hours.

Additionally, researchers tweaked the ink's formula and printed e-tattoo lines that run down to the base of the head from the electrodes to replace the wires used in a standard EEG test. "This tweak allowed the printed wires to conduct signals without picking up new signals along the way," says co-corresponding author Ximin He of the University of California, Los Angeles.

The team then attached much shorter physical wires between the tattoos to a small device that collects brainwave data. The team said that in the future, they plan to embed wireless data transmitters in the e-tattoos to achieve a fully wireless EEG process.

"Our study can potentially revolutionize the way non-invasive brain-computer interface devices are designed," says co-corresponding author Jose Millan of the University of Texas at Austin. Brain-computer interface devices work by recording brain activities associated with a function, such as speech or movement, and use them to control an external device without having to move a muscle. Currently, these devices often involve a large headset that is cumbersome to use. E-tattoos have the potential to replace the external device and print the electronics directly onto a patient's head, making brain-computer interface technology more accessible, Millan says.
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Physics experiment proves patterns in chaos in peculiar quantum realm | ScienceDaily
Where do you see patterns in chaos? It has been proven, in the incredibly tiny quantum realm, by an international team co-led by UC Santa Cruz physicist Jairo Velasco, Jr. In a new paper published on November 27 in Nature, the researchers detail an experiment that confirms a theory first put forth 40 years ago stating that electrons confined in quantum space would move along common paths rather than producing a chaotic jumble of trajectories.


						
Electrons exhibit both particle and wave-like properties -- they don't simply roll like a ball. Electrons behave in ways that are often counterintuitive, and under certain conditions, their waves can interfere with each other in a way that concentrates their movement into certain patterns. The physicists call these common paths "unique closed orbits."

Achieving this in Velasco's lab required an intricate combination of advanced imaging techniques and precise control over electron behavior within graphene, a material widely used in research because its unique properties and two-dimensional structure make it ideal for observing quantum effects. In their experiment, Velasco's team utilized the finely tipped probe of a scanning tunneling microscope to first create a trap for electrons, and then hover close to a graphene surface to detect electron movements without physically disturbing them.

The benefit of electrons following closed orbits within a confined space is that the subatomic particle's property would be better preserved as it moves from one point to another, according to Velasco. He said this has vast implications for everyday electronics, explaining how information encoded in an electron's properties could be transferred without loss, conceivably resulting in lower-power, highly efficient transistors.

"One of the most promising aspects of this discovery is its potential use in information processing," Velasco said. "By slightly disturbing, or 'nudging' these orbits, electrons could travel predictably across a device, carrying information from one end to the other."

Quantum scars make their mark

In physics, these unique electron orbits are known as "quantum scars." This was first explained in a 1984 theoretical study by Harvard University physicist Eric Heller, who used computer simulations to reveal that confined electrons would move along high-density orbits if reinforced by their wave motions interfering with each other.




"Quantum scarring is not a curiosity. But rather, it is a window onto the strange quantum world," said Heller, also a co-author on the paper. "Scarring is a localization around orbits that come back on themselves. These returns have no long-term consequence in our normal classical world -- they are soon forgotten. But they are remembered forever in the quantum world."

With Heller's theory proven, researchers now have the empirical foundation needed to explore potential applications. Today's transistors, already at the nanoelectronic scale, could become even more efficient by incorporating quantum scar-based designs, enhancing devices like computers, smartphones, and tablets, which rely on densely packed transistors to boost processing power.

"For future studies, we plan to build on our visualization of quantum scars to develop methods to harness and manipulate scar states," Velasco said. "The harnessing of chaotic quantum phenomena could enable novel methods for selective and flexible delivery of electrons at the nanoscale -- thus, innovating new modes of quantum control."

Classical chaos vs. quantum chaos

Velasco's team employs a visual model often referred to as a "billiard" to illustrate the classical mechanics of linear versus chaotic systems. A billiard is a bounded area that reveals how particles inside move, and a common shape used in physics is called a "stadium," where the ends are curved and the edges straight. In classical chaos, a particle would bounce around randomly and unpredictably -- eventually covering the entire surface.

In this experiment, the team created a stadium billiard on atom-thin graphene that measured roughly 400 nanometers in length. Then, with the scanning tunneling microscope, they were able to observe quantum chaos in action: finally seeing with their own eyes the pattern of electron orbits within the stadium billiard they created in Velasco's lab.

"I am very excited we successfully imaged quantum scars in a real quantum system," said first and co-corresponding author Zhehao Ge, a UC Santa Cruz graduate student at the time of this study's completion. "Hopefully, these studies will help us gain a deeper understanding of chaotic quantum systems."
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Smallest walking robot makes microscale measurements | ScienceDaily
Cornell University researchers have created the smallest walking robot yet. Its mission: to be tiny enough to interact with waves of visible light and still move independently, so that it can maneuver to specific locations -- in a tissue sample, for instance -- to take images and measure forces at the scale of some of the body's smallest structures.


						
The team's paper, "Magnetically Programmed Diffractive Robotics," published in Science.

"A walking robot that's small enough to interact with and shape light effectively takes a microscope's lens and puts it directly into the microworld," said Paul McEuen, professor of physical science emeritus, who led the team. "It can perform up-close imaging in ways that a regular microscope never could."

Cornell scientists already hold the world's record for the world's smallest walking robot at 40-70 microns.

The new diffractive robots are "going to blow that record out of the water," said Itai Cohen, professor of physics and co-author of the study. "These robots are 5 microns to 2 microns. They're tiny. And we can get them to do whatever we want by controlling the magnetic fields driving their motions."

Diffractive robotics connects, for the first time, untethered robots with imaging techniques that depend on visible light diffraction -- the bending of a light wave when it passes through an opening or around something. The imaging technique requires an opening of a size comparable to the light's wavelength. For the optics to work, the robots must be on that scale, and for the robots to reach targets to image, they have to be able to move on their own. The Cornell team has achieved both objectives.

Controlled by magnets making a pinching motion, the robots can inch-worm forward on a solid surface. They can also "swim" through fluids using the same motion.

The combination of maneuverability, flexibility and sub-diffractive optical technology create a significant advance in the field of robotics, the researchers said.

The research was made possible by the Cornell Center for Materials Research, the National Science Foundation and the Cornell NanoScale Science and Technology Facility.
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