
        
            
                
            
        

    
    
      
        [image: masthead]
      

      Thursday, December 12, 2024

      

      
        
          	
            Latest Science News
          
          	50
        

        
          	
            All Top News
          
          	44
        

        
          	
            Health News
          
          	50
        

        
          	
            Technology News
          
          	50
        

        
          	
            Environment News
          
          	50
        

        
          	
            Society News
          
          	34
        

        
          	
            Strange &amp; Offbeat News
          
          	37
        

      

    

  
    
      
        
          	
          	
            Sections
          
          	
            All Top News
          
        

      

      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Early-onset colorectal cancer cases surge globally
        Researchers show that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older.

      

      
        A new galaxy, much like our own
        Stunning new photographs by a team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way. The extraordinary images give us an unprecedented picture of what our own galaxy might have looked like when it was being born.

      

      
        Study finds new blood test predicts prognosis for advanced prostate cancer patients
        A new study found that a DNA sequencing test for advanced prostate cancer patients can distinguish between patients with poor and favorable prognoses.

      

      
        Study urges Canada to build solar power mega-projects
        Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report. The recommendation comes from a new article which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

      

      
        AI thought knee X-rays show if you drink beer -- they don't
        A new study highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as 'shortcut learning.' The researchers analyzed thousands of knee X-rays and found that AI models can 'predict' unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved high levels of accuracy by exploiting subtle and unintende...

      

      
        Feeling itchy? Study suggests novel way to treat inflammatory skin conditions
        A new approach to treat rosacea and other inflammatory skin conditions could be on the horizon, according to a new study.

      

      
        Minuscule robots for targeted drug delivery
        An interdisciplinary team has created tiny bubble-like microrobots that can deliver therapeutics right where they are needed and then be absorbed by the body.

      

      
        Noninvasive imaging method can penetrate deeper into living tissue
        Researchers developed a non-invasive imaging technique that enables laser light to penetrate deeper into living tissue, capturing sharper images of cells. This could help clinical biologists study disease progression and develop new medicines.

      

      
        Australia's extinction tally is worse than we thought
        A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.

      

      
        Tumors grow larger in female fruit flies than males: Here's what that could mean for humans
        A new study found that tumors grew 2.5 times larger in female fruit flies than males. With fruit flies sharing many genetic similarities and signaling pathways with humans, the finding could lead to better understanding of cancer development.

      

      
        You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues
        Is it possible to pass on the effects of malnutrition? A new animal study found that a protein-deficient diet in one generation created related health risks -- lower birth-weight, smaller kidneys -- in offspring that lasted four generations.

      

      
        Well-meaning dogs led astray by rule-defying owners
        While good dogs never mean harm, they are often directed to remain on-lead in nature reserves to protect wildlife. Research has found that whether dog owners follow this rule is mostly driven by social factors.

      

      
        New research unlocks jaw-dropping evolution of lizards and snakes
        A groundbreaking study has shed light on how lizards and snakes -- the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.

      

      
        Adoption of AI calls for new kind of communication competence from sales managers
        Artificial intelligence, AI, is rapidly transforming work also in the financial sector. A recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related t...

      

      
        Organoids represent the complex cell landscape of pancreatic cancer
        Researchers have grown tumor organoids -- three-dimensional miniature tumors in the laboratory -- that mimic the different structures and characteristics of pancreatic cancer. The scientists investigated how the various tumor organoids react to established and novel treatments. This opens the door to the development of effective new therapies.

      

      
        Intelligence requires the whole brain
        A team of neuroscientists investigates communication pathways in the brain and predicts intelligence. A new study approach uses machine learning to improve our conceptual understanding of intelligence.

      

      
        Researchers harness copper versatility to enable control of CO2 reduction products
        Just like we recycle waste, repurposing excess CO2 from the atmosphere could be one way to abate the worsening climate crisis. In electrochemical reduction, CO2 is converted into industrial products like carbon monoxide, methane, or ethanol. However, scientists have difficulty tailoring the reaction to produce specific products. Now, an international research team has harnessed the versatility of copper to find a solution to this conundrum.

      

      
        'Superman' bacteria offer a sustainable boost to chemical production
        Industry -- particularly the pharmaceutical industry -- is deeply reliant on bacteria in their production. Now, researchers present a 'superman suit' to put on the bacteria, so that they can produce chemicals with less energy, fewer solvents, and reduced waste.

      

      
        Persistent tobacco smoking from childhood may cause heart damage by the mid-twenties
        The majority of children who started smoking tobacco at age 10 years or in their later teens continued to smoke until their mid-twenties. Continuous smoking from childhood significantly increased the risk of premature heart damage, a new study shows.

      

      
        Recycling human, animal excreta reduces need for fertilizers
        Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling.

      

      
        Milestone 10-GeV experiment shines light on laser-plasma interactions
        With dual lasers, researchers have accelerated a high-quality beam of electrons to 10 billion electronvolts in just 30 centimeters. The experiment gives scientists a 'frame-by-frame' look at how a petawatt laser interacts with a long plasma channel, knowledge that's crucial for building future compact particle accelerators.

      

      
        The maternal microbiome during pregnancy impacts offspring's stem cells in mice
        Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.

      

      
        New insights about how 'bad' cholesterol works in the body
        Scientists have made a significant breakthrough in understanding how 'bad' cholesterol, known as low-density lipoprotein-cholesterol or LDL-C, builds up in the body. The researchers were able to show for the first time how the main structural protein of LDL binds to its receptor -- a process that starts the clearing of LDL from the blood -- and what happens when that process gets impaired.

      

      
        Mapping the nanoscale architecture of functional materials
        Researchers have pioneered a new technique called X-ray linear dichroic orientation tomography, which probes the orientation of a material's building blocks at the nanoscale in three-dimensions. First applied to study a polycrystalline catalyst, the technique allows the visualization of crystal grains, grain boundaries and defects -- key factors determining catalyst performance. Beyond catalysis, the technique allows previously inaccessible insights into the structure of diverse functional materi...

      

      
        The distinct nerve wiring of human memory
        The black box of the human brain is starting to open. Although animal models are instrumental in shaping our understanding of the mammalian brain, scarce human data is uncovering important specificities. Neurosurgeons nowshed light on the human hippocampal CA3 region, central for memory storage.

      

      
        Researchers discover new third class of magnetism that could transform digital devices
        A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.

      

      
        Personalized blood count could lead to early intervention for common diseases
        A complete blood count (CBC) screening is a routine exam requested by most physicians for healthy adults. Currently, the results of CBC tests are analyzed using a one-size-fits-all reference interval, but a new study suggests that this approach can lead to overlooked deviations in health. In a retrospective analysis, researchers show that these reference intervals, or setpoints, are unique to each patient. The study revealed that one healthy patient's CBC setpoints can be distinguishable from 98 ...

      

      
        Scientists transform ubiquitous skin bacterium into a topical vaccine
        Scientists' findings in mice could translate into a radical, needle-free vaccination approach that would also eliminate reactions including fever, swelling and pain.

      

      
        Biological diversity is not just the result of genes
        How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team demonstrates that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species th...

      

      
        Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV
        Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels.

      

      
        Soda taxes don't just affect sales: They help change people's minds
        The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks.

      

      
        Enabling AI to explain its predictions in plain language
        Researchers developed a system that converts AI explanations into narrative text that can be more easily understood by users. This system could help people determine when to trust a model's predictions.

      

      
        Discovery of new growth-directed graphene stacking domains may precede new era for quantum applications
        Researchers discovered that three-layer graphene can naturally self-organize into specific stacking patterns (ABA/ABC domains) during growth on silicon carbide, eliminating the need for manual manipulation. This breakthrough could enable scalable production of quantum devices.

      

      
        Particle that only has mass when moving in one direction observed for first time
        For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the re...

      

      
        Research shows new treatment could delay cancer progression in patients with high-risk smoldering multiple myeloma
        A new treatment is showing promise for people with high-risk smoldering multiple myeloma (SMM). This precancerous condition can progress to active multiple myeloma, a type of blood cancer. High-risk SMM carries a higher likelihood of progression.

      

      
        Mothers' language choices have double the impact in bilingual families
        New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice. In a new study, researchers found that there wasn't a single strategy that could be singled out as 'best' to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, they had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers. They believe these find...

      

      
        Better environmental performance boosts profits and cuts costs
        Using a new calculation method, researchers found in an international comparative study that investors value corporate environmental performance more than mere information disclosure. In some developed countries, beyond sustainability efforts, companies can improve environmental efficiency to enhance economic performance.

      

      
        Scientists develop coating for enhanced thermal imaging through hot windows
        A team of scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows.

      

      
        A greener, cleaner way to extract cobalt from 'junk' materials
        As the demand for lithium-ion batteries escalates with the proliferation of mobile phone, electric vehicles and even pacemakers, key components in these powerhouses, like cobalt, face significant ethical and environmental concerns related to their extraction. Now, scientists have pioneered a safer, more sustainable solution to separate cobalt from ores or recycled materials via precipitate.

      

      
        Research shows feasting fungi could revolutionize carbon-fiber recycling
        A new biotechnological process shows how to break down and remove the matrix from carbon fiber reinforced polymers so that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

      

      
        Social factors affect pediatric cardiac arrest outcomes
        The odds on whether a child survives a cardiac arrest may depend on where they live, according to a new study from the University of Missouri School of Medicine.

      

      
        Updated Hep B vaccine more effective for people with HIV
        A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination.

      

      
        Resolving ambiguity: How the brain uses context in decision-making and learning
        Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.

      

      
        A new discovery about the source of the vast energy in cosmic rays
        New research suggests that these ultra-high energy rays derive their energy from magnetic turbulence.

      

      
        Once-endangered Kirtland's warblers show extensive signs of inbreeding in genome
        The genome of a once-endangered songbird shows extensive signs of inbreeding, according to a new study. Because inbreeding can negatively impact survival and reproduction, the results could guide continuing conservation efforts for Kirtland's warblers.

      

      
        Rethinking the quantum chip
        Researchers have realized a new design for a superconducting quantum processor, aiming at a potential architecture for the large-scale, durable devices the quantum revolution demands. Unlike the typical quantum chip design that lays the information-processing qubits onto a 2-D grid, the team has designed a modular quantum processor comprising a reconfigurable router as a central hub. This enables any two qubits to connect and entangle, where in the older system, qubits can only talk to the qubits...

      

      
        When does waiting stop being worth it?
        Psychologists looked at individuals with damage to different parts of the prefrontal cortex to reveal how the brain evaluates uncertainty and guides split-second decisions.

      

      
        Seals strategically scoot around the seas on icebergs
        Harbor seals in icy regions use icebergs shed by glaciers as safe platforms to give birth, care for young and molt. New research finds that as glaciers change with the climate, the resulting changes in size, speed and number of icebergs affect seals' critical frozen habitat. Mother seals prefer stable, slower-moving bergs for giving birth and caring for newborn pups, while in the molting season, they and the rest of the seal population favor speedier ice near the best foraging grounds.

      

      
        Bighorn sheep face death by avalanche in Sierra Nevada range
        Snow cover in the Sierra Nevada is expected to shrink overall as the climate warms, but avalanche frequency could remain the same or even increase at high elevations. That's bad news for bighorn sheep that live there, according to new research.

      

      
        These are now the smokiest cities in America
        Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research.
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Early-onset colorectal cancer cases surge globally | ScienceDaily
A new study led by American Cancer Society (ACS) researchers shows that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older. The research is published today in the journal The Lancet Oncology.


						
"The increase in early-onset colorectal cancer is a global phenomenon," said Dr. Hyuna Sung, senior principal scientist, cancer surveillance research at the American Cancer Society and lead author of the study. "Previous studies have shown this rise in predominately high-income Western countries, but now, it is documented in various economies and regions worldwide."

The primary study objective was to examine contemporary CRC incidence trends in young versus older adults using data through 2017 from 50 countries/territories. Data were compiled using the Cancer Incidence in Five Continents Plus and trends were examined for age-standardized incidence rates of CRC ranging from 1943-2017. Temporal trends were visualized and quantified by age at diagnosis (25-49 years and 50-74 years). Average annual percentage changes (AAPC) were estimated for the last 10 years of data.

During the past decade, incidence rates of early-onset CRC (25-49 years) were stable in 23 countries, but increased in 27 countries, with the greatest annual increases in New Zealand (4.0%), Chile (4.0%) and Puerto Rico (3.8%). Fourteen of the 27 countries/territories showed either stable (Puerto Rico, Argentina, Norway, France, Ireland) or decreasing rates (Israel, Canada, the USA, England, Germany, Scotland, Slovenia, Australia, and New Zealand) in older adults. The rise in early-onset CRC was faster among men than women in Chile, Puerto Rico, Argentina, Ecuador, Thailand, Sweden, Israel, and Croatia, while young women experienced faster increases in England, Norway, Australia, Turkiye, Costa Rica, and Scotland. For the remaining 13 countries with increasing trends in both age groups, the annual percentage increase in young compared to older adults was larger in Chile, Japan, Sweden, the Netherlands, Croatia, and Finland, smaller in Thailand, Martinique, Denmark, Costa Rica, and similar in Turkiye, Ecuador, and Belarus. For the last five years, the incidence rate of early-onset CRC was highest in Australia, Puerto Rico, New Zealand, the U.S., and the Republic of Korea (14 to 17 per 100,000) and lowest in Uganda and India (4 per 100,000).

"The global scope of this concerning trend highlights the need for innovative tools to prevent and control cancers linked to dietary habits, physical inactivity, and excess body weight. Ongoing efforts are essential to identify the additional factors behind these trends and to develop effective prevention strategies tailored to younger generations and local resources worldwide," added Sung. "Raising awareness of the trend and the distinct symptoms of early-onset colorectal cancer (e.g., rectal bleeding, abdominal pain, altered bowel habits, and unexplained weight loss) among young people and primary care providers can help reduce delays in diagnosis and decrease mortality."

"This flagship study reveals that increasing rates of early onset bowel cancer, affecting adults aged 25-49, is a global issue. Concerningly, this research has revealed for the first time ever that rates are rising more sharply in England than in many other countries around the world," said Michelle Mitchell, chief executive of Cancer Research UK."A cancer diagnosis at any age has a huge impact on patients and their families -- so while it's important to note that rates in younger adults are still very low compared to people over 50, we need to understand what's causing this trend in younger people. More research is needed -- like team PROSPECT, a global Cancer Grand Challenges team who has been awarded PS20m to uncover the causes of bowel cancer in younger adults, and strategies to prevent it."

Other ACS researchers contributing to the study include Rebecca Siegel, Chenxi Jiang, and senior author Dr. Ahmedin Jemal. Yin Cao, an associate professor of surgery and of medicine at Washington University School of Medicine in St. Louis and a research member of Siteman Cancer Center, based at Barnes-Jewish Hospital and Washington University Medicine, is a contributing author.
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A new galaxy, much like our own | ScienceDaily
Stunning new photographs by a Wellesley College-led team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way.


						
The extraordinary images -- taken with NASA's James Webb Space Telescope -- show a galaxy that glitters with 10 distinct star clusters that formed at different times, much like our own Milky Way.

Cocooned in a diffuse arc, and resembling fireflies "dancing" on a summer night, the newly discovered galaxy -- which the Wellesley team have dubbed the "Firefly Sparkle" -- was taking shape around 600 million years after the Big Bang, around the same time that our own galaxy was beginning to take shape.

Wellesley College astronomer Lamiya Mowla is co-lead author of the paper, which was published Wednesday, Dec. 11, in Nature.

Mowla says the discovery is particularly important because the mass of the Firefly Sparkle is similar to what the Milky Way's mass might have been at the same stage of development. (Other galaxies Webb has detected from this time period are significantly more massive.)

"These remarkable images give us an unprecedented picture of what our own galaxy might have looked like when it was being born," Mowla says. "By examining these photos of the Firefly Sparkle, we can better understand how our own Milky Way took shape."

Glimpses of a young galaxy forming in a way so similar to our own are unparalleled, Mowla says. The JWST images show a Milky Way-like galaxy in the early stages of its assembly in a universe that's only 600 million years old.

"As an observational astronomer studying the structural evolution of astronomical objects in the early Universe, I want to understand how the first stars, star clusters, galaxies, and galaxy clusters formed in the infant Universe and how they changed as the Universe got older," Mowla notes. Of the Firefly Sparkle, she says, ""I didn't think it would be possible to resolve a galaxy that existed so early in the universe into so many distinct components, let alone find that its mass is similar to our own galaxy's when it was in the process of forming.

"There is so much going on inside this tiny galaxy, including so many different phases of star formation," Mowla told NASA. "These images are the very first glimpse of something that we'll be able to study -- and learn from -- for many years to come."

Mowla, who co-led the project with Kartheik Iyer, a NASA Hubble Fellow at Columbia University in New York, is an assistant professor of physics and astronomy at Wellesley, and a 2013 graduate of the college.
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Study finds new blood test predicts prognosis for advanced prostate cancer patients | ScienceDaily

The new blood-based test -- called AR-ctDETECT -- is designed to detect and analyze small fragments of tumor-derived DNA in the blood of certain patients with advanced, metastatic prostate cancer.

In this new study, the AR-ctDETECT test was used to analyze DNA from more than 770 blood samples from a phase 3 clinical trial of advanced prostate cancer patients. The test identified circulating tumor DNA (ctDNA) in 59% of patients with metastatic prostate cancer. Patients with detectable circulating tumor DNA had significantly worse overall survival compared to those without. These results demonstrate the potential of the AR-ctDETECT test to provide key genetic information to tailor treatments based on similar characteristics among patients.

"Our AR-ctDETECT test, designed for prostate cancer, shows how valuable these blood tests could be in helping doctors better understand a patient's cancer and predict how the disease will progress, leading to more personalized treatment plans," said Scott Dehm, PhD, a professor at the U of M Medical School and member of the Masonic Cancer Center.

The study concluded that detecting ctDNA using AR-ctDETECT provides critical prognostic insights for patients with metastatic prostate cancer.

"The AR-ctDETECT assay is a comprehensive panel focused on genes relevant to prostate cancer and hormone resistance, particularly the androgen receptor and critical structural alterations not currently detected by other commercial tests," said Andrew Armstrong, MD, a professor at Duke University School of Medicine, an oncologist with Duke Cancer Institute and co-senior author on the study. "Incorporating genomic profiling into clinical decision-making may enhance personalized treatment strategies and inform the design of future clinical trials."

"Our team demonstrated the ability of AR-ctDETECT to effectively identify distinct groups of patients based on their genomic profiles," said Susan Halabi, PhD, a James B. Duke Distinguished Professor of Biostatistics at Duke University School of Medicine. "Notably, our study is the first to demonstrate, within a phase 3 cohort, that metastatic prostate cancer patients with positive ctDNA treated with standard therapies had worse overall survival compared to ctDNA-negative patients."

Further research will focus on integrating genetic data from the AR-ctDETECT test with patient clinical data to improve patient prognostication. The research team also plans to evaluate whether the AR-ctDETECT test could be used to predict patient outcomes in the context of specific treatments, which could be used in the future to guide optimal therapy.

This research was funded by the National Cancer Institute, Prostate Cancer Foundation and John Black Charitable Foundation.
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Study urges Canada to build solar power mega-projects | ScienceDaily
Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report from Simon Fraser University's Clean Energy Research Group.


						
The recommendation comes from a new paper published in the journal Solar Compass which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

"Solar has major advantages over wind, geothermal and nuclear power as a renewable energy source," says Anil Hira, director of the Clean Energy Research Group (CERG) and a professor of political science at SFU. "The cost for installing solar panels is has dropped dramatically in the last decade, by an estimated 90 per cent, and is a vital part of energy plans in many countries, yet in Canada, that potential has barely been touched on. While solar power makes up approximately four per cent of global electricity generation, it only accounts for 0.5 per cent in Canada. Focusing on utility-scale solar projects could have a significant impact in parts of Canada, including British Columbia. Solar can help us to diversify our energy mix so we are not so reliant on hydro and reduces the intermittency problems with wind."

The paper suggests that's because much of the policy around solar power has focused on small-scale, decentralized residential and commercial generation. Those tend to be easy political wins for policy makers because it rewards individual and companies for investing in the technology for their own benefit and reduces land use headaches since panels are mostly being installed on existing buildings.

However, the authors argue that this approach doesn't generate enough electricity to achieve a green transition, fragments the electricity system and raises equity concerns because not every area is suitable for solar power and wealthy homeowners and large companies are likely to be the only ones willing to make the long-term investments in panels and batteries. More plainly, costs for utility scale solar are approximately 64 per cent cheaper than residential and 50 per cent cheaper than commercial solar installations, on average.

Utility-scale projects come with their own challenges, including massive start-up costs, public and political opposition and the space required for vast fields of solar panels, but the report found that many of the land use concerns tend to be exaggerated and there is room for innovative solutions to support multiple uses for land where solar panels are installed. The benefits, they argue, far outweigh the challenges, including. In fact, the land area needed for solar to make a major contribution to our electricity mix is far less than one might think. The authors recommend using public lands for the mega-farms to reduce NIMBY effects.

The study points to a few examples of solar projects around the world, including the U.S.

The Solar Star project in California has 1.7 million panels spread across 13 kilometres and creates enough power for 255,000 homes (579 megawatts). The Mesquite Solar 1 Power Plan in Arizona provides 150 megawatts. It cost $600 million to build in 2013, with much of that coming from a $337 million loan backed by the U.S. Department of Energy.

Pro-active policy and financial backing from senior governments is needed to harness the potential to transition to clean energy, the report concludes.

"While different scales of deployment each have a role to play, from an efficiency-of-capital perspective, policies that favor the rapid deployment of utility-scale projects in optimal sunlight locations should be prioritized," says CERG co-author Prasanna Krishnan. "All of the factors together suggest the need for national policies to help ease the development obstacles of large-scale solar and storage farms, including sorely needed interconnection reform. Support for such efforts would have a transformative effect on our electricity systems."
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AI thought knee X-rays show if you drink beer -- they don't | ScienceDaily
Artificial intelligence can be a useful tool to health care professionals and researchers when it comes to interpreting diagnostic images. Where a radiologist can identify fractures and other abnormalities from an X-ray, AI models can see patterns humans cannot, offering the opportunity to expand the effectiveness of medical imaging.


						
But a study in Scientific Reports highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as "shortcut learning."

The researchers analyzed more than 25,000 knee X-rays from the National Institutes of Health-funded Osteoarthritis Initiative and found that AI models can "predict" unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved surprising levels of accuracy by exploiting subtle and unintended patterns in the data.

"While AI has the potential to transform medical imaging, we must be cautious," says the study's senior author, Dr. Peter Schilling, an orthopaedic surgeon at Dartmouth Health's Dartmouth Hitchcock Medical Center and an assistant professor of orthopaedics in Dartmouth's Geisel School of Medicine.

"These models can see patterns humans cannot, but not all patterns they identify are meaningful or reliable," Schilling says. "It's crucial to recognize these risks to prevent misleading conclusions and ensure scientific integrity."

The researchers examined how AI algorithms often rely on confounding variables -- such as differences in X-ray equipment or clinical site markers -- to make predictions rather than medically meaningful features. Attempts to eliminate these biases were only marginally successful -- the AI models would just "learn" other hidden data patterns.

"This goes beyond bias from clues of race or gender," says Brandon Hill, a co-author of the study and a machine learning scientist at Dartmouth Hitchcock. "We found the algorithm could even learn to predict the year an X-ray was taken. It's pernicious -- when you prevent it from learning one of these elements, it will instead learn another it previously ignored. This danger can lead to some really dodgy claims, and researchers need to be aware of how readily this happens when using this technique."

The findings underscore the need for rigorous evaluation standards in AI-based medical research. Overreliance on standard algorithms without deeper scrutiny could lead to erroneous clinical insights and treatment pathways.




"The burden of proof just goes way up when it comes to using models for the discovery of new patterns in medicine," Hill says. "Part of the problem is our own bias. It is incredibly easy to fall into the trap of presuming that the model 'sees' the same way we do. In the end, it doesn't."

"AI is almost like dealing with an alien intelligence," Hill continues. "You want to say the model is 'cheating,' but that anthropomorphizes the technology. It learned a way to solve the task given to it, but not necessarily how a person would. It doesn't have logic or reasoning as we typically understand it."

Schilling, Hill, and study co-author Frances Koback, a third-year medical student in Dartmouth's Geisel School, conducted the study in collaboration with the Veterans Affairs Medical Center in White River Junction, Vt.
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Feeling itchy? Study suggests novel way to treat inflammatory skin conditions | ScienceDaily
A new approach to treat rosacea and other inflammatory skin conditions could be on the horizon, according to a University of Pittsburgh study published today in Science Translational Medicine.


						
The researchers found that a compound called SYM2081 inhibited inflammation-driving mast cells in mouse models and human skin samples, paving the way for new topical treatments to prevent itching, hives and other symptoms of skin conditions driven by mast cells.

"I'm really excited about the clinical possibilities of this research," said senior author Daniel Kaplan, M.D., Ph.D., professor of dermatology and immunology at Pitt. "Currently, there aren't a lot of good therapies that target mast cells, so we think that our approach could potentially have huge benefits in many skin conditions, including rosacea, eczema, urticaria and mastocytosis."

Mast cells are filled with tiny packages, or granules, each brimming with histamine and other compounds that act as signals or activators of inflammatory pathways. When mast cells are activated, the packages spill open, releasing compounds that trigger a suite of immune responses. This process, known as degranulation, is essential for protection against threats such as bee venom, snake bites and pathogenic bacteria, but erroneous activation of mast cells also triggers allergic reactions, including swelling, hives, itching and, in severe cases, anaphylaxis.

In a previous Cellpaper, Kaplan and his team found that neurons in the skin release a neurotransmitter called glutamate that suppresses mast cells. When they deleted these neurons or inhibited the receptor that recognizes glutamate, mast cells became hyperactive, leading to more inflammation.

"This finding led us to wonder if doing the opposite would have a beneficial effect," said Kaplan. "If we activate the glutamate receptor, maybe we can suppress mast cell activity and inflammation."

To test this hypothesis, lead author Youran Zhang, a medical student at Tsinghua University who did this research as a visiting scholar in Kaplan's lab, and Tina Sumpter, Ph.D., a research assistant professor in the Pitt Department of Dermatology, looked at a compound called SYM2081, or 4-methylglutamate, that activates a glutamate receptor called GluK2 found almost exclusively on mast cells.




Sure enough, they found that SYM2081 effectively suppressed mast cell degranulation and proliferation in both mice and human skin samples. And when the mice received a topical cream containing SYM2081 before the induction of rosacea- or eczema-like symptoms, skin inflammation and other symptoms of disease were much milder.

According to Kaplan, these findings suggest that suppressing mast cells with a daily cream containing a GluK2-activating compound could be a promising way to prevent rosacea and other inflammatory skin conditions.

Rosacea is a chronic skin condition that may cause acne-like pimples, broken blood vessels, skin thickening and facial flushing.

"Although there are excellent therapies available for different types of rosacea, many are antibiotic-based and they only target some of the symptoms," said Kaplan. "There are no good therapies for flushing, so this is a significant unmet need. Our study suggests that suppressing mast cells by activating GluK2 could reduce the flushing associated with rosacea."

Now that the researchers have demonstrated proof-of-concept of their approach, they hope to engineer new GluK2-activating compounds that could eventually be tested in clinical trials. Through the Pitt Office of Innovation and Entrepreneurship's Innovation Institute, they have also applied for a patent for the use of SYM2081 to suppress mast cell function.

Other authors on the study were Swapnil Keshari, Kazuo Kurihara, M.D., Ph.D., James Liu, Lindsay M. McKendrick, Chien-Sin Chen, Ph.D., Louis D. Falo Jr., M.D., Ph.D., and Jishnu Das, Ph.D., all of Pitt; and Yufan Yang, of Pitt and Tsinghua University.

This work was supported by the National Institute for Health (NIH; R01AR071720, R01 AR077341, R01AR079233, R01AR074285, DP2AI164325, U01EY034711 and T32AI089443) and the Pitt Center for Research Computing, which is supported by the NIH (S10OD028483).
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Minuscule robots for targeted drug delivery | ScienceDaily
In the future, delivering therapeutic drugs exactly where they are needed within the body could be the task of miniature robots. Not little metal humanoid or even bio-mimicking robots; think instead of tiny bubble-like spheres.


						
Such robots would have a long and challenging list of requirements. For example, they would need to survive in bodily fluids, such as stomach acids, and be controllable, so they could be directed precisely to targeted sites. They also must release their medical cargo only when they reach their target, and then be absorbable by the body without causing harm.

Now, microrobots that tick all those boxes have been developed by a Caltech-led team. Using the bots, the team successfully delivered therapeutics that decreased the size of bladder tumors in mice. A paper describing the work appears in the journal Science Robotics.

"We have designed a single platform that can address all of these problems," says Wei Gao, professor of medical engineering at Caltech, Heritage Medical Research Institute Investigator, and co-corresponding author of the new paper about the bots, which the team calls bioresorbable acoustic microrobots (BAM).

"Rather than putting a drug into the body and letting it diffuse everywhere, now we can guide our microrobots directly to a tumor site and release the drug in a controlled and efficient way," Gao says.

The concept of micro- or nanorobots is not new. People have been developing versions of these over the past two decades. However, thus far, their applications in living systems have been limited because it is extremely challenging to move objects with precision in complex biofluids such as blood, urine, or saliva, Gao says. The robots also have to be biocompatible and bioresorbable, meaning that they leave nothing toxic behind in the body.

The Caltech-developed microrobots are spherical microstructures made of a hydrogel called poly(ethylene glycol) diacrylate. Hydrogels are materials that start out in liquid or resin form and become solid when the network of polymers found within them becomes cross-linked, or hardens. This structure and composition enable hydrogels to retain large amounts of fluid, making many of them biocompatible. The additive manufacturing fabrication method also enables the outer sphere to carry the therapeutic cargo to a target site within the body.




To develop the hydrogel recipe and to make the microstructures, Gao turned to Caltech's Julia R. Greer, the Ruben F. and Donna Mettler Professor of Materials Science, Mechanics and Medical Engineering, the Fletcher Jones Foundation Director of the Kavli Nanoscience Institute, and co-corresponding author of the paper. Greer's group has expertise in two-photon polymerization (TPP) lithography, a technique that uses extremely fast pulses of infrared laser light to selectively cross-link photosensitive polymers according to a particular pattern in a very precise manner. The technique allows a structure to be built up layer by layer, in a way reminiscent of 3D printers, but in this case, with much greater precision and form complexity.

Greer's group managed to "write," or print out, microstructures that are roughly 30 microns in diameter -- about the diameter of a human hair.

"This particular shape, this sphere, is very complicated to write," Greer says. "You have to know certain tricks of the trade to keep the spheres from collapsing on themselves. We were able to not only synthesize the resin that contains all the biofunctionalization and all the medically necessary elements, but we were able to write them in a precise spherical shape with the necessary cavity."

In their final form, the microrobots incorporate magnetic nanoparticles and the therapeutic drug within the outer structure of the spheres. The magnetic nanoparticles allow the scientists to direct the robots to a desired location using an external magnetic field. When the robots reach their target, they remain in that spot, and the drug passively diffuses out.

Gao and colleagues designed the exterior of the microstructure to be hydrophilic -- that is, attracted to water -- which ensures that the individual robots do not clump together as they travel through the body. However, the inner surface of the microrobot cannot be hydrophilic because it needs to trap an air bubble, and bubbles are easy to collapse or dissolve.

To construct hybrid microrobots that are both hydrophilic on their exterior and hydrophobic, or repellent to water, in their interior, the researchers devised a two-step chemical modification. First, they attached long-chain carbon molecules to the hydrogel, making the entire structure hydrophobic. Then the researchers used a technique called oxygen plasma etching to remove some of those long-chain carbon structures from the interior, leaving the outside hydrophobic and the interior hydrophilic.




"This was one of the key innovations of this project," says Gao, who is also a Ronald and JoAnne Willens Scholar. "This asymmetric surface modification, where the inside is hydrophobic and the outside is hydrophilic, really allows us to use many robots and still trap bubbles for a prolonged period of time in biofluids, such as urine or serum."

Indeed, the team showed that the bubbles can last for as long as several days with this treatment versus the few minutes that would otherwise be possible.

The presence of trapped bubbles is also crucial for moving the robots and for keeping track of them with real-time imaging. For example, to enable propulsion, the team designed the microrobot sphere to have two cylinder-like openings -- one at the top and another to one side. When the robots are exposed to an ultrasound field, the bubbles vibrate, causing the surrounding fluid to stream away from the robots through the opening, propelling the robots through the fluid. Gao's team found that the use of two openings gave the robots the ability to move not only in various viscous biofluids, but also at greater speeds than can be achieved with a single opening.

Trapped within each microstructure is an egg-like bubble that serves as an excellent ultrasound imaging contrast agent, enabling real-time monitoring of the bots in vivo. The team developed a way to track the microrobots as they move to their targets with the help of ultrasound imaging experts Mikhail Shapiro, Caltech's Max Delbruck Professor of Chemical Engineering and Medical Engineering, a Howard Hughes Medical Institute Investigator; co-corresponding author Di Wu, research scientist and director of the DeepMIC Center at Caltech; and co-corresponding author Qifa Zhou, professor of ophthalmology and biomedical engineering at USC.

The final stage of development involved testing the microrobots as a drug-delivery tool in mice with bladder tumors. The researchers found that four deliveries of therapeutics provided by the microrobots over the course of 21 days was more effective at shrinking tumors than a therapeutic not delivered by robots.

"We think this is a very promising platform for drug delivery and precision surgery," Gao says. "Looking to the future, we could evaluate using this robot as a platform to deliver different types of therapeutic payloads or agents for different conditions. And in the long term, we hope to test this in humans."

The work was supported by the Kavli Nanoscience Institute at Caltech as well as by funding from the National Science Foundation; the Heritage Medical Research Institute; the Singapore Ministry of Education Academic Research Fund; the National Institutes of Health; the Army Research Office through the Institute for Collaborative Biotechnologies; the Caltech DeepMIC Center, with support of the Caltech Beckman Institute and the Arnold and Mabel Beckman Foundation; and the David and Lucile Packard Foundation.
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Noninvasive imaging method can penetrate deeper into living tissue | ScienceDaily
Metabolic imaging is a noninvasive method that enables clinicians and scientists to study living cells using laser light, which can help them assess disease progression and treatment responses.


						
But light scatters when it shines into biological tissue, limiting how deep it can penetrate and hampering the resolution of captured images.

Now, MIT researchers have developed a new technique that more than doubles the usual depth limit of metabolic imaging. Their method also boosts imaging speeds, yielding richer and more detailed images.

This new technique does not require tissue to be preprocessed, such as by cutting it or staining it with dyes. Instead, a specialized laser illuminates deep into the tissue, causing certain intrinsic molecules within the cells and tissues to emit light. This eliminates the need to alter the tissue, providing a more natural and accurate representation of its structure and function.

The researchers achieved this by adaptively customizing the laser light for deep tissues. Using a recently developed fiber shaper -- a device they control by bending it -- they can tune the color and pulses of light to minimize scattering and maximize the signal as the light travels deeper into the tissue. This allows them to see much further into living tissue and capture clearer images.

Greater penetration depth, faster speeds, and higher resolution make this method particularly well-suited for demanding imaging applications like cancer research, tissue engineering, drug discovery, and the study of immune responses.

"This work shows a significant improvement in terms of depth penetration for label-free metabolic imaging. It opens new avenues for studying and exploring metabolic dynamics deep in living biosystems," says Sixian You, assistant professor in the Department of Electrical Engineering and Computer Science (EECS), a member of the Research Laboratory for Electronics, and senior author of a paper on this imaging technique.




She is joined on the paper by lead author Kunzan Liu, an EECS graduate student; Tong Qiu, an MIT postdoc; Honghao Cao, an EECS graduate student; Fan Wang, professor of brain and cognitive sciences; Roger Kamm, the Cecil and Ida Green Distinguished Professor of Biological and Mechanical Engineering; Linda Griffith, the School of Engineering Professor of Teaching Innovation in the Department of Biological Engineering; and other MIT colleagues. The research will appear in Science Advances.

Laser-focused

This new method falls in the category of label-free imaging, which means tissue is not stained beforehand. Staining creates contrast that helps a clinical biologist see cell nuclei and proteins better. But staining typically requires the biologist to section and slice the sample, a process that often kills the tissue and makes it impossible to study dynamic processes in living cells.

In label-free imaging techniques, researchers use lasers to illuminate specific molecules within cells, causing them to emit light of different colors that reveal various molecular contents and cellular structures. However, generating the ideal laser light with certain wavelengths and high-quality pulses for deep-tissue imaging has been challenging.

The researchers developed a new approach to overcome this limitation. They use a multimode fiber, a type of optical fiber which can carry a significant amount of power, could couple it with a compact device called a "fiber shaper." This shaper allows them to precisely modulate the light propagation by adaptively changing the shape of the fiber. Bending the fiber changes the color and intensity of the laser.

Building on prior work, the researchers adapted the first version of the fiber shaper for deeper multimodal metabolic imaging.




"We want to channel all this energy into the colors we need with the pulse properties we require. This gives us higher generation efficiency and a clearer image, even deep within tissues," says Cao.

Once they had built the controllable mechanism, they developed an imaging platform to leverage the powerful laser source to generate longer wavelengths of light, which are crucial for deeper penetration into biological tissues.

"We believe this technology has the potential to significantly advance biological research. By making it affordable and accessible to biology labs, we hope to empower scientists with a powerful tool for discovery," Liu says.

Dynamic applications

When the researchers tested their imaging device, the light was able to penetrate more than 700 micrometers into a biological sample, whereas the best prior techniques could only reach about 200 micrometers.

"With this new type of deep imaging, we want to look at biological samples and see something we have never seen before," Liu adds.

The deep imaging technique enabled them to see cells at multiple levels within a living system, which could help researchers study metabolic changes that happen at different depths. In addition, the faster imaging speed allows them to gather more detailed information on how a cell's metabolism affects the speed and direction of its movements.

This new imaging method could offer a boost to the study of organoids, which are engineered cells that can grow to mimic the structure and function of organs. Researchers in the Kamm and Griffith labs pioneer the development of brain and endometrial organoids that can grow like organs for disease and treatment assessment.

However, it has been challenging to precisely observe internal developments without cutting or staining the tissue, which kills the sample.

This new imaging technique allows researchers to noninvasively monitor the metabolic states inside a living organoid while it continues to grow.

With these and other biomedical applications in mind, the researchers plan to aim for even higher-resolution images. At the same time, they are working to create low-noise laser sources, which could enable deeper imaging with less light dosage.

They are also developing algorithms that react to the images to reconstruct the full 3D structures of biological samples in high resolution.

In the long run, they hope to apply this technique in the real world to help biologists monitor drug response in real-time to aid in the development of new medicines.

"By enabling multimodal metabolic imaging that reaches deeper into tissues, we're providing scientists with an unprecedented ability to observe nontransparent biological systems in their natural state. We're excited to collaborate with clinicians, biologists, and bioengineers to push the boundaries of this technology and turn these insights into real-world medical breakthroughs," You says.

This research is funded, in part, by MIT startup funds, a U.S. National Science Foundation CAREER Award, an MIT Irwin Jacobs and Joan Klein Presidential Fellowship, and an MIT Kailath Fellowship.
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Australia's extinction tally is worse than we thought | ScienceDaily
A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.


						
Invertebrates include species such as worms, snails and spiders, and many play a crucial role in the environment -- such as pollinators and earthworms, which are important for maintaining soil health.

Dr Jess Marsh, from the University of Adelaide's School of Biological Sciences, contributed to the study and says we should not accept the ongoing species loss as inevitable.

"Thousands of invertebrate species remain at high risk of extinction, and many have already lost, and continue to lose, a huge amount of habitat," says Dr Marsh, whose study was published in the journal Cambridge Prisms: Extinction.

"There is a lot we can do to prevent extinctions, including by protecting important habitats and reducing threats like pesticide use.

"Using pesticide in your garden often kills the beneficial invertebrates your garden need, like bees and flies that pollinate, lady beetles that help control aphids, and worms that improve your soil."

Most at risk are invertebrate species that require special habitats, or which only occur in specific areas of the country.




"The golden sun moth occurs in south-eastern Australian grasslands, and even though little of the once vast grasslands remain, they are still at high risk of being destroyed by developments," says Dr Marsh, who is a Biodiversity Council member.

"And climate change will further exacerbate risks for such species."

Dr Marsh, who is a member of the Australian Biodiversity Council, conducted the study as part of a national team that included 10 scientists from universities, museums and state governments.

The study was led by Professor John Woinarski, from Charles Darwin University, who suggests the number of species to have gone extinct in Australia since European arrival is likely much higher than the research found.

"We found that 9,111 species are likely to have become extinct in those 236 years. Allowing for uncertainties and knowledge gaps, our analysis indicates that the true number is at least 1500 species and possibly up to 60,000 extinctions," says Professor Woinarski, who is also a Biodiversity Council member.

Professor Woinarski says only one of these extinctions has been formally recognised under Australian environmental legislation, that of the Lake Pedder earthworm, and many occurred before the species were named or described by scientists.




"Despite their incredible importance, there has been a long running bias against invertebrates, with little funding available for their research and conservation," says Professor Woinarski.

"It is important that Australia's federal and state and territory governments, and the community, give much greater priority to understanding, monitoring and protecting our invertebrates.

"Invertebrates are the foundation of all healthy environments and a livable planet. As we lose invertebrates the health of our crops, waterways, forests and even local parks and backyard gardens will decline."

The Biodiversity Council called the finding highly alarming and echoes Professor Woinarski's call for federal state and territory governments to increase work to understand, monitor and conserve Australia's invertebrates.
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Tumors grow larger in female fruit flies than males: Here's what that could mean for humans | ScienceDaily
A study by Tulane University researchers has uncovered new insights into how biological sex differences can influence tumor growth.


						
The findings, published in Science Advances, could lead to a better understanding of cancer development and potentially boost efforts to identify a method to stop tumors in their tracks.

The study found that tumors in female fruit flies grew 2.5 times larger than tumors in male fruit flies over the same time period.

Fruit flies are an often used biological research model due to their genetic similarity to humans. In this study, researchers found that the female fruit flies had a stronger innate immune response to the tumors than the males. This response accelerated the growth of tumors by triggering a signaling pathway between cells.

"It was a surprise to see females having such a difference in tumor size. The question now is, do we see this same difference in humans?" said corresponding author Wu-Min Deng, PhD, professor of biochemistry and molecular biology and the Gerald & Flora Jo Mansfield Piltz Endowed Professor in Cancer Research at Tulane University School of Medicine. "Genetically, many of these signaling pathways are well preserved between mammals and insects so this finding is highly relevant to our knowledge of cancer development."

The study found that once a tumor formed, female fruit flies' immune cells (hemocytes) produced more of an inflammatory response signal than their male counterparts. This signal protein, called Eiger, is comparable to a similar protein in mammals, which also regulates immune system and inflammatory responses.

While inflammation is often effective at combatting outside invaders, too much inflammation can create an environment that allows tumors to thrive.




"We found that in female fruit flies, their stronger immune response caused a downstream cascade of events, culminating in the release of insulin-like peptides which allowed the tumors to accelerate their growth," Deng said.

Questions about how cancers develop remain abundant, and researchers are only beginning to scratch the surface of how sex differences impact different cancers.

''Cancer is a systemic disease that affects the entire body,'' said first author Xianfeng Wang, PhD, instructor of biochemistry and molecular biology, Tulane School of Medicine. "Our work has uncovered a mechanism involving the local tumor microenvironment and multiple organs that regulate the sex-specific differences in tumor growth at the systemic level."

Deng said the next step is to determine if the bias in tumor growth is regulated by hormones or sex chromosomes, work that may shed further light on why and how tumors grow.

"Hopefully by understanding this difference we can learn how to control this tumor growth and how tumors work to kill their hosts," Deng said. "And if we can find a way to block that process, we're can hopefully find clues as to how to prevent and potentially cure cancer."
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You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues | ScienceDaily
You are what you eat, as the adage goes. But a new study from Tulane University found that what's missing from your diet may also impact the health of your descendants across multiple generations.


						
Recent research supports the idea that famine in one generation can lead to harmful genetic outcomes in the next. But questions have persisted about how many generations could be affected when an ancestor endures a nutritional crisis.

In a study published in the journal Heliyon, Tulane researchers found that when paired mice were fed a low-protein diet their offspring over the next four generations had lower birthweights and smaller kidneys, leading risk factors for chronic kidney disease and hypertension.

Researchers found that correcting the diets in offspring had no impact, and subsequent generations continued to be born with low nephron counts, the vital filtration units that help kidneys remove waste from the bloodstream. Though further work remains to determine if the findings translate to humans, the outcomes underscore the potential for food scarcity or malnutrition to result in decades of adverse health outcomes.

"It's like an avalanche," said lead author Giovane Tortelote, assistant professor of pediatric nephrology at Tulane University School of Medicine. "You would think that you can fix the diet in the first generation so the problem stops there, but even if they have a good diet, the next generations -- grandchildren, great grandchildren, great-great grandchildren -- they may still be born with lower birth weight and low nephron count despite never facing starvation or a low-protein diet."

Correcting the diet in any of the generations failed to return kidney development in offspring to normal levels.

While maternal nutrition is crucial to an infant's development, the study found first generation offspring were negatively impacted regardless of whether the mother or the father ate a protein-deficient diet.




This novel finding of how diet can have transgenerational impact on kidney development is one of the latest in the field of epigenetics, the study of how environmental factors can impact gene expression without changing the DNA sequence.

The researchers studied four generations of offspring with nephron counts beginning to show signs of normalizing by the third and fourth generations. Tortelote said further research is needed to determine which generation returns to proper kidney development -- and why the trait is passed on in the first place.

"The mother's diet is absolutely very important, but it appears there's also something also epigenetically from the father that governs proper kidney development," Tortelote said.

The study also illuminates further understanding of the underlying causes of chronic kidney disease, the eighth leading cause of death in the U.S.

"If you're born with fewer nephrons, you are more prone to hypertension, but the more hypertension you have, the more you damage the kidney, so it's a horrible cycle, and a public health crisis that could affect people across 50 to 60 years if we apply this to humans' lifespans," Tortelote said. "There are two main questions now: Can we fix it and how do we fix it?"




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241211125103.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Well-meaning dogs led astray by rule-defying owners | ScienceDaily
While good dogs never mean harm, they are often directed to remain on-lead in nature reserves to protect wildlife. Research from the University of Adelaide has found that whether dog owners follow this rule is mostly driven by social factors.


						
"Most people actually do the right thing and keep their dogs on lead in areas where they're asked to," says lead author Dr Jasmin Packer, from the University of Adelaide's School of Biological Sciences.

"Participants in our study said they choose to do so for their dog's safety and their desire to abide by the regulations that dogs be kept on lead.

"However, not all participants understood or were aware of the regulation that requires dogs to be on-lead, and there was also a minority we discovered who did understand the rules but chose not to use a lead."

Dr Packer's research team, together with fellow Environment Institute researchers Dr Mark Kohler and Professor Anna Chur-Hansen, conducted open-ended interviews with dogwalkers in Wirraparinga-Brownhill Creek Recreation Park, in South Australia, to better understand why and how people walk their dogs.

The research project began when residents who live near the park requested assistance with reducing the impact dogs were having on the local bandicoot population.

"As the apex predator wherever native carnivore communities are extinct, domestic dogs are among the greatest threats to native prey species worldwide," says Dr Packer, whose study was published in People and Nature.




"They are a direct threat, through predation and predation stress, but can also indirectly threaten species by destroying habitat."

The southern brown bandicoot is particularly vulnerable to the threat of domestic dogs.

"Although unrestrained dogs pose a threat to many wildlife species in the park, the southern brown bandicoot is particularly vulnerable," says Dr Packer.

"There are fewer than 10 reported individuals living in Wirraparinga-Brownhill Creek Recreation Park, and they are restricted to five hectares of highly degraded habitat with blackberry thickets separated by grassland.

"That subpopulation is the only remaining ground-nesting species within the critical weight range most vulnerable to extinction."

While most dog-walkers who participated in Dr Packer's study indicated they follow the rules, she says a change in the way dog-lead requirements are communicated to park visitors could make the rules more effective.




"Our findings suggest that policy makers should focus on communicating positive messages to strengthen social norms around keeping dogs on lead in nature reserves," says Dr Packer, who wrote about the research in an article on The Conversation.

"An example of this would be messaging such as 'Wildlife Ambassador" or 'I keep my dog on lead to protect us all', to encourage the idea that dog owners use leads to protect their dog and the endangered bandicoots."

Most importantly, Dr Packer points out that the responsibility to comply with dog-lead rules -- and the imperative to protect native wildlife -- falls solely on the shoulders of humans. It is up to us whether dogs are led astray.

"It is a challenge to limit the damage domestic dogs cause to native wildlife because it relies on behaviour change among people who bring dogs into natural areas and allow them to romp unrestrained," she says.

"However, we believe that with the right communication approach, we can work together as a community to make the world safer for bandicoots and other native species."
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New research unlocks jaw-dropping evolution of lizards and snakes | ScienceDaily
A groundbreaking University of Bristol study has shed light on how lizards and snakes -the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.


						
This research, led by a team of evolutionary biologists and published in the Proceedings of the Royal Society B today, offers a new understanding of the intricate factors influencing the evolution of lower jaw morphology in these animals, known collectively as lepidosaurs.

The researchers discovered that jaw shape evolution in lepidosaurs is influenced by a complex interplay of factors beyond ecology, including phylogeny (evolutionary relatedness) and allometry (the scaling of shape with size).

In terms of jaw shape, the team found that snakes are morphological outliers, exhibiting unique jaw morphologies, likely due to their highly flexible skulls and extreme mechanics that enable them to swallow prey many times larger than their heads.

"Interestingly, we found that jaw shape evolves particularly fast in ecologically specialised groups, such as in burrowing and aquatic species, and in herbivorous lizards, suggesting that evolutionary innovation in the lower jaw was key to achieve these unique ecologies," explained Dr Antonio Ballell Mayoral based in Bristol's School of Earth Sciences.

"Our study shows how lizards and snakes evolved their disparate jaw shapes which adapted to their wide range of ecologies, diets, and habitats, driving their extraordinary diversity."

This work underscores the critical role of morphological innovation in promoting the diversification of highly biodiverse groups like lepidosaurs. The lower jaw -- a vital component of the vertebrate feeding apparatus -- has been a key element in their ecological experimentation and adaptation.

Looking ahead, the team plans to delve deeper into the evolution of the lepidosaur head.

Dr Ballell Mayoral added: "Lower jaws are important, but they work together with the jaw closing muscles to support essential functions like feeding and defence.

"We are exploring the relationship between skull shape and the arrangement of the jaw closing musculature through evolution, and how it has impacted the diversification of feeding mechanics and habits."
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Adoption of AI calls for new kind of communication competence from sales managers | ScienceDaily
Artificial intelligence, AI, is rapidly transforming work also in the financial sector. Conducted at the University of Eastern Finland, a recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related to overcoming fears and resistance to change.


						
"Members of sales teams needed encouragement in the use AI, and their self-direction also needed support. Sales managers' contribution was also vital in adapting to constant digital changes and in maintaining trust within the team," says Associate Professor Jonna Koponen of the University of Eastern Finland.

The longitudinal study is based on 35 expert interviews conducted over a five-year period in 2019-2024, as well as on secondary data gathered from one of Scandinavia's largest financial groups. The findings show that besides traditional managerial interpersonal communication competence, consideration of ethical perspectives and adaptability were significant when integrating AI into the work of sales teams.

Sales managers play a crucial role in leading their teams, managing daily operations and implementing strategic changes. Already now, AI plays a major role in the digital transformation of sales teams, requiring new skills from both sales managers and team members.

The study highlighted the benefits, concerns and communication challenges brought by AI integration, which require both traditional communication skills and new AI-related skills. In addition to routine tasks, more advanced AI performed tasks requiring learning and adaptation, such as customer interaction, in collaboration with humans.

Emphasis on people management

Effective sales team management whilst navigating an evolving technological landscape requires sales managers to combine traditional interpersonal communication competence with new AI-related skills. Sales managers' traditional interpersonal communication competence consists of four components. The first involves motivation to interact with people and willingness to be a team leader. The second component pertains to knowledge and understanding: sales managers need knowledge of communication and leadership, as well as an understanding of how to use AI-generated data in sales and team management.




The third component is related to communication skills, which include empathy, listening skills, argumentation skills, the ability to share information openly and supporting co-management within the team. In addition, the study highlighted the ability to craft effective prompts to AI and to speak in a polite manner, similarly as AI does. The fourth component is adaptability. The study found that in the work of sales managers, it is important to be able to adapt interpersonal communication behaviour to different contexts, various employees, and their different communication needs.

"Our findings suggest that the introduction of AI by sales teams also created a need for sales managers to focus more on the management of people, and less on the management of things. Furthermore, with the introduction of AI, ethical perspectives and understanding the role of AI as that of a team member also became central."

The study suggests that sales managers' interpersonal communication competence has a major impact on team relationships and tasks, such as building of trust, maintaining a sense of community, supporting employee engagement and enhancing job satisfaction.

"With good interpersonal communication competence, sales managers can ensure that work goals get achieved. Good interpersonal communication competence can also promote decision-making and be used to communicate the significance of human work in the era of AI."
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Organoids represent the complex cell landscape of pancreatic cancer | ScienceDaily
A team led by researchers at the Technical University of Munich (TUM) has, for the first time, grown tumor organoids -- three-dimensional miniature tumors in the laboratory -- that mimic the different structures and characteristics of pancreatic cancer. The scientists investigated how the various tumor organoids react to established and novel treatments. This opens the door to the development of effective new therapies.


						
Pancreatic cancer ranks among the most lethal cancers, with an exceptionally high mortality rate. One of the reasons is the lack of efficacious treatments, since different cancer cells within the same tumor can react very differently to one and the same therapy. The cells of a pancreatic cancer tumor are highly diverse not only in terms of their structure, but also in their associated malignant properties, for example how aggressive they are.

Pancreatic cancer cells can be roughly divided into two main subtypes: epithelial and mesenchymal, based on their appearance and their molecular profile. "However, the tumor cells can change their structure and function during the course of the illness. It has been shown previously that a wide range of different manifestations exists within these two main categories. These can vary greatly in their biological characteristics," says Maximilian Reichert, Professor of Translational Pancreatic Cancer Research at the TUM University Hospital Klinikum rechts der Isar.

Complexity of pancreatic cancer reproduced in the laboratory 

A team led by Reichert has now, for the first time, reproduced the morphological complexity of pancreatic cancer cell clusters in the laboratory. "Tumor cell clusters in the body are shaped like glands, with many duct-like branches. When individual tumor cells are isolated and used to grow artificial 3D cell clusters in the laboratory, referred to as organoids, the conventional approach produces only spherical like structures. These don't have the same morphology and properties as the tumor nodules in the body," says Aristeidis Papargyriou, the study's lead author. "Now we can generate organoids that greatly resemble the real, branched cell clusters found in the body. This lets us reproduce the complexity of pancreatic cancer in the laboratory for the first time."

Which therapies work? Different organoids react differently 

The team used machine learning to categorize the newly grown organoids based on their morphologies in defined groups for further systematic analyses. "We identified different phenotypes within the two subtypes epithelial and mesenchymal. In simple terms, these are groups within the same tumor subtype that differ in their appearance as well as their malignant behavior," says Papargyriou.




Initially, they worked with organoids from mouse tumor cells. "For example, 'star-like organoids' are round in the center and highly branched towards the ends, while 'TEBBO organoids' can have thick branches with hollow lumen and end-bud formations." Not only do the phenotypes have markedly different appearances, they are also distinct in terms of the way they proliferate, how their metabolisms work, and how they behave when deprived of oxygen, among other things. In particular, they react differently to treatments: Thus, for example, the star-like organoids were resistant to the chemotherapeutic used in the study, but were highly affected by irradiation.

The team then succeeded in applying the technology to tumor cells taken from patients with pancreatic cancer. In the laboratory, they generated several phenotypes from these cells and tested them against treatments to identify weaknesses of cancer cells.

Approaches for future therapies

The new organoids could be beneficial in the development of new therapies. Physicians could apply therapies on a more individual and targeted basis when they know the specific phenotypes occurring in a given patient and how these react to various treatments.

The researchers are also pursuing a second approach in order to develop more effective treatments based on the knowledge gained. "Fighting several tumor phenotypes at the same time is very difficult. If we treat them all with the same medication, they may react in completely distinct ways or avoid the treatment by transforming into other phenotypes and becoming resistant to therapy," says Reichert. "That's what gave us the idea of first reducing the number of different phenotypes within a tumor until, in the ideal case, only a small number are left which no longer change. Then it would be possible in a second step to develop a therapy for these remaining few phenotypes and combat them specifically."

The researchers tested this approach on the newly developed organoids, adding various different drugs. Some phenotypes were suppressed, while others transformed into related phenotypes or developed into new ones. As intended, in the end only two main phenotypes remained which did not change any further. In the future, the researchers plan to find substances which can be used to treat these persisting phenotypes, and to further develop the approach.
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Intelligence requires the whole brain | ScienceDaily
The human brain is the central control organ of our body. It processes sensory information and enables us, among other things, to form thoughts, make decisions and store knowledge. With how much our brain is capable of, it seems almost paradoxical how little we still know about it.


						
Jonas Thiele and Dr. Kirsten Hilger, head of the "Networks of Behavior and Cognition" research group at the Department of Psychology I at Julius-Maximilians-Universitat Wurzburg (JMU), are among those who are on the trail of the most complex and complicated organ. Their latest study was recently published in the scientific journal PNAS Nexus: "Choosing explanation over performance: Insights from machine learning-based prediction of human intelligence from brain connectivity."

Predicting Intelligence from Brain Connections

The researchers used data sets from a large-scale data sharing project based in the US: the Human Connectome Project. With the help of fMRI -- an imaging method that measures changes in brain activity -- over 800 people were examined. Both at rest and while they performed various tasks.

The Wurzburg-led team looked at various connections that map the communication strength between different brain regions and made predictions about individual intelligence scores based on these observations.

"Many studies predicting intelligence from brain connections have been published in the last years and they also achieve quite good predictive performance," says Kirsten Hilger. However, the neuroscientists question their deeper meaning, as the predictions would never be as accurate as the results of an intelligence test. "We therefore intended to move away from the pure prediction of intelligence scores and instead better understand the fundamental processes in the brain. We hope that this will give us a better understanding of the neural code of individual differences in intelligence."

Kirsten Hilger hopes that colleagues will follow her example and that more studies will be designed in the future aiming at improving the conceptual understanding of human cognition with a focus on interpretability.




Three Types of Intelligence

The team distinguished three types of intelligence in their predictions: Fluid intelligence refers to the ability to solve logical problems, recognize patterns and process new information, independent of existing knowledge or learned skills.

Crystallized intelligence encompasses the knowledge and skills that a person acquires over the course of their life. This includes general knowledge, experience and understanding of language and concepts. It arises through education and experience.

Together, these two forms make up general intelligence. The best predictive performance was achieved with general intelligence, followed by crystallized and fluid intelligence.

Brain-wide Connections Best Predict Intelligence

Various theoretical considerations determined which different connections in the brain were examined. In addition, randomly selected connections were also tested. One crucial observation: the distribution of connections across the entire brain as well as the pure number of connections were most important for predictive performance, more important than between which exact brain regions the individual connections were located.




"The interchangeability of the selected connections suggests that intelligence is a global property of the whole brain. We were able to predict intelligence not just from a specific set of brain connections, but from different combinations of connections distributed throughout the brain," says Hilger.

Results Outperform Established Theories

While established theories of intelligence often focus on specific areas of the brain -- such as the prefrontal cortex -- the results of the study suggest that connections between additional brain regions are important for intelligence: "The connections of brain regions proposed in the most popular neurocognitive models of intelligence produced better results than randomly selected connections. However, the results were even better when complementary connections were added," reports Kirsten Hilger.

Overall, this suggests that there are even more aspects of intelligence than previously assumed that are waiting to be understood in future.
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Researchers harness copper versatility to enable control of CO2 reduction products | ScienceDaily

Electrochemical reduction is a promising way to achieve this. Through this catalyst-driven process, CO2 is converted into products like carbon monoxide (CO), methane (CH4), ethanol (C2H6O), or formic acid (HCOOH). Yet, barriers remain in trying to achieve industrial-scale production of specific products. This is because in CO2 reduction, the reaction can lead to several potential outcomes. Scientists, therefore, are experimenting with ways to influence the reaction pathways, making it more likely that specific products will be formed.

A group of researchers from Tohoku University, the Tokyo University of Science, and Vanderbilt University have turned to the versatile metal copper, using it as a catalyst for electrochemical CO2 reduction, to achieve controllable product specificity. By controlling the structural architecture of copper at the nanoscale, they could precisely shape the copper into nanoclusters under 2 nm in diameter, thereby enhancing the efficiency of its use as a catalyst.

Details of their research were published in Small Science on November 28, 2024.

"We explored defect-induced copper nanoclusters as a cost-effective alternative to noble metal nanoclusters, tailoring them to produce specific high-energy-density products," says Yuichi Negishi, a professor at Tohoku University's Institute of Multidisciplinary Research for Advanced Materials (IMRAM).

The team enhanced the nanoclusters' performance by creating specific active sites through deliberate defects in the cubic copper structure. By slightly dislocating some copper atoms, they prevented surface-protecting ligands from attaching to certain areas, leaving these spots exposed. These dislocated atoms appeared not only at the cube's corners but also along its edges, forming a network of reactive sites ideal for CO2 reduction. This unique arrangement of copper atoms allowed the team to guide the reaction more effectively, improving the selectivity and efficiency of the desired products.

Tests showed that nanoclusters with a single modified vertex were highly selective for producing methanol (CH3OH). However, as the number of defect sites increased, the selectivity shifted toward different products.

"Our research underscores the potential of copper nanoclusters as an affordable CO2 reduction catalyst, highlighting how their structural design influences product selectivity," adds Negishi.

Such advancements could drive the development of new functional materials from readily available resources, potentially creating a more sustainable future.
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'Superman' bacteria offer a sustainable boost to chemical production | ScienceDaily
Trillions of bacteria work in the chemical and pharmaceutical industries, helping produce everything from beer and facial creams to biodiesel and fertilizer. The pharmaceutical industry, in particular, relies heavily on bacteria for producing substances like insulin and penicillin.


						
Harnessing bacteria's industrial contributions have revolutionized global health, but their work comes at a high energy cost. Additionally, solvents and continuous production of new bacteria are often necessary, as they don't last long in their jobs.

Changzhu Wu, a chemist and associate professor at the Department of Physics, Chemistry, and Pharmacy, University of Southern Denmark, is focused on making industrial bacteria more robust and useful. His goal is to reduce the energy, time, and unwanted chemicals required to maintain bacteria, while also making them reusable so they can work longer before needing to be replaced.

His latest innovation introduces a type of "super-powered" bacterium and is now published in Nature Catalysis.

"We took a common industrial bacterium, E. coli, and essentially gave it a 'Superman cape' to enhance its catalysis capabilities. This reduces energy use and makes the production process more sustainable," Changzhu Wu explains.

While E. coli is often associated with foodborne illness, it is widely used in the pharmaceutical industry to produce essential medicines like insulin and growth hormone through various chemical reactions.

The industry uses vast quantities of E. coli, and replacing them takes a toll on the environment, energy, and time due to factors like high temperatures, extreme pH levels, UV radiation, and exposure to solvents.

In developing his "Superman cape," Changzhu Wu sought a material that could envelop the bacteria while still allowing them to interact with their environment to carry out the desired complex chemical reactions.

The solution: a polymer coating that integrates with the bacterial cell membrane. Polymers are large molecules made up of billions of identical units called monomers.

"We essentially grafted an E. coli bacterium's cell membrane with polymers, achieving two important outcomes: First, the bacteria became stronger and more efficient, and could carry out complex chemical reactions more quickly. Second, the bacteria became more protected, allowing for multiple uses. So, it's a kind of 'Superman bacterium' that is more sustainable," explains Changzhu Wu.
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Persistent tobacco smoking from childhood may cause heart damage by the mid-twenties | ScienceDaily
The majority of children who started smoking tobacco at age 10 years or in their later teens continued to smoke until their mid-twenties. Continuous smoking from childhood significantly increased the risk of premature heart damage, a new study shows. The study was conducted in collaboration between the Universities of Bristol and Exeter in the UK, and the University of Eastern Finland, and the results were published in the Journal of the American College of Cardiology (JACC).


						
In the present study, 1,931 children drawn from the University of Bristol's Children of the 90s cohort were followed up from age 10 until 24 years. At baseline, 0.3% children smoked cigarettes at age 10 years, which significantly increased to 26% in young adults by their mid-twenties. Nearly two-thirds of children who started tobacco smoking in childhood or adolescence continued smoking in young adulthood.

Active smoking of tobacco from age 10 years through 24 years was associated with a 52% increased risk of premature heart damage, such as excessively enlarged heart, decreased relaxation of the heart, and increased pressure in blood flow to the heart by age 24 years. After accounting for other risk factors like increased blood pressure, obesity, inflammation, dyslipidemia, and sedentariness, the direct effect of tobacco smoking on increased heart size during growth from age 17 through 24 years was 30 %.

Previous studies among adults have shown that adolescent smoking increased the risk of cardiovascular death in the mid-fifties. However, no study in the world has previously examined the earliest manifestation of the consequence of long-term active tobacco smoking from childhood on the heart. This is because repeated echocardiography assessments of the heart in a large population of healthy youth are rare.

The current study is the largest and the longest follow-up of active tobacco smoking and repeated echocardiography study in the world. The participants filled out questionnaires on tobacco smoking at ages 10, 13, 15, 17, and 24 years and had echocardiography measurements of the heart structure and function at ages 17 and 24 years. Their fasting blood samples were also repeatedly measured for low-density lipoprotein cholesterol, high-density lipoprotein cholesterol, triglycerides, glucose, insulin, and high-sensitivity C-reactive protein. Blood pressure, heart rate, socio-economic status, family history of cardiovascular disease, accelerometer measure of sedentary behaviour and physical activity as well as dual-energy X-ray absorptiometry measured fat mass and lean mass were accounted for in the analyses.

"Adolescence is a critical period for initiating smoking. The recent upsurge in vaping among teenagers is a serious health concern as well. We now know that vaping and e-cigarette products contain substances that can damage the lungs, in addition to the abnormal heart rhythm that nicotine causes to the heart. This current study could be extrapolated to vaping and e-cigarette users who might unknowingly be at risk of significant and irreversible heart damage. Studies in adults have reported that the risk of heart failure continued for 30 years after tobacco smoking has been stopped," says Andrew Agbaje, an award-winning physician and associate professor (docent) of Clinical Epidemiology and Child Health at the University of Eastern Finland.

"This study shows that teen smoking doesn't just increase the risk of heart disease later in life -- it causes early and lasting damage to heart muscle and function," said Emily Bucholz MD, PhD, MPH, Assistant Professor of Pediatrics at the University of Colorado School of Medicine and Associate Editor of JACC. "It's a wake-up call for prevention efforts to protect young hearts early."

"Parents and caregivers must lead by example and government agencies should be bold to address the preventable heart disease risk by creating a smoke and nicotine-free country. Raising tobacco taxes is insufficient because the cost of health care due to smoking-related diseases twice exceeds tobacco tax profits. Why should we pay for what is killing us softly? Let us say NO to tobacco and its fancy products in order to save the lives and future health of our children and adolescents," Agbaje concludes.

Agbaje's research group (urFIT-child) is supported by research grants from Jenny and Antti Wihuri Foundation, the Finnish Cultural Foundation Central Fund, the Finnish Cultural Foundation North Savo Regional Fund, the Orion Research Foundation, the Aarne Koskelo Foundation, the Antti and Tyyne Soininen Foundation, the Paulo Foundation, the Yrjo Jahnsson Foundation, the Paavo Nurmi Foundation, the Finnish Foundation for Cardiovascular Research, Ida Montin Foundation, Eino Rasanen Fund, Matti and Vappu Maukonen Fund, Foundation for Pediatric Research, Alfred Kordelin Foundation and Novo Nordisk Foundation.
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Recycling human, animal excreta reduces need for fertilizers | ScienceDaily
Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling published in Nature Sustainability.


						
"We have to find ways to recycle the nutrients that are now poorly utilized, and our data shows that there is a lot of it: Many countries could become self-sufficient at current fertilizer use if they would recycle excreta to agriculture," said Johannes Lehmann, professor in the School of Integrative Plant Science at Cornell University and the study's senior author.

The researchers analyzed a large array of datasets retrieved from various databases, including the United Nations Food and Agricultural Organization's FAOSTAT and the International Fertilizer Association's STAT, as well as satellite-based maps, to identify the locations of crops and livestock, and learn which fertilizers, and how much of them, are being used in as many as 146 countries.

After calculating the locations and quantities of nutrients accruing in excreta from humans and livestock, the team modeled how much of this waste, if recycled, would be needed to satisfy crop and grassland production systems worldwide.

The analysis showed that the global amounts found in human and poorly utilized livestock excreta represent 13% of crop and grassland needs for major nutrients. National recycling of those nutrients could reduce global net imports of mineral fertilizers by 41% for nitrogen, 3% for phosphorus and 36% for potassium.

The use of recycled excreta, Lehmann said, would have additional benefits, such as diverting waste nutrient runoff from entering local water sources, where it becomes a pollutant. Nutrient recycling could also help establish a circular economy between food consumption and agriculture.

"It doesn't make any sense to pollute our environment, especially our waters and soils, and then have not enough fertilizer for agriculture," Lehmann said. "We need to close the loop from poorly utilized nutrients, wherever they come from, and in this paper, we show that taking only two of these feedstock types, animal excreta and human excreta, we could theoretically satisfy all our fertilizer use at present."

Lehmann sees the urgency of meeting global fertilizer needs as a geopolitical issue comparable to that of oil, with the vast majority of phosphorus, a nonrenewable resource, mined in very few countries. Nitrogen, similarly, is expensive and requires a great deal of energy to commercially produce, creating a large greenhouse-gas footprint.

Without the aid of recycling, eventual nutrient scarcities will only drive up the price of fertilizer and eventually food, risking increased migrations and political unrest, Lehmann said.
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Milestone 10-GeV experiment shines light on laser-plasma interactions | ScienceDaily
Scientists have used a pair of lasers and a supersonic sheet of gas to accelerate electrons to high energies in less than a foot. The development marks a major step forward in laser-plasma acceleration, a promising method for making compact, high-energy particle accelerators that could have applications in particle physics, medicine, and materials science.


						
In a new study soon to be published in the journal Physical Review Letters, a team of researchers successfully accelerated high-quality beams of electrons to more than 10 billion electronvolts (10 gigaelectronvolts, or GeV) in 30 centimeters. (The preprint can be found in the online repository arXiv). The work was led by the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab), with collaborators at the University of Maryland. The research took place at the Berkeley Lab Laser Accelerator Center (BELLA), which set a world record of 8-GeV electrons in 20 centimeters in 2019. The new experiment not only increases the beam energy, but also produces high-quality beam at this energy level for the first time, paving the way for future high-efficiency machines.

"We've jumped from 8 GeV to 10 GeV, but we've also significantly improved the quality and energy efficiency by changing the technology we use," said Alex Picksley, lead author of the study and a research scientist in Berkeley Lab's Accelerator Technology & Applied Physics Division (ATAP). "This is a milestone step on the path to a future plasma-based collider."

Laser-plasma accelerators (LPAs) use plasma, a gaseous soup of charged particles that includes electrons. By giving the plasma an intense jolt of energy over a few quadrillionths of a second, researchers can create a powerful wave. Electrons ride the crest of this plasma wave, gathering energy like a surfer on a wave in the ocean.

The new result used a dual-laser system made possible by the completion of a second beamline at BELLA in 2022. In this system, the first laser acts like a drill, heating the plasma and forming a channel that guides the following "drive" laser pulse, which accelerates the electrons. The plasma channel directs the laser energy much like a fiber-optic cable guides light, keeping the laser pulse focused over longer distances.

In the past, researchers shaped the plasma using fixed-length glass or sapphire tubes called "capillaries." But in the new result, the team turned to a system that uses a series of gas jets, lined up like the jets in a gas fireplace. The jets create a sheet of gas traveling at supersonic speeds, which the lasers pass through to form a plasma channel. The setup allows researchers to finely tune their plasma and change its length, letting them study the process at different stages with unmatched precision.

"Before, the plasma was essentially a black box," said Carlo Benedetti, an ATAP staff scientist at BELLA who works on the theory and modeling of laser-plasma accelerators. "You knew what you put in and what came out at the end. This is the first time we can capture what's happening inside the accelerator at each point, showing how the laser and plasma wave evolve, at high power, frame by frame."

That knowledge allows researchers to compare their models and experiments, giving them confidence that they understand the physics at work and tools to tune the accelerator. To simulate the laser-plasma interaction, experts use a code called INF&RNO that was developed at BELLA. The complex computations are run at the National Energy Research Scientific Computing Center (NERSC) at Berkeley Lab. The new findings help validate the code used in these simulations, further strengthening the models.




The gas jet system has another benefit: resilience. Because the sheet of gas has no parts to break, the technology can scale to very high repetition rates, which the lab is working toward for future particle colliders and applications.

Researchers also showed that their approach made a beam that was "dark current free," meaning background electrons in the plasma were not unintentionally accelerated.

"If you have dark currents, they're sucking up the laser energy instead of accelerating your electron beam," said Jeroen van Tilborg, an ATAP staff scientist and deputy director in charge of BELLA's experimental program. "We've gotten to a point where we can control our accelerator and suppress unwanted effects, so we are making a high-quality beam without wasting energy. That's essential as we think about the ideal laser accelerator of the future."

The technology has a wide range of potential applications. For example, it could be used to produce particle beams for cancer treatments. Or it could power free-electron lasers that act like atomic microscopes, helping to create advanced materials and gain insight into chemical and biological processes.

"We've taken a big step towards enabling applications of these compact accelerators," said Anthony Gonsalves, an ATAP staff scientist who leads accelerator work at BELLA. "For me, the beauty of this result is we've taken away restrictions on the plasma shape that limited efficiency and beam quality. We have built a platform from which we can make big improvements, and are poised to realize the amazing potential of laser-plasma accelerators."

Scaled up to higher energies, laser-plasma accelerators could have applications in fundamental physics and beyond. In the near-term, LPAs could be used to produce beams of muons that help image difficult-to-explore areas, including architectural structures like ancient pyramids, geologic features like volcanoes or mineral deposits, or the interior of nuclear reactors. On a longer scale, the technology could power higher-energy particle colliders that smash charged particles together, searching for new particles and deeper insights into the forces underlying our universe. Researchers at BELLA are now working on developing these very high energy machines by connecting the building blocks together in a staged accelerator system.




"Coupling stages together gives us a realistic path to generate electrons between 10 and 100 GeV, and to build toward future particle colliders that can reach 10 TeV [teraelectronvolts]," said Eric Esarey, director of the BELLA Center. "Once the laser energy from one stage is depleted, we send in a new laser pulse, boosting the electron energy from stage to stage in series."

To create staged systems, it's essential that researchers have good diagnostics. This lets them understand how the plasma, laser, and electron beam are behaving, and gives them precision control over the timing and synchronization of steps happening in the barest fraction of a second.

"With this study, we've advanced the particle energy of high-quality beams in very short distances, and the efficiency with which we can make them, by using precision diagnostics that give us great laser-plasma control," said Cameron Geddes, director of Berkeley Lab's ATAP Division. "Advancing laser-plasma accelerator technology has been identified as an important goal by both the U.S. Particle Physics Project Prioritization Panel (P5) and the Department of Energy's Advanced Accelerator Development Strategy. This result is a milestone on our way to staged accelerators that are going to change the way we do our science."

This work was supported by the Department of Energy's Office of Science, Office of High Energy Physics, and the Defense Advanced Research Projects Agency, and used the National Energy Research Scientific Computing Center (NERSC), a DOE Office of Science user facility.
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The maternal microbiome during pregnancy impacts offspring's stem cells in mice | ScienceDaily
Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report December 11 in the Cell Press journal Cell Stem Cell. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.


						
Exposing offspring to the microbe after birth did not result in the same stem cell activation. The team showed that the microbeimpacted stem cell growth by altering the abundance of other gut microbes and increasing the microbial production of metabolites that cross the placenta and induce stem cell growth and proliferation.

"This is a major advancement in developing microbiota-based intervention strategies to improve child health," says senior author Parag Kundu of the Institut Pasteur of Shanghai.

Researchers treated the pregnant mice with Akkermansia muciniphila, a common gut microbe whose low abundance is associated with obesity, diabetes, and liver steatosis.

Previous studies have shown that the maternal microbiome is associated with offspring immunity, metabolism, and neurological development, but how gut microbes impact these processes is unclear. Since stem cells are responsible for controlling growth, development, and organ maturation during early life, Kundu's team decided to investigate whether there is crosstalk between gut microbes and fetal stem cells during pregnancy.

To do this, they treated pregnant mice with Akkermansia muciniphila and found that prenatal exposure had big impacts on the offspring's stem cells. The offspring of Akkermansia-exposed mothers had more stem cells in their brains and intestines, and these stem cells were also more active compared to the stem cells of mice that were not exposed to Akkermansia in utero.

These changes to stem cell development had long-term impacts on the mice's behavior and health. In behavioral tests, the offspring of Akkermansia-exposed mothers were less anxious and more exploratory. They also rebounded faster from chemically induced intestinal inflammation due to faster regeneration and turnover of intestinal epithelial cells.




Treating newborn mice with Akkermansia did not have the same impact on stem cell development as prenatal exposure.

"When we exposed the offspring postnatally to Akkermansia, we saw some differences in differentiation, but we didn't see the entire phenomena what we observed when mothers were exposed to Akkermansia during pregnancy," says Kundu. "That's why we think that this pregnancy period is critical, and microbiome alterations during this period can really do miracles."

The effect appears to be Akkermansia specific, since treating pregnant mice with a different gut microbe, Bacteroidetes thetaiotaomicron, did not impact offspring stem cell development. However, Akkermansia was only able to exert its effects in the presence of an otherwise complex gut microbiome.

The team showed that Akkermansia altered the abundance of other species of gut microbe and promoted other gut microbes to become more metabolically active to produce larger quantities of metabolites like short-chain fatty acids and amino acids. Unlike gut microbes, these metabolites can cross the placenta, and they're known to stimulate cell growth and proliferation via a protein called mTOR. When the researchers treated pregnant mice with both Akkermansia and rapamycin, a chemical that inhibits mTOR, they no longer saw any impacts on the offspring's stem cells.

Looking ahead, the researchers plan to further study how microbiome metabolites influence stem cells. To test whether this phenomenon also occurs in humans, they're planning to create "humanized mice" by transplanting human microbiota into mice and to examine human cohorts who consume probiotics during pregnancy.

"Promoting child health is a major challenge worldwide, and extrapolating these findings to humans is crucial," says Kundu.
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New insights about how 'bad' cholesterol works in the body | ScienceDaily
National Institute of Health (NIH)scientists have made a significant breakthrough in understanding how "bad" cholesterol, known as low-density lipoprotein-cholesterol or LDL-C, builds up in the body. The researchers were able to show for the first time how the main structural protein of LDL binds to its receptor -- a process that starts the clearing of LDL from the blood -- and what happens when that process gets impaired.


						
The findings, published in Nature, further the understanding of how LDL contributes to heart disease, the world's leading cause of death, and could open the door to personalizing LDL-lowering treatments like statins to make them even more effective.

"LDL is one of the main drivers of cardiovascular disease which kills one person every 33 seconds, so if you want to understand your enemy, you want to know what it looks like," said Alan Remaley, M.D., Ph.D., co-senior author on the study who runs the Lipoprotein Metabolism Laboratory at NIH's National Heart, Lung, and Blood Institute.

Until now scientists have been unable to visualize the structure of LDL, specifically what happens when it links up with its receptor, a protein known as LDLR. Typically, when LDL binds to LDLR, the process of clearing LDL from the blood begins. But genetic mutations can prevent that work, causing LDL to build up in the blood and get deposited into the arteries as plaque, which can lead to atherosclerosis, a precursor for heart disease.

In the new study, the researchers were able to use high-end technology to get a view of what's happening at a critical stage of that process and see LDL in a new light.

"LDL is enormous and varies in size, making it very complex," explained Joseph Marcotrigiano, Ph.D., chief of the Structural Virology Section in the Laboratory of Infectious Diseases at NIH's National Institute of Allergy and Infectious Diseases and co-senior author on the study. "No one's ever gotten to the resolution we have. We could see so much detail and start to tease apart how it works in the body."

Using advanced imaging technique called cryo-electron microscopy, the researchers were able to see the entirety of the structural protein of LDL when it bound to LDLR. Then, with artificial intelligence-driven protein prediction software, they were able to model the structure and locate the known genetic mutations that result in increased LDL. The developers of the software, who were not involved in the study, were recently awarded the 2024 Nobel Prize in Chemistry.

The researchers found that many of the mutations that mapped to the location where LDL and LDLR connected, were associated with an inherited condition called familial hypercholesterolemia (FH). FH is marked by defects in how the body uptakes LDL into its cells, and people with it have extremely high levels of LDL and can have heart attacks at a very young age. They found that FH-associated variants tended to cluster in particular regions on LDL.

The study findings could open new avenues to develop targeted therapies aimed at correcting these kinds of dysfunctional interactions caused by mutations. But, as importantly, the researchers said, they could also help people who do not have genetic mutations, but who have high cholesterol and are on statins, which lower LDL by increasing LDLR in cells. By knowing precisely where and how LDLR binds to LDL, the researchers say they may now be able to target those connection points to design new drugs for lowering LDL from the blood.
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Mapping the nanoscale architecture of functional materials | ScienceDaily
Researchers have pioneered a new technique at the Swiss Light Source SLS called X-ray linear dichroic orientation tomography, which probes the orientation of a material's building blocks at the nanoscale in three-dimensions. First applied to study a polycrystalline catalyst, the technique allows the visualisation of crystal grains, grain boundaries and defects -- key factors determining catalyst performance. Beyond catalysis, the technique allows previously inaccessible insights into the structure of diverse functional materials, including those used in information technology, energy storage and biomedical applications. The researchers present their method in Nature.


						
Zoom in to the micro or nanostructure of functional materials, both natural and humanmade, and you'll find they consist of thousands upon thousands of coherent domains or grains -- distinct regions where molecules and atoms are arranged in a repeating pattern.

Such local ordering is inextricably linked to the material properties. The size, orientation, and distribution of grains can make the difference between a sturdy brick or a crumbling stone; it determines the ductility of metal, the efficiency of electron transfer in a semiconductor, or the thermal conductivity of ceramics. It is also an important feature of biological materials: collagen fibres, for example, are formed from a network of fibrils and their organisation determines the biomechanical performance of connective tissue.

These domains are often tiny: tens of nanometres in size. And it is their arrangement in three-dimensions over extended volumes that is property-determining. Yet until now, techniques to probe the organisation of materials at the nanoscale have largely been confined to two-dimensions or are destructive in nature.

Now, using X-rays generated by the Swiss Light Source SLS, a collaborative team of researchers from Paul Scherrer Institute PSI, ETH Zurich, the University of Oxford and the Max Plank Institute for Chemical Physics of Solids have succeeded in creating an imaging technique to access this information in three-dimensions.

"We not only look inside, but with nanoscale resolution" 

Their technique is known as X-ray linear dichroic orientation tomography, or XL-DOT for short. XL-DOT uses polarised X-rays from the Swiss Light Source SLS, to probe how materials absorb X-rays differently depending on the orientation of structural domains inside. By changing the polarisation of the X-rays, while rotating the sample to capture images from different angles, the technique creates a three-dimensional map revealing the internal organisation of the material.




The team applied their method to a chunk of vanadium pentoxide catalyst about one micron in diameter, used in the production of sulfuric acid. Here, they could identify minute details in the catalyst`s structure including crystalline grains, boundaries where grains meet, and changes in the crystal orientation. They also identified topological defects in the catalyst. Such features directly affect the activity and stability of catalysts, so knowledge of this structure is crucial in optimising performance.

Importantly, the method achieves high spatial resolution. Because X-rays have a short wavelength, the method can resolve structures just tens of nanometres in size, aligning with the sizes of features such as the crystalline grains.

"Linear dichroism has been used to measure anisotropies in materials for many years, but this is the first time it has been extended to 3D. We not only look inside, but with nanoscale resolution," says Valerio Scagnoli, Senior Scientist in the Mesoscopic Systems, a joint group between PSI and ETH Zurich. "This means that we now have access to information that was not previously visible, and we can achieve this in small but representative samples, several micrometres in size."

Leading the way with coherent X-rays

Although the researchers first had the idea for XL-DOT in 2019, it would take another five years to put it into practice. Together with complex experimental requirements, a major hurdle was extracting the three-dimensional map of crystal orientations from terabytes of raw data. This mathematical puzzle was overcome with the development of a dedicated reconstruction algorithm by Andreas Apseros, first author of the study, during his doctoral studies at PSI, funded by the Swiss National Science Foundation (SNSF).

The researchers believe that their success in developing XL-DOT is in part thanks to the long-term commitment to developing expertise with coherent X-rays at PSI, which led to unprecedented control and instrument stability at the coherent Small Angle X-ray Scattering (cSAXS) beamline: critical for the delicate measurements.




This is an area that is set to leap forwards after the SLS 2.0 upgrade: "Coherence is where we're really set to gain with the upgrade," says Apseros. "We're looking at very weak signals, so with more coherent photons, we'll have more signal and can either go to more difficult materials or higher spatial resolution."

A way into the microstructure of diverse materials

Given the non-destructive nature of XL-DOT, the researchers foresee operando investigations of systems such as batteries as well as catalysts. "Catalyst bodies and cathode particles in batteries are typically between ten and fifty micrometres in size, so this is a reasonable next step," says Johannes Ihli, formerly of cSAXS and currently at the University of Oxford, who led the study.

Yet the new technique is not just useful for catalysts, the researchers emphasise. It is useful for all types of materials that exhibit ordered microstructures, whether biological tissues or advanced materials for information technology or energy storage.

Indeed, for the research team, the scientific motivation lies with probing the three-dimensional magnetic organisation of materials. An example is the orientation of magnetic moments within antiferromagnetic materials. Here, the magnetic moments are aligned in alternating directions when going from atom to atom. Such materials maintain no net magnetisation when measured at a distance, yet they do possess local order in the magnetic structure, a fact that is appealing for technological applications such as faster and more efficient data processing. "Our method is one of the only ways to probe this orientation," says Claire Donnelly, group leader Max Planck Institute for Chemical Physics of Solids in Dresden who, since carrying out her doctoral work in the Mesoscopic Systems group has maintained a strong collaboration with the team at PSI.

It was during this doctoral work that Donnelly together with the same team at PSI published in Nature a method to carry out magnetic tomography using circularly polarised X-rays (in contrast to XL-DOT, which uses linearly polarised X-rays). This has since been implemented in synchrotrons around the world.

With the groundwork for XL-DOT laid, the team hope that it will, in a similar way to its circularly polarised sibling, become a widely used technique at synchrotrons. Given the much wider range of samples that XL-DOT is relevant to and the importance of structural ordering to material performance, the impact of this latest method may be expected to be even greater. "Now that we've overcome many of the challenges, other beamlines can implement the technique. And we can help them to do it," adds Donnelly.
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The distinct nerve wiring of human memory | ScienceDaily
The black box of the human brain is starting to open. Although animal models are instrumental in shaping our understanding of the mammalian brain, scarce human data is uncovering important specificities. In a paper published in Cell, a team led by the Jonas group at the Institute of Science and Technology Austria (ISTA) and neurosurgeons from the Medical University of Vienna shed light on the human hippocampal CA3 region, central for memory storage.


						
Many of us have relished those stolen moments with a grandparent by the fireplace, our hearts racing to the intrigues of their stories from good old times, recounted with vivid imagery and a pinch of fantasy. Our human brain has a remarkable capacity for storing and recollecting memories over a lifetime. A physical space, a smell, or a familiar situation can alone bring back a memory, and our brain uses these associations to complete the pattern. Although the human brain is optimized for this purpose, we are only starting to understand how it integrates information about our surroundings. This pattern-completion process is a remarkable computational property of our brain called associative memory.

The bulk of our neuroscience knowledge about the brain stems from well-studied animal models, like rodents, which are indispensable for science. But is the human brain simply a scaled-up version of the mouse brain, or does it have distinct features that make it human? Now, researchers at the Institute of Science and Technology Austria (ISTA) and neurosurgeons at the Medical University of Vienna shed light on how the human brain forms and retrieves associative memories. Magdalena Walz Professor for Life Sciences at ISTA Peter Jonas and ISTA postdoc Jake Watson, who initiated the collaboration with Professor Karl Rossler from the Department of Neurosurgery of the Medical University of Vienna, examined samples from epilepsy patients who underwent neurosurgery to gain insights directly from intact, living human tissue.

Humans do not have a 'big mouse brain'

The brain's center for learning and associative memory is the hippocampus. Within it, a region called CA3 is responsible for storing and processing information and completing patterns. Because healthy human material is scarce, most studies have so far focused on animal models. Jonas and Watson overcame this problem by teaming up with Rossler, a neurosurgeon specializing in treatment-resistant forms of epilepsy. "While patients undergoing neurosurgery have a wide variety of clinical presentations, Prof. Rossler identified a subpopulation of epilepsy patients who presented an intact hippocampus," says Jonas. The scientists could not possibly miss this opportunity. "In this form of epilepsy, a unilateral resection of the hippocampus is necessary to ensure the patients have a chance to recover and lead an epilepsy-free life," explains Jonas. Thus, the team could obtain intact hippocampal tissue from 17 epilepsy patients with informed consent. The researchers combined cutting-edge experimental techniques -- multicellular patch-clamp recording to measure dynamic functional properties of neurons and super-resolution microscopy -- with modeling and made eye-opening findings. Far from being a scaled-up version of the well-studied mouse hippocampus, the neural connectivity in the human CA3 region was sparser, and its synapses -- the connections that allow signals to be passed between the neurons -- appeared more reliable and precise. Thus, the team uncovered distinct properties of the human brain's wiring.

"It felt like we didn't know a thing"

Despite the important differences in the cellular structure and synaptic connectivity of the human hippocampus compared to that of mice and rats, data from animal models remains very important. It serves as a reference and helps scientists develop the technology for studying human tissue. "Coming from a background working with rodents, it can feel like everything about the hippocampus is already known," says Watson. "As soon as I started examining the first patient samples, I realized how much we didn't know about the human hippocampus. Although this is the best-studied brain region in rodents, it felt like we didn't know a thing about human physiology, cellular organization, or connectivity." Thus, based on their experience working with rodent hippocampal tissue, Watson and Jonas needed to find new ways to re-examine this part of the brain in humans.




Modeling the human brain's computational power

With their experimental data, the team sought to build a model of the computational power of the CA3 network in the human hippocampus. They realized the human-specific circuitry and synaptic connectivity allowed them to measure the extent to which memories were stored and retrieved reliably. "We could test how many patterns fit in this model. This helped us demonstrate that the human-specific sparse synaptic connectivity and enhanced synaptic reliability increased storage capacity," says Jonas. In other words, they uncovered how the human CA3 network codes information efficiently to maximize associations and memory storage.

The best day in a physiologist's career

The present study helps change how scientists and healthcare professionals perceive the human brain. "Our work highlights the need to rethink our understanding of the brain from a human perspective. Future research on brain circuitry, even if using rodent model organisms, must be conducted with the human brain in mind," says Jonas. According to the scientists, this work is the fruit of a synergy between the right neurosurgeon and the right physiologists. "Prof. Rossler is very keen on promoting basic research and has developed sophisticated techniques to extract patient tissue in the best possible condition for laboratory examination," emphasizes Watson. This collaboration has given the ISTA researchers access to a scarce resource in science: intact, living human brain tissue. Since tissue availability depended on the surgeries, the scientists only received new biological material sporadically every few months. This has impacted their lab's logistics: they often needed to interrupt all projects using non-human material on short notice and clear the space to receive and examine the fresh human samples. "It felt surreal thinking that the epilepsy patient who underwent neurosurgery the same morning was recovering in hospital while we were examining an intact and living slice of tissue from their brain," says Watson. "Looking back, the best day in my career as a physiologist was when the first human tissues arrived in our lab."

Information on human patient tissue samples

Human tissue samples were obtained with informed patient consent from 17 individuals with temporal lobe epilepsy. This work was approved by the Ethics Committee of the Medical University Vienna (MUW) (EK Nr: 2271/2021). Further information can be found in the paper's experimental model and study participant details section.




Information on human postmortem tissue samples

Three blocks (each approximately 1 cm3) of postmortem tissue were acquired from the Normal Ageing Brain Collection Amsterdam (NABCA) biobank (Project agreement METC: 2023.0733; ISTA Ethics committee application: 2023-03). Further information can be found in the paper's experimental model and study participant details section.

Information on animal studies

To better understand fundamental processes, for example, in the fields of neuroscience, immunology, or genetics, the use of animals in research is indispensable. No other methods, such as in silico models, can serve as an alternative. The animals are raised, kept, and treated according to strict regulations. The research with animals was conducted at ISTA.
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Researchers discover new third class of magnetism that could transform digital devices | ScienceDaily
A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.


						
Altermagnetism is a distinct form of magnetic order where the tiny constituent magnetic building blocks align antiparallel to their neighbours but the structure hosting each one is rotated compared to its neighbours.

Scientists from the University of Nottingham's School of Physics and Astonomy have shown that this new third class of magnetism exists andcan be controlled in microscopic devices. The findings have been published today in Nature.

Professor Peter Wadley, who led the research, explains: "Altermagnets consist of magnetic moments that point antiparallel to their neighbours. However, each part of the crystal hosting these tiny moments is rotated with respect to its neighbours. This is like antiferromagnetism with a twist! But this subtle difference has huge ramifications."

Magnetic materials are used in the majority of long term computer memory and the latest generation of microelectronic devices. This is not only a massive and vital industry but also a significant source of global carbon emissions. Replacing the key components with altermagnetic materials would lead to huge increases in speed and efficiency while having the potential to massively reduce our dependency on rare and toxic heavy elements needed for conventional ferromagnetic technology.

Altermagnets combine the favourable properties of ferromagnets and antiferromagnets into a single material. They have the potential to lead to a thousand fold increase in speed of microelectronic components and digital memory while being more robust and m energy efficient.

Senior Research Fellow, Oliver Amin led the experiment and is co-author on the study, he said: "Our experimental work has provided a bridge between theoretical concepts and real-life realisation, which hopefully illuminates a path to developing altermagnetic materials for practical applications."

The new experimental study was carried out at the MAX IV international facility in Sweden. The facility, which looks like a giant metal doughnut, is an electron accelerator, called a synchrotron, that produces x-rays.

X-rays are shone onto the magnetic material and the electrons given off from the surface are detected using a special microscope. This allows an image to be produced of the magnetism in the material with resolution of small features down to the nanoscale.

PhD student, Alfred Dal Din, has been exploring altermagnets for the last two years. This is yet another breakthrough that he has seen during his project. He comments: 'To be amongst the first to see the effect and properties of this promising new class of magnetic materials during my PhD has been an immensely rewarding and challenging privilege.'
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Personalized blood count could lead to early intervention for common diseases | ScienceDaily
A complete blood count (CBC) screening is a routine exam requested by most physicians for healthy adults. This clinical test is a valuable tool for assessing a patient's overall health from one blood sample. Currently, the results of CBC tests are analyzed using a one-size-fits-all reference interval, but a new study led by researchers from Mass General Brigham suggests that this approach can lead to overlooked deviations in health. In a retrospective analysis, researchers show that these reference intervals, or setpoints, are unique to each patient. The study revealed that one healthy patient's CBC setpoints can be distinguishable from 98 percent of other healthy adults. Results are published in Nature.


						
"Complete blood counts are common tests, and our study suggests CBCs vary a lot from person to person even when completely healthy, and a more personalized and precision medicine approach could give more insight into a person's health or disease," said senior author John Higgins, MD, of the Center for Systems Biology and Department of Pathology at Massachusetts General Hospital (MGH), a founding member of Mass General Brigham. "The long-term stability and patient-specificity of setpoints may provide new opportunities for the personalized management of healthy adults envisioned by precision medicine."

CBC indices are known to shift due to genetics, disease history, and age. But the new study suggests that individual patients have a "setpoint" -- a stable value around which measures fluctuate. By considering CBC setpoints tailored to an individual, clinicians may be able to diagnose diseases in their early stages in adults that appear otherwise healthy, including disorders such as diabetes, heart disease, and kidney failure, all of which can benefit from early intervention.

The study, with first author Brody H. Foy, a research fellow at the MGH who is now a faculty member in the Department of Laboratory Medicine & Pathology at the University of Washington, found that for multiple diseases, setpoints produce a two- to four-fold relative risk stratification which is comparable to that provided by common disease screening factors.

The researchers note that these setpoints create new opportunities to investigate the mechanisms of varying CBC thresholds and that the information from CBC setpoints could be used to create more specific treatment plans, including determining if additional screening is needed for an accurate diagnosis.
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Scientists transform ubiquitous skin bacterium into a topical vaccine | ScienceDaily
Imagine a world in which a vaccine is a cream you rub onto your skin instead of a needle a health care worker pushes into your one of your muscles. Even better, it's entirely pain-free and not followed by fever, swelling, redness or a sore arm. No standing in a long line to get it. Plus, it's cheap.


						
Thanks to Stanford University researchers' domestication of a bacterial species that hangs out on the skin of close to everyone on Earth, that vision could become a reality.

"We all hate needles -- everybody does," said Michael Fischbach, PhD, the Liu (Liao) Family Professor and a professor of bioengineering. "I haven't found a single person who doesn't like the idea that it's possible to replace a shot with a cream."

The skin is a terrible place to live, according to Fischbach. "It's incredibly dry, way too salty for most single-celled creatures and there's not much to eat. I can't imagine anything would want to live there."

But a few hardy microbes call it home. Among them is Staphylococcus epidermidis, a generally harmless skin-colonizing bacterial species.

"These bugs reside on every hair follicle of virtually every person on the planet," Fischbach said.

Immunologists have perhaps neglected our skin-colonizing bacteria, Fischbach said, because they don't seem to contribute much to our well-being. "We've just assumed there's not much going on there."

That turns out to be wrong. In recent years, Fischbach and his colleagues have discovered that the immune system mounts a much more aggressive response against S. epidermidis than anyone expected.




In a study to be published Dec. 11 in Nature, Fischbach and his colleagues zeroed in on a key aspect of the immune response -- the production of antibodies. These specialized proteins can stick to specific biochemical features of invading microbes, often preventing them from getting inside of cells or traveling unmolested through the bloodstream to places they should not go. Individual antibodies are extremely picky about what they stick to. Each antibody molecule typically targets a particular biochemical feature belonging to a single microbial species or strain.

Fischbach and postdoctoral scholar Djenet Bousbaine, PhD, respectively the study's senior and lead author, and their colleagues wanted to know: Would the immune system of a mouse, whose skin isn't normally colonized by S. epidermidis, mount an antibody response to that microorganism if it were to turn up there?

(Antibody) levels without a cause?

The initial experiments, performed by Bousbaine, were simple: Dip a cotton swab into a vial containing S. epidermidis. Rub the swab gently on the head of a normal mouse -- no need to shave, rinse or wash its fur -- and put the mouse back in its cage. Draw blood at defined time points over the next six weeks, asking: Has this mouse's immune system produced any antibodies that bind to S. epidermidis?

The mice's antibody response to S. epidermidis was "a shocker," Fischbach said. "Those antibodies' levels increased slowly, then some more -- and then even more." At six weeks, they'd reached a higher concentration than one would expect from a regular vaccination -- and they stayed at those levels.

"It's as if the mice had been vaccinated," Fischbach said. Their antibody response was just as strong and specific as if it had been reacting to a pathogen.




"The same thing appears to be occurring naturally in humans," Fischbach said. "We got blood from human donors and found that their circulating levels of antibodies directed at S. epidermidis were as high as anything we get routinely vaccinated against."

That's puzzling, he said: "Our ferocious immune response to these commensal bacteria loitering on the far side of that all-important anti-microbial barrier we call our skin seems to have no purpose."

What's going on? It could boil down to a line scrawled by early-20th-century poet Robert Frost: "Good fences make good neighbors." Most people have thought that fence was the skin, Fischbach said. But it's far from perfect. Without help from the immune system, it would be breached very quickly.

"The best fence is those antibodies. They're the immune system's way of protecting us from the inevitable cuts, scrapes, nicks and scratches we accumulate in our daily existence," he said.

While the antibody response to an infectious pathogen begins only after the pathogen invades the body, the response to S. epidermidis happens preemptively, before there's any problem. That way, the immune system can respond if necessary -- say, when there's a skin break and the normally harmless bug climbs in and tries to thumb a ride through our bloodstream.

Engineering a living vaccine 

Step by step, Fischbach's team turned S. epidermidis into a living, plug-and-play vaccine that can be applied topically. They learned that the part of S. epidermidis most responsible for tripping off a powerful immune response is a protein called Aap. This great, treelike structure, five times the size of an average protein, protrudes from the bacterial cell wall. They think it might expose some of its outermost chunks to sentinel cells of the immune system that periodically crawl through the skin, sample hair follicles, snatch samples of whatever is flapping in Aap's "foliage," and spirit them back inside to show to other immune cells responsible for cooking up an appropriate antibody response aiming at that item.

(Fischbach is a co-author of a study led by Yasmine Belkaid, PhD, director of the Pasteur Institute and a co-author of the Fischbach team's study, which will appear in the same issue of Nature. This companion study identifies the sentinel immune cells, called Langerhans cells, that alert the rest of the immune system to the presence of S. epidermidis on the skin.)

Aap induces a jump in not only blood-borne antibodies known to immunologists as IgG, but also other antibodies, called IgA, that home in on the mucosal linings of our nostrils and lungs.

"We're eliciting IgA in mice's nostrils," Fischbach said. "Respiratory pathogens responsible for the common cold, flu and COVID-19 tend to get inside our bodies through our nostrils. Normal vaccines can't prevent this. They go to work only once the pathogen gets into the blood. It would be much better to stop it from getting in in the first place."

Having identified Aap as the antibodies' main target, the scientists looked for a way to put it to work.

"Djenet did some clever engineering," Fischbach said. "She substituted the gene encoding a piece of tetanus toxin for the gene fragment encoding a component that normally gets displayed in this giant treelike protein's foliage. Now it's this fragment -- a harmless chunk of a highly toxic bacterial protein -- that's waving in the breeze." Would the mice's immune systems "see" it and develop a specific antibody response to it?

The investigators repeated the dip-then-swab experiment, this time using either unaltered S. epidermidis or bioengineered S. epidermidis encoding the tetanus toxin fragment. They administered several applications over six weeks. The mice swabbed with bioengineered S. epidermidis, but not the others, developed extremely high levels of antibodies targeting tetanus toxin. When the researchers then injected the mice with lethal doses of tetanus toxin, mice given natural S. epidermidis all succumbed; the mice that received the modified version remained symptom-free.

A similar experiment, in which the researchers snapped in the gene for diphtheria toxin instead of the one for tetanus toxin into the Aap "cassette player," likewise induced massive antibody concentrations targeting the diphtheria toxin.

The scientists eventually found they could still get life-saving antibody responses in mice after only two or three applications.

They also showed, by colonizing very young mice with S. epidermidis, that the bacteria's prior presence on these mice's skin (as is typical in humans but not mice) didn't interfere with the experimental treatment's ability to spur a potent antibody response. This implies, Fischbach said, that our species' virtually 100% skin colonization by S. epidermidis should pose no problem to the construct's use in people.

Look, ma, no limits

In a change of tactics, the researchers generated the tetanus-toxin fragment in a bioreactor, then chemically stapled it to Aap so it dotted S. epidermidis's surface. To Fischbach's surprise, this turned out to generate a surprisingly powerful antibody response. Fischbach had initially reasoned that the surface-stapled toxin's abundance would get ever more diluted with each bacterial division, gradually muting the immune response. Just the opposite occurred. Topical application of this bug generated enough antibodies to protect mice from six times the lethal dose of tetanus toxin.

"We know it works in mice," Fischbach said. "Next, we need to show it works in monkeys. That's what we're going to do." If things go well, he expects to see this vaccination approach enter clinical trials within two or three years.

"We think this will work for viruses, bacteria, fungi and one-celled parasites," he said. "Most vaccines have ingredients that stimulate an inflammatory response and make you feel a little sick. These bugs don't do that. We expect that you wouldn't experience any inflammation at all."

Researchers from the University of California, Davis; the National Human Genome Research Institute; the National Institute of Allergy and infectious Diseases; and the National Institute of Arthritis and Musculoskeletal and Skin Diseases contributed to the work.

The study was funded by the National Institutes of Health (grants 5R01AI175642-02, 1K99AI180358-01A1, P51OD0111071 and F32HL170591-01), the Leona M. and Harry B. Helmsley Charitable Trust, the Chan Zuckerberg Biohub, the Bill and Melinda Gates Foundation, Open Philanthropy, and the Stanford Microbiome Therapies Initiative.
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Biological diversity is not just the result of genes | ScienceDaily
How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team from the University of Geneva (UNIGE) demonstrate that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species therefore arises from the evolution of mechanical parameters, such as the growth rate and stiffness of the skin. These results, published in the journal Nature, shed new light on the physical forces involved in the development and evolution of living forms.


						
The origin of the morphological diversity and complexity of living organisms remains one of science's greatest mysteries. To solve this puzzle, scientists study a wide range of different species. The laboratory of Michel Milinkovitch, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the development and evolution of vertebrate skin appendages, such as feathers, hair, and scales, to understand the fundamental mechanisms responsible for this diversity. The embryonic development of these appendages is generally thought to be dictated by chemical processes involving interactions between numerous molecules resulting from gene expression.

Like a propagating crack

Previously, the team showed that the embryonic development of crocodile head scales, unlike scales of the body, originates from a process reminiscent of the propagation of cracks within a material under mechanical stress. However, the true nature of this physical process remained unknown.

These scientists have now solved this mystery thanks to their new and highly multidisciplinary work. First, they tracked the appearance of head scales during the development of the Nile crocodile embryo, which lasts around 90 days in total. While the skin covering the jaws remains smooth until day 48, skin folds appear at around day 51. These folds then spread and interconnect to form irregular polygonal scales, including large and elongated scales on the top of the snout, and smaller units on the sides of the jaws.

If the skin of an animal grows more quickly than the underlying tissue to which it is attached, you can expect the skin to buckle and fold, as its growth is constrained. The team sought to explore whether such a process can explain the appearance of skin folds, and hence scales, in the embryonic crocodile. Therefore, they developed a technique for injecting crocodile eggs with a hormone that activates epidermal growth and stiffening -- EGF (Epidermal Growth Factor). The scientists discovered that the activation of growth and increased rigidity of the skin's surface led to a spectacular change in the organisation of skin folds.

''We saw that the embryo's skin folds abnormally and forms a labyrinthine network resembling the folds of the human brain. Amazingly, when these EGF-treated crocodiles hatch, this brain-like folding has relaxed into a pattern of much smaller scales, comparable to those of another crocodilian species -- the caiman,'' explain Gabriel Santos-Duran and Rory Cooper, post-doctoral fellows in Michel Milinkovitch's laboratory and co-authors of the study. Therefore, variations in the rate of growth and stiffening of the skin provide a simple evolutionary mechanism capable of generating a wide diversity of scale forms among different crocodilian species.

A 3D model of jaw development

The scientists then used an advanced imaging technique, known as ''light sheet microscopy'', to quantify the growth rate and geometries of the various tissues (epidermis, dermis, and bone) that comprise the embryo's head, as well as the organisation of collagen fibres in the dermis. The team used these data to build a three-dimensional (3D) computer model to simulate the constrained growth of the skin. This model also allowed the researchers to explore the effects of changing the specific growth rates and stiffnesses of the tissue layers.

''By exploring these different parameters, we can generate the different head scale shapes corresponding to Nile crocodiles both with or without EGF treatment, as well as the spectacled caiman or the American alligator. These computer simulations demonstrate that tissue mechanics can easily explain the diversity of shapes of certain anatomical structures in different species, without having to involve intricate molecular genetic factors,'' concludes Ebrahim Jahanbakhsh, a computer engineer in Michel Milinkovitch's laboratory and co-author of the study.
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Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV | ScienceDaily
Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels. The research led by a team from Mass General Brigham is published in JAMA Cardiology.


						
"Individuals with HIV tend to have an excess of noncalcified plaques that are vulnerable to rupture at a younger age, putting them at high risk for strokes, heart attacks, and sudden cardiac death," said senior author Steven Grinspoon, MD, chief of the Metabolism Unit at Massachusetts General Hospital, a founding member of the Mass General Brigham healthcare system. "Understanding how statins benefit this population could lead to additional and more targeted therapies to protect their cardiovascular health."

The work is a secondary analysis of the phase 3 Randomized Trial to Prevent Vascular Events in HIV (REPRIEVE), which demonstrated that the cholesterol-lowering medication pitavastatin reduced the risk of adverse cardiovascular events by 36% over a median follow-up of 5.6 years in people with HIV. The effect was greater than what would be expected from cholesterol lowering alone.

In this latest research, Grinspoon and his colleagues measured the levels of 255 different proteins circulating in the blood of 558 REPRIEVE participants. Analyses revealed that pitavastatin treatment increases the levels of an enzyme called procollagen C-endopeptidases enhancer 1 (PCOLCE) that is involved in the production of collagen that may help to stabilize vulnerable plaques during atherosclerosis buildup. Additional experiments showed that an abundance of PCOLCE was associated with reduced noncalcified plaques and, simultaneously, with more fibrous stabilized plaques. These effects, occurring with simultaneous reduction in lipid content of blood vessel plaques, may help to keep the plaques from rupturing.

"By showing that statins raise PCOLCE, which is associated with favorable changes in plaques, our findings expand our knowledge about how the benefits of statins go beyond cholesterol lowering," said Grinspoon. "Although additional research is needed, these findings are potentially generalizable to individuals without HIV."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241211124340.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Soda taxes don't just affect sales: They help change people's minds | ScienceDaily
It wasn't that long ago when cigarettes and soda were go-to convenience store vices, glamorized in movies and marketed toward, well, everyone.


						
Then, lawmakers and voters raised taxes on cigarettes, and millions of dollars went into public education campaigns about smoking's harms. Decades of news coverage chronicled how addictive and dangerous cigarettes were and the enormous steps companies took to hide the risks and hook more users. The result: a radical shift in social norms that made it less acceptable to smoke and pushed cigarette use to historic lows, especially among minors.

New UC Berkeley research suggests sugar-sweetened beverages may be on a similar path.

The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks, said Kristine A. Madsen, a professor at UC Berkeley's School of Public Health and senior author of a paper published Nov. 25 in the journal BMC Public Health.

Over the span of just a few years, taxes coupled with significant media attention significantly affected the public's overall perceptions of sugar-sweetened beverages, which include sodas, some juices and sports drinks. Such a shift in the informal rules surrounding how people think and act could have major implications for public health efforts more broadly, Madsen said.

"Social norms are really powerful. The significant shift we saw in how people are thinking about sugary drinks demonstrates what else we could do," Madsen said. "We could reimagine a healthier food system. It starts with people thinking, 'Why drink so much soda?' But what if we also said, 'Why isn't most of the food in our grocery stores food that makes us healthy?'"

Madsen and colleagues from UC San Francisco and UC Davis analyzed surveys from 9,128 people living in lower-income neighborhoods in Berkeley, Oakland, San Francisco and Richmond. Using data from 2016 to 2019 and 2021, they studied year-to-year trends in people's perception of sugar-sweetened beverages.




They wanted to understand how the four taxes in the Bay Area might have affected social norms surrounding sugary beverages -- the unwritten and often unspoken rules that influence the food and drinks we buy, the clothes we wear and our habits at the dinner table. Although social norms aren't visible, they are incredibly powerful forces on our actions and behaviors; just ask anyone who has bought something after an influencer promoted it on TikTok or Instagram.

Researchers asked questions about how often people thought their neighbors drank sodas, sports drinks and fruity beverages. Participants also rated how healthy several drinks were, which conveyed their own attitudes about the beverages.

The researchers found a 28% decline in the social acceptability of drinking sugar-sweetened beverages.

In Oakland, positive perceptions of peers' consumption of sports drinks declined after the tax increase, relative to other cities. Similarly, in San Francisco, attitudes about the healthfulness of sugar-sweetened fruit drinks also declined.

In other words, people believed their neighbors weren't drinking as many sugar-sweetened beverages, which affected their own interest in consuming soda, juices and sports drinks.

"What it means when social norms change is that people say, 'Gosh, I guess we don't drink soda. That's just not what we do. Not as much. Not all the time,'" Madsen said. "And that's an amazing shift in mindsets."

The research is the latest from UC Berkeley that examines how consumption patterns have changed in the decade since Berkeley implemented the nation's first soda tax. A 2016 study found a decrease in soda consumption and an increase in people turning to water. Research in 2019 documented a sharp decline in people turning to sugar-sweetened drinks. And earlier this year, Berkeley researchers documented that sugar-sweetened beverage purchases declined dramatically and steadily across five major American cities after taxes were put in place.




The penny-per-ounce tax on beverages, which is levied on distributors of sugary drinks -- who ultimately pass that cost of doing business on to consumers -- is an important means of communicating about health with the public, Madsen said. Researchers tallied more than 700 media stories about the taxes on sugar-sweetened beverages during the study period. That level of messaging was likely a major force in driving public awareness and norms.

It's also something Madsen said future public health interventions must consider. It was part of the progress made in cutting cigarette smoking and seems to be working with sugary drinks. And it's those interventions that can lead to individual action.

"If we change our behaviors, the environment follows," Madsen said. "While policy really matters and is incredibly important, we as individuals have to advocate for a healthier food system."
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Enabling AI to explain its predictions in plain language | ScienceDaily
Machine-learning models can make mistakes and be difficult to use, so scientists have developed explanation methods to help users understand when and how they should trust a model's predictions.


						
These explanations are often complex, however, perhaps containing information about hundreds of model features. And they are sometimes presented as multifaceted visualizations that can be difficult for users who lack machine-learning expertise to fully comprehend.

To help people make sense of AI explanations, MIT researchers used large language models (LLMs) to transform plot-based explanations into plain language.

They developed a two-part system that converts a machine-learning explanation into a paragraph of human-readable text and then automatically evaluates the quality of the narrative, so an end-user knows whether to trust it.

By prompting the system with a few example explanations, the researchers can customize its narrative descriptions to meet the preferences of users or the requirements of specific applications.

In the long run, the researchers hope to build upon this technique by enabling users to ask a model follow-up questions about how it came up with predictions in real-world settings.

"Our goal with this research was to take the first step toward allowing users to have full-blown conversations with machine-learning models about the reasons they made certain predictions, so they can make better decisions about whether to listen to the model," says Alexandra Zytek, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on this technique.




She is joined on the paper by Sara Pido, an MIT postdoc; Sarah Alnegheimish, an EECS graduate student; Laure Berti-Equille, a research director at the French National Research Institute for Sustainable Development; and senior author Kalyan Veeramachaneni, a principal research scientist in the Laboratory for Information and Decision Systems. The research will be presented at the IEEE Big Data Conference.

Elucidating explanations

The researchers focused on a popular type of machine-learning explanation called SHAP. In a SHAP explanation, a value is assigned to every feature the model uses to make a prediction. For instance, if a model predicts house prices, one feature might be the location of the house. Location would be assigned a positive or negative value that represents how much that feature modified the model's overall prediction.

Often, SHAP explanations are presented as bar plots that show which features are most or least important. But for a model with more than 100 features, that bar plot quickly becomes unwieldy.

"As researchers, we have to make a lot of choices about what we are going to present visually. If we choose to show only the top 10, people might wonder what happened to another feature that isn't in the plot. Using natural language unburdens us from having to make those choices," Veeramachaneni says.

However, rather than utilizing a large language model to generate an explanation in natural language, the researchers use the LLM to transform an existing SHAP explanation into a readable narrative.




By only having the LLM handle the natural language part of the process, it limits the opportunity to introduce inaccuracies into the explanation, Zytek explains.

Their system, called EXPLINGO, is divided into two pieces that work together.

The first component, called NARRATOR, uses an LLM to create narrative descriptions of SHAP explanations that meet user preferences. By initially feeding NARRATOR three to five written examples of narrative explanations, the LLM will mimic that style when generating text.

"Rather than having the user try to define what type of explanation they are looking for, it is easier to just have them write what they want to see," says Zytek.

This allows NARRATOR to be easily customized for new use cases by showing it a different set of manually written examples.

After NARRATOR creates a plain-language explanation, the second component, GRADER, uses an LLM to rate the narrative on four metrics: conciseness, accuracy, completeness, and fluency. GRADER automatically prompts the LLM with the text from NARRATOR and the SHAP explanation it describes.

"We find that, even when an LLM makes a mistake doing a task, it often won't make a mistake when checking or validating that task," she says.

Users can also customize GRADER to give different weights to each metric.

"You could imagine, in a high-stakes case, weighting accuracy and completeness much higher than fluency, for example," she adds.

Analyzing narratives

For Zytek and her colleagues, one of the biggest challenges was adjusting the LLM so it generated natural-sounding narratives. The more guidelines they added to control style, the more likely the LLM would introduce errors into the explanation.

"A lot of prompt tuning went into finding and fixing each mistake one at a time," she says.

To test their system, the researchers took nine machine-learning datasets with explanations and had different users write narratives for each dataset. This allowed them to evaluate the ability of NARRATOR to mimic unique styles. They used GRADER to score each narrative explanation on all four metrics.

In the end, the researchers found that their system could generate high-quality narrative explanations and effectively mimic different writing styles.

Their results show that providing a few manually written example explanations greatly improves the narrative style. However, those examples must be written carefully -- including comparative words, like "larger," can cause GRADER to mark accurate explanations as incorrect.

Building on these results, the researchers want to explore techniques that could help their system better handle comparative words. They also want to expand EXPLINGO by adding rationalization to the explanations.

In the long run, they hope to use this work as a stepping stone toward an interactive system where the user can ask a model follow-up questions about an explanation.

"That would help with decision-making in a lot of ways. If people disagree with a model's prediction, we want them to be able to quickly figure out if their intuition is correct, or if the model's intuition is correct, and where that difference is coming from," Zytek says.
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Discovery of new growth-directed graphene stacking domains may precede new era for quantum applications | ScienceDaily
Graphene, a single layer of carbon atoms arranged in a two-dimensional honeycomb lattice, is known for its exceptional properties: incredible strength (about 200 times stronger than steel), light weight, flexibility, and excellent conduction of electricity and heat. These properties have made graphene increasingly important in applications across various fields, including electronics, energy storage, medical technology, and, most recently, quantum computing.


						
Graphene' s quantum properties, such as superconductivity and other unique quantum behaviors, are known to arise when graphene atomic layers are stacked and twisted with precision to produce "ABC stacking domains." Historically, achieving ABC stacking domains required exfoliating graphene and manually twisting and aligning layers with exact orientations -- a highly intricate process that is difficult to scale for industrial applications.

Now, researchers at NYU Tandon School of Engineering led by Elisa Riedo, Herman F. Mark Professor in Chemical and Biomolecular Engineering, have uncovered a new phenomenon in graphene research, observing growth-induced self-organized ABA and ABC stacking domains that could kick-start the development of advanced quantum technologies. The findings, published in a recent study in the Proceedings of the National Academy Of Sciences (PNAS), demonstrate how specific stacking arrangements in three-layer epitaxial graphene systems emerge naturally -- eliminating the need for complex, non-scalable techniques traditionally used in graphene twisting fabrication.

These researchers, including Martin Rejhon, previously a post-doctoral fellow at NYU, have now observed the self-assembly of ABA and ABC domains within a three-layer epitaxial graphene system grown on silicon carbide (SiC). Using advanced conductive atomic force microscopy (AFM), the team found that these domains form naturally without the need for manual twisting or alignment. This spontaneous organization represents a significant step forward in graphene stacking domains fabrication.

The size and shape of these stacking domains are influenced by the interplay of strain and the geometry of the three-layer graphene regions. Some domains form as stripe-like structures, tens of nanometers wide and extending over microns, offering promising potential for future applications.

"In the future we could control the size and location of these stacking patterns through pregrowth patterning of the SiC substrate," Riedo said.

These self-assembled ABA/ABC stacking domains could lead to transformative applications in quantum devices. Their stripe-shaped configurations, for example, are well-suited for enabling unconventional quantum Hall effects, superconductivity, and charge density waves. Such breakthroughs pave the way for scalable electronic devices leveraging graphene's quantum properties.

This discovery marks a major leap in graphene research, bringing scientists closer to realizing the full potential of this remarkable material in next-generation electronics and quantum technologies.

The funding for this research came from the U.S. Army Research Office under Award # W911NF2020116. This research also included researchers from Charles University, Prague.
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Particle that only has mass when moving in one direction observed for first time | ScienceDaily
For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the researchers.


						
The team, led by scientists at Penn State and Columbia University, recently published their discovery in the journal Physical Review X.

"This was totally unexpected," said Yinming Shao, assistant professor of physics at Penn State and lead author on the paper. "We weren't even looking for a semi-Dirac fermion when we started working with this material, but we were seeing signatures we didn't understand -- and it turns out we had made the first observation of these wild quasiparticles that sometimes move like they have mass and sometimes move like they have none."

A particle can have no mass when its energy is entirely derived from its motion, meaning it is essentially pure energy traveling at the speed of light. For example, a photon or particle of light is considered massless because it moves at light speed. According to Albert Einstein's theory of special relativity, anything traveling at the speed of light cannot have mass. In solid materials, the collective behavior of many particles, also known as quasiparticles, can have different behavior than the individual particles, which in this case gave rise to particles having mass in only one direction, Shao explained.

Semi-Dirac fermions were first theorized in 2008 and 2009 by several teams of researchers, including scientists from the Universite Paris Sud in France and the University of California, Davis. The theorists predicted there could be quasiparticles with mass-shifting properties depending on their direction of movement -- that they would appear massless in one direction but have mass when moving in another direction.

Sixteen years later, Shao and his collaborators accidentally observed the hypothetical quasiparticles through a method called magneto-optical spectroscopy. The technique involves shining infrared light on a material while it's subjected to a strong magnetic field and analyzing the light reflected from the material. Shao and his colleagues wanted to observe the properties of quasiparticles inside silver-colored crystals of ZrSiS.

The team conducted their experiments at the National High Magnetic Field Laboratory in Florida. The lab's hybrid magnet creates the most powerful sustained magnetic field in the world, roughly 900,000 times stronger than the Earth's magnetic field. The field is so strong it can levitate small objects such as water droplets.




The researchers cooled down a piece of ZrSiS to -452 degrees Fahrenheit -- only a few degrees above absolute zero, the lowest possible temperature -- and then exposed it to the lab's powerful magnetic field while hitting it with infrared light to see what it revealed about the quantum interactions inside the material.

"We were studying optical response, how electrons inside this material respond to light, and then we studied the signals from the light to see if there is anything interesting about the material itself, about its underlying physics," Shao said. "In this case, we saw many features we'd expect in a semi-metal crystal and then all of these other things happening that were absolutely puzzling."

When a magnetic field is applied to any material, the energy levels of electrons inside that material become quantized into discrete levels called Landau levels, Shao explained. The levels can only have fixed values, like climbing a set of stairs with no little steps in between. The spacing between these levels depends on the mass of the electrons and the strength of the magnetic field, so as the magnetic field increases, the energy levels of the electrons should increase by set amounts based entirely on their mass -- but in this case, they didn't.

Using the high-powered magnet in Florida, the researchers observed that the energy of the Landau level transitions in the ZrSiS crystal followed a completely different pattern of dependence on the magnetic field strength. Years ago, theorists had labeled this pattern the "B^(2/3) power law," the key signature of semi-Dirac fermions.

To understand the bizarre behavior they observed, the experimental physicists partnered with theoretical physicists to develop a model that described the electronic structure of ZrSiS. They specifically focused on the pathways on which electrons might move and intersect to investigate how the electrons inside the material were losing their mass when moving in one direction but not another.

"Imagine the particle is a tiny train confined to a network of tracks, which are the material's underlying electronic structure," Shao said. "Now, at certain points the tracks intersect, so our particle train is moving along its fast track, at light speed, but then it hits an intersection and needs to switch to a perpendicular track. Suddenly, it experiences resistance, it has mass. The particles are either all energy or have mass depending on the direction of their movement along the material's 'tracks.'"

The team's analysis showed the presence of semi-Dirac fermions at the crossing points. Specifically, they appeared massless when moving in a linear path but switched to having mass when moving in a perpendicular direction. Shao explained that ZrSiS is a layered material, much like graphite that is made up of layers of carbon atoms that can be exfoliated down into sheets of graphene that are one atom thick. Graphene is a critical component in emerging technologies, including batteries, supercapacitors, solar cells, sensors and biomedical devices.




"It is a layered material, which means once we can figure out how to have a single layer cut of this compound, we can harness the power of semi-Dirac fermions, control its properties with the same precision as graphene," Shao said. "But the most thrilling part of this experiment is that the data cannot be fully explained yet. There are many unsolved mysteries in what we observed, so that is what we are working to understand."

Other Penn State researchers on the paper are Seng Huat Lee, assistant research professor of bulk crystal growth; Yanglin Zhu, postdoctoral researcher; and Zhiqiang Mao, professor of physics, of material science and engineering, and of chemistry. Dmitri Basov, Higgins Professor of Physics at Columbia University, was co-lead author on the paper. The other co-authors are Jie Wang of Temple University; Seongphill Moon of Florida State University and the National High Magnetic Field Laboratory; Mykhaylo Ozerov, David Graf and Dmitry Smirnov of the National High Magnetic Field Laboratory; A. N. Rudenko and M. I. Katsnelson of Radboud University in the Netherlands; Jonah Herzog-Arbeitman and B. Andrei Bernevig of Princeton University; Zhiyuan Sun of Harvard University; and Raquel Queiroz and Andrew J. Millis of Columbia University.

The U.S. National Science Foundation, the U.S. Department of Energy and the Simons Foundation funded Penn State aspects of this research.
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Research shows new treatment could delay cancer progression in patients with high-risk smoldering multiple myeloma | ScienceDaily
A new treatment is showing promise for people with high-risk smoldering multiple myeloma (SMM). This precancerous condition can progress to active multiple myeloma, a type of blood cancer. High-risk SMM carries a higher likelihood of progression.


						
Results from a phase 3 clinical trial, published in the New England Journal of Medicine and presented at this week's American Society of Hematology meeting, demonstrated that daratumumab, a monoclonal antibody that targets CD38, a protein found on the surface of myeloma cells, significantly reduces the risk of progression to active multiple myeloma and improves overall survival compared to active monitoring.

Smoldering multiple myeloma is a condition in which abnormal plasma cells accumulate in the bone marrow but do not display symptoms of active multiple myeloma. High-risk SMM, however, carries a significant risk of progressing to active disease. Until now, there has been no approved treatment for this high-risk group.

The multicenter, international AQUILA study randomly assigned 390 patients with high-risk SMM to receive either daratumumab or active monitoring. After a median follow-up of 65.2 months, the study demonstrated a 51% reduction in the risk of disease progression or death for those receiving daratumumab. At five years, 63.1% of patients in the daratumumab group remained progression-free, compared to 40.8% in the active monitoring group. Survival at five years was also significantly higher in the daratumumab group (93% vs. 86.9%).

"These results are a major advancement in the treatment of high-risk smoldering multiple myeloma," says S. Vincent Rajkumar, M.D., hematologist, Mayo Clinic Comprehensive Cancer Center and lead investigator of the trial. "For the first time, we have a treatment option that can significantly delay or prevent the progression to active disease, improving the lives of patients and offering them a chance at a longer, healthier future."

While hypertension was the most common side effect, occurring in a small percentage of patients in both groups, no new safety concerns were identified with daratumumab.

"This study provides strong evidence for the use of daratumumab as a treatment for high-risk smoldering multiple myeloma," says Dr. Rajkumar, the Edward W. and Betty Knight Scripps Professor of Medicine in honor of Edward C. Rosenow III, M.D.

Patients should discuss this new treatment option with their healthcare team to determine if it is appropriate for their individual circumstances.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210163409.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Mothers' language choices have double the impact in bilingual families | ScienceDaily
New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice.


						
Parents hoping to raise bilingual children have long been given the advice to follow a strict one-parent-one-language approach. However, a recent Concordia University study reveals that bilingual Montreal families are charting their own path -- with mothers having an extensive impact on children's language exposure.

The study found that instead of following the one-parent-one-language approach, in Montreal families it is more common for both parents to speak both languages to their children.

"This made sense to us, because there are a lot of adults in Montreal who are actively bilingual," says Andrea Sander-Montant, a PhD student at the Concordia Infant Research Lab and the study's lead author.

"It's also telling us that families are using approaches that they feel comfortable with, despite traditional advice given to parents about raising bilingual children."

The researchers analyzed questionnaires filled out by hundreds of families that had participated in the lab's studies between 2013 and 2020. They identified four main strategies: one-parent-one-language, both-parents-bilingual, one-parent-bilingual (where one parent used both languages and the other used one) and one-language-at-home (where one language is used at home and another one is used outside the home, such as at daycare).

"We found that none of these strategies told us much about what the children actually heard at home. There was very little association between the strategies used and how much they were hearing of either language," explains Krista Byers-Heinlein, a professor in the Department of Psychology and the study's supervising author.




'A new way of talking about transmitting languages'

This means that there wasn't a single strategy that could be singled out as "best" to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, the researchers had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers.

"In the average family, if the mother is speaking only French, for example, the child will hear a lot of French. If the father is the only one speaking French, the child will hear a lot less," says Byers-Heinlein.

The outside influence of mothers was particularly clear in heritage-language families. Among a subgroup of 60 families within the nearly 300 studied who were using a community language (either English or French) and a heritage language at home, mothers were typically the ones transmitting the heritage language, even if both parents were heritage-language speakers.

"We think this may be the case because mothers still spend more time at home than fathers. There may also be cultural factors at play, where mothers feel it is their responsibility to transmit the language," adds Sander-Montant.

"This points to a new way of talking about transmitting languages," says Byers-Heinlein, the Concordia University Research Chair on Bilingualism and Open Science. "We estimate that young children need 20 to 30 waking hours weekly hearing each of the languages they are acquiring. Rather than stressing about using this or that strategy, families can make a calculation of who is spending time with the child and then work backwards to figure out how the child can receive enough experience in each language from fluent speakers."

The researchers believe these findings will have real-world impact for policymakers, health-care workers and professionals who closely work with and give advice to bilingual families. The research points out the need for flexible, family-centred recommendations to support bilingual development.
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Better environmental performance boosts profits and cuts costs | ScienceDaily
Sustainable practices in business are more than just an ethical responsibility; they make sound financial sense. Researchers from Kyushu University, in a study published on December 10, 2024, in Corporate Social Responsibility and Environmental Management, reveal that companies with better environmental performance and transparent disclosures can lower costs and boost profits.


						
Investors are increasingly recognizing companies' contributions toward carbon neutrality, driving the growth of environmental, social, and governance (ESG) investing. To support this trend, the Sustainability Accounting Standards Board (SASB) has provided an industry-specific framework to help companies effectively communicate their sustainability risks and opportunities to investors. Many companies now disclose their environmental information using this framework, and in many countries around the world, such transparency is becoming mandatory.

Despite the advancements, the impact of corporate environmental strategies and performance on costs and profits remains unclear. To address this, Professor Hidemichi Fujii from Kyushu University's Faculty of Economics and his team analyzed financial and environmental data from 8,547 companies across 34 countries spanning 2015 to 2022.

The team developed two quantitative indicators to assess corporate environmental information: materiality-based scores and overall environmental scores.

"Financial materiality is a relatively new concept. Environmental priorities vary across industries, as different companies face different key environmental challenges. Financial materiality helps investors assess whether disclosed information is relevant, and supports informed decision-making," explained Siyu Shen, a graduate student at Kyushu University's Graduate School of Economics and the paper's first author.

According to the SASB framework, environmental issues can be categorized into six areas, including greenhouse gas emissions, and water & wastewater management. For instance, water management is highly relevant to industries like mining but less critical for sectors such as finance. Materiality-based scores quantify only the relevant issues to see how efficiently a company addresses environmental challenges, while overall environmental scores evaluate all disclosed information to assess a company's general environmental efforts.

The researchers applied these two scores to assess companies' environmental disclosures and performance. They found that companies with stronger environmental engagement can achieve better financial outcomes, including enhanced short- and long-term profits, and reduced costs. Notably, firms with superior environmental performance -- rather than those focusing merely on disclosure -- demonstrate better financial results and attract greater interest from investors.




"Investors value what companies do for the environment more than what they say," says Fujii. "By taking concrete action on environmental issues, companies signal sustainability and reliability to consumers and investors, lowering perceived risks, and strengthening their appeal as stable and ethical investments."

While overall environmental scores have a clear positive link to financial performance, materiality-based scores show only a limited correlation. This contradicted the team's hypothesis, leading them to explore differences in how environmental efficiency is valued across countries.

A closer look at the global data reveals that environmental efficiency is more strongly tied to financial performance in developed countries, such as America and Japan. In contrast, it remains less significant in developing countries like Chile and Indonesia.

"This difference likely reflects variations in environmental regulations and public awareness across countries," Shen explains. "In more economically developed countries, where companies have long been engaged in sustainability efforts, improving environmental efficiency can enhance profitability and market valuation. Meanwhile, in developing regions, as the overall regulatory frameworks are still developing, the priority is placed on environmental performance and transparency rather than efficiency."

The team is further investigating how macroeconomic factors, such as regulatory and social environments,influence corporate sustainability practices and financial outcomes across countries. Through a series of studies, they aim to provide scientific evidence of the impact of corporate environmental information disclosure and conservation efforts on economic performance. "We expect our international comparative studies to offer useful information for promoting effective policy planning to promote proactive responses to environmental issues," Fujii adds.
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Scientists develop coating for enhanced thermal imaging through hot windows | ScienceDaily
A team of Rice University scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows. Imaging applications in a range of fields -- e.g. security, surveillance, industrial research and diagnostics -- could benefit from the research findings, which were reported in the journal Communications Engineering.


						
"Say you want to use thermal imaging to monitor chemical reactions in a high-temperature reactor chamber," said Gururaj Naik, an associate professor of electrical and computer engineering at Rice and corresponding author on the study. "The problem you'd be facing is that the thermal radiation emitted by the window itself overwhelms the camera, obscuring the view of objects on the other side."

A possible solution could involve coating the window in a material that suppresses thermal light emission toward the camera, but this would also render the window opaque. To get around this issue, the researchers developed a coating that relies on an engineered asymmetry to filter out the thermal noise of a hot window, doubling the contrast of thermal imaging compared to conventional methods.

The core of this breakthrough lies in the design of nanoscale resonators, which function like miniature tuning forks trapping and enhancing electromagnetic waves within specific frequencies. The resonators are made from silicon and organized in a precise array that allows fine control over how the window emits and transmits thermal radiation.

"The intriguing question for us was whether it would be possible to suppress the window's thermal emission toward the camera while maintaining good transmission from the side of the object to be visualized," Naik said. "Information theory dictates a 'no' for an answer in any passive system. However, there is a loophole -- in actuality, the camera operates in a finite bandwidth. We took advantage of this loophole and created a coating that suppresses thermal emission from the window toward the camera in a broad band but only diminishes transmission from the imaged object in a narrow band."

This was achieved by designing a metamaterial comprised of two layers of different types of resonators separated by a spacer layer. The design allows the coating to suppress thermal emissions directed toward the camera while remaining transparent enough to capture thermal radiation from objects behind the window.

"Our solution to the problem takes inspiration from quantum mechanics and non-Hermitian optics," said Ciril Samuel Prasad, a Rice doctoral engineering alum and first author on the study.




The result is a revolutionary asymmetric metawindow capable of clear thermal imaging at temperatures as high as 873 K (approximately 600 C).

The implications of this breakthrough are significant. One immediate application is in chemical processing, where monitoring reactions inside high-temperature chambers is critical. Beyond industrial uses, this approach may revolutionize hyperspectral thermal imaging by addressing the long-standing "Narcissus effect," where thermal emissions from the camera itself interfere with imaging. The researchers envision applications in energy conservation, radiative cooling and even defense systems, where accurate thermal imaging is essential.

"This is a disruptive innovation," the researchers noted. "We've not only solved a long-standing problem but opened new doors for imaging in extreme conditions. The use of metasurfaces and resonators as design tools will likely transform many fields beyond thermal imaging from energy harvesting to advanced sensing technologies."

Henry Everitt, senior scientist at the United States Army Research Laboratory and adjunct faculty at Rice, is also an author on the study.

The research was supported by the United States Army Research Office under cooperative agreement number W911NF2120031.
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A greener, cleaner way to extract cobalt from 'junk' materials | ScienceDaily
Penn researchers led a collaborative effort pioneering safer, more sustainable technique to extract elements critical to battery-powered technologies. Findings pave the way for getting value from materials that would otherwise be considered waste.


						
Siddarth Kara's bestseller, "Cobalt Red: How the Blood of Congo Powers Our Lives," focuses on problems surrounding the sourcing of cobalt, a critical component of lithium-ion batteries that power many technologies central to modern life, from mobile phones and pacemakers to electric vehicles.

"Perhaps many of us have read how lithium-ion batteries are vital for energy storage technologies," says Eric Schelter, the Hirschmann-Makineni Professor of Chemistry at the University of Pennsylvania. "But how material that make up such batteries are sourced can be concerning and problematic, both ethically and environmentally."

Schelter says that cobalt mining in the Democratic Republic of Congo, which supplies about 70% of the world's cobalt, raises concerns due to environmental degradation and unsafe working conditions, and that large-scale mining disrupts ecosystems, can contaminate water supplies, leaving lasting environmental damage. In addition, he notes that a looming cobalt shortage threatens to strain global supply chains as demand for battery technologies continues to grow.

To that end, an area of research his lab has been focusing on is the separation of battery-critical metals like nickel and cobalt. In a new paper, published in the journal Chem, Schelter's team and collaborators at Northwestern University presented an "easier, more sustainable, and cheaper way to separate both from materials that would otherwise be considered waste."

"Our chemistry is attractive because it's simple, works well, and efficiently separates nickel and cobalt -- one of the more challenging separation problems in the field," Schelter says. "This approach offers two key benefits: increasing the capacity to produce purified cobalt from mining operations with potentially minimal environmental harm, addressing the harshness of traditional purification chemicals, and creating value for discarded batteries by providing an efficient way to separate nickel and cobalt."

The right ingredients for selective separation

Typically, the researchers say, cobalt is often produced as a byproduct of nickel mining by way of hydrometallurgical methods such as acid leaching and solvent extraction, which separates cobalt and nickel from ores. It's an energy-intensive method that generates significant hazardous waste.




The process Schelter and the team developed to circumvent this is based on a chemical-separation technique that leverages the charge density and bonding differences between two molecular complexes: the cobalt (III) hexammine complex and the nickel (II) hexammine complex.

"A lot of separations chemistry is about manifesting differences between the things you want to separate," Schelter says, "and in this case we found conditions where ammonia, which is relatively simple and inexpensive, binds differently to the nickel and cobalt hexammine complexes."

By introducing a specific negatively charged molecule, or anion, like carbonate into the system, they created a molecular solid structure that causes the cobalt complex to precipitate out of the solution while leaving the nickel one dissolved. Their work showed that the carbonate anion selectively interacts with the cobalt complex by forming strong "hydrogen bonds" that create a stable precipitate. After precipitation, the cobalt-enriched solid is separated through filtration, washed with ammonia, and dried. The remaining solution contains nickel, which can then be processed separately.

"This process not only achieves high purities for both metals -- 99.4% for cobalt and more than 99% for nickel -- but it also avoids the use of organic solvents and harsh acids commonly used in traditional separation methods," says first author Boyang (Bobby) Zhang, a graduate student in Penn's School of Arts & Sciences and a Vagelos Institute for Energy Science and Technology Graduate Fellow. "It's an inherently simple and scalable approach that offers environmental and economic advantages."

Techno-economic and life cycle analyses

In evaluating the real-world applicability of their new method, the team, led by Marta Guron, conducted both techno-economic analysis and life-cycle assessment, with the former revealing an estimated production cost of $1.05 per gram of purified cobalt, substantially lower than the $2.73 per gram associated with a reported separations process.




"We focused on minimizing chemical costs while also using readily available reagents, which makes our method potentially competitive with existing technologies," Schelter says.

The life-cycle analysis found that eliminating volatile organic chemicals and hazardous solvents allows the process to significantly reduce environmental and health risks, which was supported by metrics like Smog Formation Potential and Human Toxicity by Inhalation Potential, where the process scored at least an order of magnitude better than traditional methods.

"This means fewer greenhouse gas emissions and less hazardous waste, which is a seriously big win for both the environment and public health," says Zhang.

Cleaner path forward

Owing to how the team accomplished their separation, Schelter says, there's an exciting fundamental science aspect of this work that he thinks they can take in many different directions, even for other metal separation problems.

"Based on the unique set of molecular recognition principles we identified through the course of this work, I think we can extend this work in many different directions," he says. "We could apply it to other metal separation problems, ultimately driving broader innovation in sustainable chemistry and materials recovery."

Eric Schelter is the Hirschmann-Makineni Professor of Chemistry in the Department of Chemistry at the School of Arts & Sciences at the University of Pennsylvania.

Boyang (Bobby) Zhang is a Vagelos Institute for Energy Science and Technology Graduate Fellow in the Schelter Group at Penn Arts & Sciences.

Marta Guron is an adjunct lecturer in the Department of Chemistry and project manager in the Office of Environmental and Radiation Safety.

Other authors are Andrew J. Ahn, Michael R. Gau, and Alexander B. Weberg from Penn and Leighton O. Jones and George C. Schatz of Northwestern University.

This research was supported by the Vagelos Institute for Energy Science and Technology at Penn, Vagelos Integrated Program in Energy Research at Penn, National Science Foundation Center (Award CHE-1925708), Center for Advanced Materials for Energy Water Systems of the U.S. Department of Energy (Grant 8J-30009-0007A), and Research Corporation for Science Advancement (Award #CS-SEED-2024-022).
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Research shows feasting fungi could revolutionize carbon-fiber recycling | ScienceDaily
Today, carbon-fiber materials are nearly ubiquitous in the industrialized world, found in everything from hockey sticks to passenger airliners. With hundreds of thousands of tons of carbon fiber produced around the world every year, scientists have sought useful, cost-effective methods for recycling the material.


						
But carbon fiber -- strands of carbon atoms bonded together in a matrix -- is particularly tough to recycle into new useful materials.

"It's usually a woven material combined with a matrix, often made of epoxy or polystyrene, that holds it together," said Berl Oakley, Irving S. Johnson Distinguished Professor of Molecular Biology at the University of Kansas. "You have a mixture of the fabric and the matrix, so the goal is to recover the fabric for reuse and also dissolve the matrix without creating something toxic or wasteful. Ideally, you want to reclaim value from it."

Now, in a new biotechnological process just detailed in the Journal of American Chemical Society, Oakley at KU and collaborators at the University of Southern California have developed a chemical procedure for breaking down and removing the matrix from carbon fiber reinforced polymers (CFRPs) such that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

One of the major matrix breakdown products is benzoic acid, and to recover additional value, Oakley has developed a genetically modified version of the fungus Aspergillusnidulans that can feast on benzoic acid to produce a valuable chemical compound called OTA (2Z,4Z,6E)-octa-2,4,6-trienoic acid). According to Oakley and his collaborators on the new paper, "This represents the first system to reclaim a high value from both the fiber fabric and polymer matrix of a CFRP."

Oakley is a longtime collaborator with the paper's lead author, Clay Wang of the University of Southern California. "We've been working for years with his lab to produce secondary metabolites in Aspergillusnidulans," Oakley said. "Secondary metabolites are compounds the fungus produces -- penicillin is the archetypal secondary metabolite -- that have biological activity, like inhibiting its competitors and so on. The Asperlin pathway is something that came out of that work. Asperlin is a secondary metabolite. We managed to turn on a particular pathway, and that was the product. We discovered that OTA is an intermediate in the pathway and OTA is a potentially valuable industrial compound."

"OTA can be used to make products with potential medical applications, like antibiotics or anti-inflammatory drugs," Wang said in a statement issued by USC. "This discovery is important because it shows a new, more efficient way to turn what was previously considered waste material into something valuable that could be used in medicine."

Next, Oakley said his KU lab will try to make their specialized fungus even more efficient, keeping in mind needs for scalability and profitability if the new carbon-fiber recycling method is to be applied at the industrial scale.

"Since this work began, we've developed strains that are actually better than the original ones," he said. "These newer strains will likely give better results, but we'll need to do lots of work to engineer this process into the improved strains."

At KU, Oakley was joined in the research by graduate student Cory Jenkinson. At USC, Wang's co-authors were Clarissa Olivar, Zehan Yu, Ben Miller, Maria Tangalos, Steven Nutt and Travis Williams.
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Social factors affect pediatric cardiac arrest outcomes | ScienceDaily
The odds on whether a child survives a cardiac arrest may depend on where they live, according to a new study from the University of Missouri School of Medicine.


						
This study found that certain social factors that influence health are associated with lower odds of children receiving CPR, application of automated external defibrillators (AEDs) and surviving after experiencing a cardiac arrest. These factors include socioeconomic or poverty status, education level and minority racial makeup.

"This may be due in part to a lack of education on how to administer CPR and AED," said emergency pediatrics doctor and study author Dr. Mary Bernardin. "The areas with highest educational attainment had the highest odds of performing CPR and using AEDs."

While several studies show that social factors affect care for adults experiencing cardiac arrests, few focused on children and had small data groups. This study is the largest of its kind, having analyzed 21,137 data entries across 54 states and territories in the United States.

Bystanders performed CPR on children in about 62% of cases and used AEDs in about 23% of cases. Only 21% of children survived, and survival was lowest in communities with lower education levels, higher rates of poverty and high racial or ethnic minority prevalence.

The most common cause for a pediatric cardiac arrest involved an acute, traumatic event. When discussing factors that impact patient outcomes, Bernadin says it is imperative to address firearm injuries, which is the most common cause of death among children in the United States.

"Children of racial or ethnic minorities have suffered the majority of firearm injuries for decades," Bernardin said. "Implementing interventions or community prevention of gun violence could save the lives of children most at risk."

In addition, building educational programs may help those most at risk of seeing or experiencing a pediatric cardiac arrest. These programs would offer CPR and AED training as well as targeted interventions.

Dr. Mary Bernardin is an assistant professor of emergency medicine and pediatrics at the MU School of Medicine and a pediatric emergency medicine doctor at MU Health Care. She is the medical director of Emergency Medical Services for Children, the assistant medical director of Pediatric Emergency Medicine, and the director of Pediatric Emergency Medicine Education.
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Updated Hep B vaccine more effective for people with HIV | ScienceDaily
A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination, according to the results of an international study led by a Weill Cornell Medicine investigator.


						
The study, reported Dec. 1 in JAMA, showed that hepatitis B vaccine with a cytosine phosphoguanine adjuvant, known as HepB-CpG, (trade name Heplisav-B) induced protective levels of antibodies in up to 99.4% of the subjects who received it. Such protection was seen in only 80.6% of subjects who received hepatitis B vaccine with an aluminum hydroxide adjuvant, known as HepB-alum, (trade name Engerix-B).

"These results suggest a potential path forward for the large number of people living with HIV who can't get protection from older hepatitis B vaccines," said study corresponding author Dr. Kristen Marks, an associate professor of medicine at Weill Cornell Medicine and an infectious disease specialist at NewYork-Presbyterian/Weill Cornell Medical Center.

Hepatitis B virus is spread mostly by the transfer of body fluids during childbirth, sex, needle-sharing during drug use. It can establish a chronic, often symptomless, liver infection that can progress to liver cirrhosis and/or liver cancer. The World Health Organization estimated in 2022 that more than 250 million people globally were living with chronic hepatitis B infection, and that more than a million would die from it that year.

In the United States, the large population of people with hepatitis B includes an estimated 5 to 10 percent of people living with HIV. People with HIV often have impaired immunity that limits their ability to fight the hepatitis B virus or to mount a protective immune response following vaccination.

The NIH-sponsored BEe-HIVe (B-Enhancement of HBV Vaccination in Persons Living With HIV) trial is a phase 3 study with 561 participants at 40 sites across North and South America, Africa and Asia. The participants are people with HIV who reported prior vaccination against hepatitis B but lacked protective levels of antibodies. The Weill Cornell Medicine HIV Clinical Trials Unit, with sites in Chelsea and the Upper East Side, enrolled participants in New York City and contributed to the overall success of the study.

Each participant received either HepB-CpG or HepB-alum. Both types of vaccine use the same quantity of the same lab-made hepatitis B virus protein to induce anti-hepatitis-B responses; they differ primarily in their "adjuvants," which are compounds added to provide general stimulation to the immune system's ability to mount an antibody response.




The United States Food and Drug Administration (FDA) approved HepB-CpG for use in adults in 2017. The results suggest that clinicians will now prefer it over alum-adjuvant vaccines for boosting immunity against hepatitis B in adults with HIV who have little or no existing antibody protection.

Prior research has found that Heplisav-B induces high rates of protective antibody responses in patients with diabetes or end-stage kidney disease who tend to respond poorly to traditional hepatitis B vaccines. In an earlier part of the current study, Dr. Marks and colleagues also found that Heplisav-B induced protective antibody responses in 100% of people with HIV who had otherwise never been vaccinated against hepatitis B.

The new analysis included three arms: the HepB-CpG vaccine in three doses, the HepB-alum vaccine in three doses, and the HepB-CpG vaccine in its standard regimen of two doses. Both of the Hep-CpG arms were superior to HepB-alum, with 99.4% (three-doses) and 93.1% (two doses) of people in those groups showing protective levels of vaccine-induced antibodies, compared with 80.6% of those in the HepB-alum group. The trial did not uncover new safety issues.

Dr. Marks and her colleagues currently are conducting a follow-up analysis of the durability of the antibody responses.

This research was supported in part by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health, through grants UM1 AI068634, UM1 AI068636, and UM1AI106701.
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Resolving ambiguity: How the brain uses context in decision-making and learning | ScienceDaily
Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain, according to researchers at UC Santa Barbara, work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.


						
"I would argue that that's the foundation of cognition," said UCSB neuroscientist Ron Keiflin, whose lab investigates the neural circuits behind valuation and decision-making. "That's what makes us not behave like simple robots, always responding in the same manner to every stimulus. Our ability to understand that the meaning of certain stimuli is context-dependent is what gives us flexibility; it is what allows us to act in a situation-appropriate manner."

For instance, he said, your phone could be ringing, but whether you answer it will depend on a variety of factors, including where you are, what you're doing, what time it is, who may be calling and other details. It's a single stimulus, Keiflin said, "but depending on the background circumstances, it's going to be processed differently and you might decide to engage with it in a different manner."

The research, published in the journal Current Biology, is the first to causally test the relative contributions of the orbitofrontal cortex and hippocampus in this contextual disambiguation process.

Making meaning 

The orbitofrontal (OFC) occupies the front part of the brain right above the eyes. It's associated with reward valuation, planning, decision-making and learning. The dorsal hippocampus (DH) is located farther back, deeper into the brain, and it's associated with spatial navigation and episodic memory.

"Historically, research on the orbitofrontal cortex and the hippocampus has proceeded largely in parallel, but ultimately these different lines of research reached very similar conclusions for these two brain regions," Keiflin said.




"The idea is that these two brain regions encode a 'cognitive map' of the structure of the world," he said, noting that it doesn't have to be a purely spatial map. "It's a map of the causal structure of the environment; you can use this map to mentally simulate consequences of your actions and choose the best path forward.

This cognitive map is precisely what one needs to understand that the meaning of a cue depends on the context. But studies before this one hadn't explicitly tested the role of these regions in contextual disambiguation.

To understand how these two regions contributed to contextual disambiguation, the researchers devised an experiment in which rats were exposed to brief auditory cues, presented in either a bright or a dark context (the context was changed by turning a light bulb on or off). The auditory cues would sometimes lead to reward (a little bit of sugar water), but not always; other times the same cues would have no consequence, making them ambiguous predictors of rewards. Eventually the rats would learn that one auditory cue was rewarded only in the light-, but not the dark- context; while the opposite was true for the other auditory cue. In other words, they would learn that the meaning of the cues was context-dependent.

The researchers knew when the rat had learned to discriminate between the two situations when the rats approached and licked the sugar water cup in anticipation of the reward in one setting, or not, in the other setting.

To determine how the orbitofrontal cortex and hippocampus were involved in this contextual disambiguation process, the researcher used "chemogenetics" -- a tool that allowed them to temporarily inactivate either of these structures during the task.

They found that inactivation of the OFC had profound effects in the task. Without a functional OFC, rats were no longer able to use the context to inform their prediction and regulate their reward seeking behavior. Surprisingly, DH was largely dispensable in this task; rats were completely unfazed by the inactivation of their hippocampus and they continued to perform the task with high accuracy.




Does this mean that the DH is not involved in contextual disambiguation? Not exactly. A key moment in their lab was when the researchers realized that knowledge is not only important for the recall of past learning, but also essential for future learning.

"If I walked into an advanced math lecture, I would understand -- and learn -- very little," Keiflin said. "But someone more mathematically knowledgeable would be able to understand the material, which would greatly facilitate learning.

Applied to our task, we thought that prior knowledge of context-dependent relationships would facilitate learning of new context-dependent relationships," he continued. "And indeed, this is exactly what we observed."

It took more than four months of training for rats to learn the initial context-dependent pairs, he said; however, once equipped with a cognitive map of context-dependent relationships, rats could learn new context-dependent relationships in just a few days.

Using the same chemogenetic approach, researchers examined the role of the OFC and DH is this knowledge-accelerated form of learning. This time, they found that both the OFC and the DH were essential. Without these structures, rats could not use their prior knowledge to make inferences about new context-dependent relationships.

The conclusion is that the OFC and DH both contribute to contextual disambiguation, but in partially different ways: OFC is essential for using contextual knowledge to regulate behavior, DH on the other hand is more important for using contextual knowledge to facilitate new contextual learning.

The fact that prior knowledge influences learning is well established in psychology and well known by educators, however it is often ignored in neuroscience research, Keflin pointed out.

"A better neurobiological understanding of this rapid learning and inference of context-dependent relations is critical, as this form of learning is probably much more representative of the human learning experience."
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A new discovery about the source of the vast energy in cosmic rays | ScienceDaily
Ultra-high energy cosmic rays, which emerge in extreme astrophysical environments -- like the roiling environments near black holes and neutron stars -- have far more energy than the energetic particles that emerge from our sun. In fact, the particles that make up these streams of energy have around 10 million times the energy of particles accelerated in the most extreme particle environment on earth, the human-made Large Hadron Collider.


						
Where does all that energy come from? For many years, scientists believed it came from shocks that occur in extreme astrophysical environments -- when, for example, a star explodes before forming a black hole, causing a huge explosion that kicks up particles.

That theory was plausible, but, according to new research published this week in The Astrophysical Journal Letters, the observations are better explained by a different mechanism. The source of the cosmic rays' energy, the researchers found, is more likely magnetic turbulence. The paper's authors found that magnetic fields in these environments tangle and turn, rapidly accelerating particles and sharply increasing their energy up to an abrupt cutoff.

"These findings help solve enduring questions that are of great interest to both astrophysicists and particle physicists about how these cosmic rays get their energy," said Luca Comisso, associate research scientist in the Columbia Astrophysics Lab, and one of the paper's authors.

The paper complements research published last year by Comisso and collaborators on the sun's energetic particles, which they also found emerge from magnetic fields in the sun's corona. In that paper, Comisso and his colleagues discovered ways to better predict where those energetic particles would emerge.

Ultra-high energy cosmic rays are orders of magnitude more powerful than the sun's energetic particles: They can reach up to 1020 electron volts, whereas particles from the Sun can reach up to 1010 electron volts, a 10-order-of-magnitude difference. (To give an idea of this vast difference in scale, consider the difference in weight between a grain of rice with a mass of about 0.05 grams and a 500-ton Airbus A380, the world's largest passenger aircraft.) "It's interesting that these two extremely different environments share something in common: their magnetic fields are highly tangled and this tangled nature is crucial for energizing particles," Comisso said.

"Remarkably, the data on ultra-high energy cosmic rays clearly prefers the predictions of magnetic turbulence over those of shock acceleration. This is a real breakthrough for the field," said Glennys R. Farrar, an author on the paper and professor of physics at New York University.

The research was supported by the National Science Foundation.
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Once-endangered Kirtland's warblers show extensive signs of inbreeding in genome | ScienceDaily
The genome of a once-endangered songbird shows extensive signs of inbreeding, according to a new study by Penn State researchers. Because inbreeding can negatively impact survival and reproduction, the results could guide continuing conservation efforts for Kirtland's warblers, whose populations still rely on extensive management. The new study, published Dec. 9 in the journalEvolutionary Applications, also suggests how genetic information about inbreeding could be used when considering the removal of species from the endangered species list.


						
Kirtland's warblers have also been known as jack pine warblers, as their breeding habitat is limited to young jack-pine forests in Michigan. The species nearly went extinct in the 1970s due to threatened habitat and the population decline was exacerbated by brown-headed cowbirds, who lay their eggs in the nests of other bird species -- including warblers -- and divert resources away from their chicks. Kirtland's warblers were classified as endangered under the Endangered Species Act of 1973. Thanks to intensive, targeted management over several decades, Kirtland's warbler populations have recovered. The species was "delisted" -- no longer considered endangered -- in 2019, though management efforts remain critical to their survival, according to the researchers.

"When any population goes through a period when few breeding individuals are present, called a 'bottleneck,' there is always a chance of inbreeding, which can lead to reduced survival of future generations," said Anna Maria Calderon, graduate student in biology in the Penn State Eberly College of Science and first author of the paper. "The 2019 decision to delist Kirtland's warblers referenced a study that did not find strong evidence of inbreeding, but the tests available at the time were not very high resolution. We used updated sequencing technology to get a clearer picture of the genetic diversity and potential for inbreeding among these songbirds."

Like other animals, birds receive one copy of their genome from each parent. Some genetic variants can have negative impacts on an animal's survival or reproductive success. The likelihood of receiving the same potentially damaging variant from both parents increases with inbreeding, when genetically similar individuals mate.

Previous tests of genetic diversity -- such as those referenced in the delisting decision -- often focus on a small set of specific markers on the genome called microsatellites, which only provide part of the picture. However, advancements in sequencing technology now allow inexpensive analysis of the entire genome from multiple individuals.

"If you think of the genome as a movie of the blueprint of life, then using microsatellites is like trying to get the plot from half a dozen snapshots, while sequencing the entire genome is like watching an entire 4K-resolution film," said David Toews, Louis Martarano Career Development Professor of Biology at Penn State and co-leader of the research team. "There's so much more information to be obtained from sequencing the entire genome, and modern technology has made that analysis possible."

The researchers sequenced the whole genome of Kirtland's warblers and, as a point of comparison, they also sequenced whole genomes of two closely related species whose populations have remained large and stable, Hooded warblers and American redstarts. The team specifically looked at a measure of inbreeding called "runs of homozygosity."

A given spot on the genome is called homozygous when the genetic information obtained from an animal's maternal parent is the same as the information obtained from its paternal parent. Runs of homozygosity (ROH) are long, connected stretches of homozygosity, sometimes millions of letters of the genetic alphabet in length. Particularly long ROH indicate that the individuals who carry them are products of recent inbreeding, when genetically similar individuals mated and were thus more likely to pass on the same genetic information. Fewer and shorter stretches indicate that an individual's parents are more distantly related.




"Runs of homozygosity give us a unique look into the past and can be an indicator of the genomic health of the population," said Zachary Szpiech, assistant professor of biology at Penn State and the other co-leader of the research team. "For example, long ROH have been associated with how well other species survive in their first year. ROH can also flag potentially damaging genetic variants, which may be useful when considering the conservation of the bird."

The researchers found exceptionally long ROH in Kirtland's warblers, indicating very recent inbreeding that had not previously been identified in this species. Additionally, they found many small to medium-sized ROH in Kirtland's warblers, while the two closely related species had almost none.

"The contrast between Kirtland's warblers and their closest related species, which haven't undergone any population bottlenecks, couldn't be more stark," Toews said. "We found no evidence of inbreeding whatsoever in Hooded warblers or American redstarts, and in comparison, the level of inbreeding for the Kirtland's warblers is almost off the charts. We also found a high frequency of potentially damaging genetic variants. This gives us a clear picture of how the demographic history of songbirds can shape their genetic diversity."

The researchers noted that the Kirtland's warblers they sampled did not appear to have any physical deformities. However, they said that inbreeding could manifest during the stages of life they did not observe, for example during development or the energy-intensive task of migration, or impact aspects of their reproductive success, such as how many eggs they lay or how many hatch. According to Toews, continued monitoring of these birds to clarify the impacts of inbreeding will be critical to future conservation efforts.

"An open question in this species has been whether the population of Kirtland's warblers has always been small, or if it was once large and crashed," Calderon said. "We can actually use ROH to look into the past, using rates of recombination -- one way genomes can swap information around -- to estimate when certain combinations of genetic information appeared. From this, we can see that most of the DNA segments within the short ROH in these birds originated between 1874 and 1954, mostly before known bottlenecks. This suggests that Kirtland's warblers may have always had small population sizes. This makes sense given the high specificity of these birds to young jack-pine forests."

Comparing these results with information about the distribution and abundance of the species, which has been collected since the 1940s, can provide insight into the events that shaped the genomes of these birds. For example, the researchers dated the origin of many DNA segments within long ROH between 1940 to 1981. This is consistent with a sudden population collapse beginning in the early 1940s, as this bottleneck would result in more, longer ROH. The researchers also plan to sequence the genomes of museum samples, including birds collected as early as the late 1800s, to provide additional context around genetically important events.




"Although Kirtland's warblers are celebrated as a conservation success story, they are highly inbred and have a high frequency of potentially damaging genetic variants that could impact their ability to persist," Calderon said. "Our work serves as an important example of how measures of genetic health may tell a different story than simple population numbers. Both need to be considered when assessing a population's recovery and when making conservation decisions."

In addition to Calderon, Toews and Szpiech, the research team also includes Andrew Wood, a research technologist in Toews' lab at the time of the research and now a postdoctoral researcher at the University of Minnesota.

Funding from the U.S. National Science Foundation Division of Environmental Biology, the Penn State Huck Institutes of the Life Sciences and the Penn State Eberly College of Science supported this research.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210142037.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Rethinking the quantum chip | ScienceDaily
Researchers at the UChicago Pritzker School of Molecular Engineering (UChicago PME) have realized a new design for a superconducting quantum processor, aiming at a potential architecture for the large-scale, durable devices the quantum revolution demands.


						
Unlike the typical quantum chip design that lays the information-processing qubits onto a 2-D grid, the team from the Cleland Lab has designed a modular quantum processor comprising a reconfigurable router as a central hub. This enables any two qubits to connect and entangle, where in the older system, qubits can only talk to the qubits physically nearest to them.

"A quantum computer won't necessarily compete with a classical computer in things like memory size or CPU size," said UChicago PME Prof. Andrew Cleland. "Instead, they take advantage of a fundamentally different scaling: Doubling a classical computer's computational power requires twice as big a CPU, or twice the clock speed. Doubling a quantum computer only requires one additional qubit."

Taking inspiration from classical computers, the design clusters qubits around a central router, similar to how PCs talk to each other through a central network hub. Quantum "switches" can connect and disconnect any qubit within a few nanoseconds, enabling high-fidelity quantum gates and the generation of quantum entanglement, a fundamental resource for quantum computing and communication.

"In principle there's no limit to the number of qubits that can connect via the routers," said UChicago PME PhD candidate Xuntao Wu. "You can connect more qubits if you want more processing power, as long as they fit in a certain footprint."

Wu is the first author of a new paper published in Physical Review X that describes this new way of connecting superconducting qubits. The researchers' new quantum chip is flexible, scalable and as modular as the chips in cellphones and laptops.

"Imagine you have a classical computer that has a motherboard integrating lots of different components, like your CPU or GPU, memory and other elements," said Wu. "Part of our goal is to transfer this concept to the quantum realm."

Size and Noise




Quantum computers are highly advanced yet delicate devices with the potential to transform fields such as telecommunications, healthcare, clean energy, and cryptography. Two things must happen before quantum computers can tackle these global problems to their fullest potential.

First, they must be scaled to large enough size with flexible operability.

"This scaling can offer solutions to computational problems that a classical computer simply cannot hope to solve, like factoring huge numbers and thereby cracking encryption codes," Cleland said.

Second, they must be fault-tolerant, able to perform massive calculations with few errors, ideally surpassing the processing power of current state-of-the-art classical computers. The superconducting qubit platform, under development here, is one promising approach to building a quantum computer.

"A typical superconducting processor chip is a square shape with all the quantum bits fabricated on that. It's a solid-state system on a planar structure," said co-author Haoxiong Yan, who graduated from UChicago PME in the spring and now works as a quantum engineer for Applied Materials. "If you can imagine a 2-D array, like a square lattice, that's the topology of typical superconducting quantum processors."

Limitations in Typical Design

This typical design causes several limitations.




First, putting qubits on a grid means each qubit can only interact with, at most, four other qubits -- its immediate neighbors to the north, south, east and west. Greater qubit connectivity usually enables a more powerful processor with respect to both flexibility and component overhead, but the four-neighbor limit is generally considered inherent to the planar design. This means for practical quantum computing applications, scaling the device using brutal force will likely result in unrealistic resource requirements.

Second, the nearest-neighbor connections will in turn limit the classes of quantum dynamics that can be implemented as well as the extent of parallelism the processor is able to execute.

Finally, if all qubits are fabricated on the same planar substrate, then this poses a significant challenge to the fabrication yield, as even a small number of failed devices means the processor won't work.

"To undertake practical quantum computing, we need millions or even billions of qubits and we need to make everything perfectly," Yan said.

Rethinking the Chip

To work around these issues, the team retouched the design of the quantum processor. The processor is designed to be modular, in a way that different components can be pre-selected before being mounted onto the processor motherboard.

The team's next steps are working on ways to scale up the quantum processor to more qubits, find novel protocols for expanding the processor's capabilities, and, potentially, find ways to link router-connected qubit clusters the way supercomputers link their component processors.

They're also looking to expand the distance over which they can entangle qubits.

"Right now, the coupling range is sort of medium-range, on the order of millimeters," Wu said. "So if we're trying to think of ways to connect remote qubits, then we must explore new ways to integrate other kind of technologies with our current setup."

Funding: Devices and experiments were supported by the Army Research Office and Laboratory for Physical Sciences (ARO Grant No. W911NF2310077) and by the Air Force Office of Scientific Research (AFOSR Grant No. FA9550-20-1-0270)
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When does waiting stop being worth it? | ScienceDaily
You're standing at a bus stop, waiting for a ride that seems like it will never come. At first, you're hopeful that it will be here any second. But as the minutes laggardly drag on, doubt creeps in. Should you keep waiting, or is it smarter to start walking or call for a ride?


						
"It's a classic dilemma. "Do you persist with the belief that the bus is on its way, or do you cut your losses and move on to something else?" asks Joe Kable, a psychologist in the School of Arts & Sciences at the University of Pennsylvania. The question isn't just whether you have the patience to wait, he says. "It's about understanding when it pays off to stick with something and when cutting your losses is the better choice."

Kable draws parallels to two competing ideas on perseverance: Penn professor Angela Duckworth's bestseller "Grit," which champions the value of persistence, and "Quit" by Penn alum Annie Duke, which explores the wisdom of knowing when to let go.

In a paper published in the Journal of Neuroscience, Kable, collaborator Joe McGuire of Boston University, and a team of researchers examine the neural underpinnings that belie one's decision to persist or quit, "and how the brain's executive function helps us decide when to wait or walk away." The research looks at individuals with damage to different parts of the prefrontal cortex, the seat of executive decision-making, revealing how the brain evaluates uncertainty and guides those split-second decisions.

These findings could bear implications for understanding and potentially treating conditions like anxiety, depression, substance abuse, and addiction, which often involve altered reward processing and persistence behaviors.

Lessons gleaned from the waiting game

Kable and his team investigated how different regions of the frontal cortex influence decisions to persist or quit using a task designed to mimic real-world dilemmas. In the experiment, participants decided when to "cash out" coins that increased in value over time. Some coins matured quickly while others required a longer wait, depending on the task condition.




"We wanted to create a situation where persistence sometimes paid off and sometimes didn't," Kable says. In the high-persistence (HP) condition, maturation times were uniformly distributed, so always waiting until the coin reached its maximum value was optimal. In the limited-persistence condition, the maturation times followed a heavy-tailed distribution, meaning that if the coin did not mature within the first couple of seconds, it was better to stop waiting. Participants weren't told about these distributions, forcing them to learn from experience.

Their study had 18 controls and 31 participants with brain lesions, grouped by the affected regions of their frontal cortex. The lesion groups included people with damage to the ventromedial prefrontal cortex (vmPFC), the dorsomedial prefrontal cortex (dmPFC), or anterior insula (AI), and a "frontal control" group with lesions in other areas of the frontal cortex. By comparing these groups, the researchers aimed to pinpoint the specific contributions of different brain regions to persistence and quitting.

"By studying individuals with these specific lesions, we could directly test how different parts of the brain contribute to persistence versus quitting," says Camilla van Geen, first author of the study and a Ph.D. candidate in the Kable Lab.

The team found that participants with vmPFC damage waited less overall, particularly in the HP condition where persistence was the optimal strategy. "The vmPFC seems to play a crucial role in evaluating the subjective value of waiting," van Geen says. "Damage to this area doesn't just reduce patience; it fundamentally alters how people assess whether persistence is worthwhile in the first place."

However, participants with lesions in the dmPFC or AI showed a different pattern of impairment, Kable says. They waited about the same amount of time in both conditions, failing to distinguish between situations where persistence was advantageous and those where it wasn't. "It wasn't just a matter of self-control," Kable says. "These participants couldn't adjust their strategies based on feedback from the environment, particularly from experiences where quitting was the better decision."

Van Geen also used a computational model to further analyze these decision-making processes, which revealed that the vmPFC group had a lower baseline willingness to wait, while the dmPFC/AI group struggled to learn from quit trials.




A dynamic relationship with rewards

"This isn't just about self-control or impulsivity; it's about how our brains estimate value and adapt in real time to decide when waiting pays off," van Geen says.

One surprising finding was that individuals with lesions in the lateral prefrontal cortex, a region often associated with self-control, performed just as well as healthy controls. This result suggests that while the vmPFC helps determine the baseline value of waiting and the dmPFC and AI contribute to learning from feedback, the lateral prefrontal cortex may not be as central to persistence as previously thought.

"We often think of persistence as a good thing and quitting as a failure," van Geen says. "But really, they're two sides of the same coin. Both require complex mental calculations and both can be the right choice depending on the situation."

As a follow-up, the researchers are turning their attention to neurotransmitters like dopamine and serotonin to better understand how these systems influence persistence. "We've completed a study where participants take drugs that enhance these systems to see how it affects their willingness to wait," Kable says. "The preliminary results suggest serotonin plays a particularly interesting role, but we're still working through the data."

Future work will also focus on how brain regions and neurotransmitter systems interact. "Do these systems influence each other, or do they operate independently? That's one of the big questions we're tackling next," Kable says.

Joseph W. Kable is the Jean-Marie Kneeley President's Distinguished Professor of Psychology at the University of Pennsylvania's School of Arts & Sciences.

Camilla van Geen is a Ph.D. candidate in Penn Arts & Sciences.

Other authors are Yixin Chen of Boston University, Rebecca Kazinka of the University of Minnesota, and Avinash R Vaidya of the NIDA Intramural Research Program.

The research was supported by the National Institutes of Health (grants R01-DA029149, F32-DA030870, and R21-MH124095 and award ZIA DA000642), and the National Science Foundation (Grant BCS-1755757).
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Seals strategically scoot around the seas on icebergs | ScienceDaily
Harbor seals in icy regions use icebergs shed by glaciers as safe platforms to give birth, care for young and molt. New research finds that as glaciers change with the climate, the resulting changes in size, speed and number of icebergs affect seals' critical frozen habitat. Mother seals prefer stable, slower-moving bergs for giving birth and caring for newborn pups, while in the molting season, they and the rest of the seal population favor speedier ice near the best foraging grounds.


						
"Our work provides a direct link between a glacier's advance and seals' distribution and behavior," said Lynn Kaluzienski, a postdoctoral fellow at the University of Alaska Southeast who led the study. "Interdisciplinary studies like this one coupled with long-term monitoring campaigns will be important to understand how climate change will influence tidewater glacier fjord ecosystems in the future."

Kaluzienski will present the findings at AGU's 2024 Annual Meeting in Washington, D.C., on Tuesday, 10 December.

The study focused on harbor seals and icebergs in Johns Hopkins Inlet and Glacier, located in Glacier Bay National Park, Alaska. Johns Hopkins is one of the few glaciers on Earth that is advancing (growing thicker and flowing forward into the fjord) rather than retreating due to global warming, partly thanks to its terminal moraine, comprising crushed rock and other sediment, which effectively barricades the front of the glacier from warmer ocean water that would increase the glacier's melt rate.

But that wall of sediment reduces the number of icebergs the glacier sheds into the fjord. Fewer icebergs means less habitat for seals, making it crucial that researchers understand how seals use the icebergs available to them.

Kaluzienski, university colleagues, and collaborators from the U.S. National Park Service spent the last few years documenting fine-scale variations in icebergs and in the distribution of seals in the fjord, using time-lapse cameras and aerial photographic surveys.

"Icebergs are found throughout the fjord in regions of fast flow, within eddies, and close to the glacier," Kaluzienski said. "We wanted to understand which of these areas seals were using and how this habitat is changing in response to advances at the glacier front and reduction in iceberg numbers."

When an iceberg breaks away from a glacier, its speed and path are affected by wind, ocean currents and freshwater runoff streaming from the base of the glacier. Called a plume, this jet of water is more buoyant than the salty ocean water in the fjord. The plume brings plankton and fish to the surface, creating a moving buffet that seals can snack on from icebergs.

The researchers used remote sensing data to find the plume and compared it to where icebergs and seals are during the pupping season in June and molting season in August. They found that during the pupping season, seals that were out of the water generally could be found on slower-moving icebergs, with speeds slower than 7-8 inches (0.2 meters) per second. Conversely, during the molting season, the seals were increasingly likely to be found on faster-moving icebergs in or near the plume.

It's possible that icebergs in slower waters are more stable, giving adult seals a sturdier platform for caring for young pups. The stability of the ice may be less critical when the seals are molting, and bergs near the plume may offer more foraging opportunities.
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Bighorn sheep face death by avalanche in Sierra Nevada range | ScienceDaily
Snow cover in the Sierra Nevada is expected to shrink overall as the climate warms, but avalanche frequency could remain the same or even increase at high elevations. That's bad news for bighorn sheep that live there, according to new research to be presented at AGU's 2024 Annual Meeting.


						
In John Muir's 1894 book "The Mountains of California," he praised the "perfect strength and beauty" of the wild Sierra Nevada bighorn sheep, "leaping unscathed from crag to crag." Those bighorn sheep are now an endangered species. After surmounting its first threats -- diseases from and overgrazing by domestic sheep settlers introduced to the Sierra Nevada -- the species made a slow comeback, crawling from 100 individuals in 1995 to 600 in 2015. But much of that conservation work is being undone by a new threat: avalanches. Together with mountain lion predation, the Sierra bighorn sheep population has halved since 2023.

Ned Bair, a researcher at the University of California, Santa Barbara, and colleagues ran simulations for the current (1990-2020) and future (2050-2080) climate to find out how avalanches might continue to affect bighorn sheep. They found that while snow cover may decrease in the Sierra Nevada as the climate warms, avalanches that kill bighorn sheep might not.

"There's certainly going to be less snow in the future, and it's going to impact the sheep, which are very fragile as is," Bair said. "In dry winters, they don't have enough forage. And in the big winters, they die of starvation and avalanches."

Bair will present his work on Tuesday, 10 December 2024 at AGU's Annual Meeting in Washington, D.C.

A perilous environment for bighorn sheep

While bighorn sheep exist in other western mountain ranges, the Sierra Nevada subgroup is genetically distinct -- the remaining 350 sheep are all that remain of the species. The few remaining herds of the sheep live at rocky, high elevations, and forage on grasses, herbs and shrubs.




"They like to live in very challenging environments, hence the avalanche problem," Bair said.

Snow is an essential water source for bighorn sheep, but it can also be dangerous. The 2022-2023 winter in California set precipitation records and dumped approximately 18 meters (60 feet) of snow onto the Sierra Nevada. That winter, avalanches killed at least 73 bighorn sheep, with 12 deaths from just one avalanche, according to the California Department of Fish and Wildlife.

The researchers projected how much snow would fall throughout the Sierra Nevada under future climate change, using precipitation data from past dry years (2013 and 2018) and a wet year (2019) to run their simulations.

While snow cover will generally decrease in the Sierra Nevada in the future, that decrease will mostly be at lower elevations, where snowfall may become rain. The high elevations where bighorn sheep live will have fewer changes to snow cover. Those high elevations may even see an increase in snow accumulation as climate change increases the number and strength of California's atmospheric rivers, which were responsible for the Sierra Nevada's deep snowpack in 2023. More snow could mean more avalanches at high elevations, leading to more bighorn sheep deaths.

It is not yet clear how the California Department of Fish and Wildlife's Bighorn Sheep Recovery Program, founded after 2023's devastating winter, will adapt to increased avalanches. The wild sheep could also see increased threats from recovering wolf and mountain lion populations.

"It's a hard population to sustain," Bair said. "I think there are some real challenges with being assured of at least my children being able to see a bighorn sheep in the wild when they're my age."
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These are now the smokiest cities in America | ScienceDaily
Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research to be presented on at AGU's 2024 Annual Meeting.


						
Smoke from forest fires impacts millions of people every year. It can travel thousands of miles from its origin, creating a layer of haze and worsening respiratory conditions such as asthma.

Now, researchers have developed a new algorithm using satellite imagery and particulate matter (PM2.5) levels to quickly see which parts of the country experienced the most smoke over the last five years. Cities in Oregon, Nevada, Washington and other Western states had the highest smoke levels on average. But 2023 saw metropolitan areas as far east as Baltimore flooded with unhealthy smoke levels, and cities in Wisconsin and Minnesota bore the brunt of the incoming smoke from Canadian forest fires.

Knowing where smoke strikes can help cities prepare for health issues and understand just how much of their PM2.5 air pollution comes down to wildfires, said Dan Jaffe, an atmospheric chemist at the University of Washington who led the research.

Jaffe will present his research on 10 December at AGU's 2024 Annual Meeting in Washington, D.C.

Smoke City, USA

Wildfires are growing in size and frequency because of climate change, and as people move from urban areas to woodlands and other more fire-prone areas, the population exposed to smoke is growing. Current methods for measuring impacts of wildfire often focus on "smoke days," where smoke is above 'normal' levels. Those methods are labor intensive, and data analysis can take up to a year to complete.




To get a faster turnaround time, Jaffe and colleagues created an algorithm that could quickly sorted through two sets of data collected between 2019 and 2023: satellite images of smoke and PM2.5 concentrations collected at ground level throughout the United States. The researchers trained an algorithm to recognize smoke days from these two data sets. They then added health data from hospitals in those cities to see whether smoke had an impact on emergency room visits during especially hazy days.

The algorithm revealed that three cities in western Oregon -- Medford, Grants Pass and Bend -- were the smokiest cities on average over five years. In Medford, the smokiest city, daily levels of PM2.5 averaged 4.2 mg/m3 over one year. Smoke doesn't impact towns every day. But averaged out over a whole year, the smokiest cities in each Western state saw daily averages of 3.4 mg/m3 in Gardenville-Rancho in Nevada; 2.7 mg/m3 in Bishop, California; Yakima, at 2.5 mg/m3 in Washington; and 2.3 mg/m3 in Fairbanks-College, Alaska. The smokiest city with more than a million people is the Sacramento metropolitan area, with an annual daily PM2.5 averaging 2.0 mg/m3.

The EPA recommends that annual exposure to PM2.5 should not exceed 9.0 ug/m3. That means that in the smokiest parts of the country, average daily exposures are "a very significant fraction' of the EPA's annual cut off, Jaffe said.

A strange wildfire season

States outside the West also saw a rise in emergency room visits due to smoke. The researchers estimate that around one-third of all PM2.5-related emergency room visits in Detroit during 2023 were due to smoke. Those visits were likely caused by smoke from Canadian fires pouring in over the border.

"2023 was this strange year where the Canadian forests were just torched like crazy, and the Midwest got hit extremely hard," Jaffe said.




Within the study period, 2023 saw the highest increase in emergency room visits related to wildfire smoke. The entire country saw an extra 16,000 emergency room visits during "smoke days" in 2023 compared to previous years. In Bend, Oregon, a city that outside of the fire season has relatively clean air, around 60% of asthma-related visits in 2023 were related to smoke.

Because of the Canadian fires, North Dakota, Minnesota and Wisconsin joined the list of smokiest spots. Even Baltimore's daily PM2.5 average reached 2.0 mg/m3 in 2023, compared to an average of 0.7 mg/m3 during the other four years.

A repeat of 2023 isn't likely to occur immediately, Jaffe said. But wildfire patterns are changing in North America. That comes with health implications for millions of Americans, with a growing body of research suggesting that smoke exposure can have long-term impacts on human health.

"For cities and towns, I think it's important to be planning ahead and thinking about what's a normal year, and what's an extreme year," Jaffe said.
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        Early-onset colorectal cancer cases surge globally
        Researchers show that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older.

      

      
        A new galaxy, much like our own
        Stunning new photographs by a team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way. The extraordinary images give us an unprecedented picture of what our own galaxy might have looked like when it was being born.

      

      
        AI thought knee X-rays show if you drink beer -- they don't
        A new study highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as 'shortcut learning.' The researchers analyzed thousands of knee X-rays and found that AI models can 'predict' unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved high levels of accuracy by exploiting subtle and unintende...

      

      
        Minuscule robots for targeted drug delivery
        An interdisciplinary team has created tiny bubble-like microrobots that can deliver therapeutics right where they are needed and then be absorbed by the body.

      

      
        You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues
        Is it possible to pass on the effects of malnutrition? A new animal study found that a protein-deficient diet in one generation created related health risks -- lower birth-weight, smaller kidneys -- in offspring that lasted four generations.

      

      
        New research unlocks jaw-dropping evolution of lizards and snakes
        A groundbreaking study has shed light on how lizards and snakes -- the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.

      

      
        Recycling human, animal excreta reduces need for fertilizers
        Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling.

      

      
        Researchers discover new third class of magnetism that could transform digital devices
        A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.

      

      
        Scientists transform ubiquitous skin bacterium into a topical vaccine
        Scientists' findings in mice could translate into a radical, needle-free vaccination approach that would also eliminate reactions including fever, swelling and pain.

      

      
        Biological diversity is not just the result of genes
        How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team demonstrates that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species th...

      

      
        Soda taxes don't just affect sales: They help change people's minds
        The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks.

      

      
        A new discovery about the source of the vast energy in cosmic rays
        New research suggests that these ultra-high energy rays derive their energy from magnetic turbulence.

      

      
        New gene therapy reverses heart failure in large animal model
        In a single IV injection, a gene therapy targeting cBIN1 can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival.

      

      
        Tiny poops in the ocean may help solve the carbon problem
        Some of the world's smallest animals and their tiny poops could aid in the fight against climate change. A study reports that clay dust sprayed on the surface of seawater converts free-floating carbon particulates into food for zooplankton, which the microscopic animals later deposit deep into the sea as feces. The particulates are the remnants of carbon dioxide removed from the atmosphere by marine plants that re-enters the atmosphere when the plants die. This new method redirects the carbon int...

      

      
        AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected
        AI predicts that most of the world will see temperatures rise to 3C much faster than previously expected.

      

      
        Shape-changing device helps visually impaired people perform location task as well as sighted people
        A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new research.

      

      
        AI predicts Earth's peak warming
        Artificial intelligence provides new evidence that rapid decarbonization will not prevent warming beyond 1.5 degrees Celsius. The hottest years of this century are likely to shatter recent records.

      

      
        Short-term cognitive boost from exercise may last for 24 hours
        The short-term boost our brains get after we do exercise persists throughout the following day, suggests a new study.

      

      
        Pups of powerful meerkat matriarchs pay a price for their mom's status
        In meerkat society a dominant female is in charge, growling, biting, pushing and shoving to keep others in line. The matriarch's bullying behavior is fueled by high levels of testosterone that can surge to twice those of her male counterparts when she's pregnant. But while testosterone gives her a competitive edge and helps her keep the upper hand, it can also take a toll on the health of her developing offspring, researchers report.

      

      
        Dogs use two-word button combos to communicate
        A new study shows that dogs trained to use soundboards to 'talk' are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners.

      

      
        Earliest deep-cave ritual compound in Southwest Asia discovered
        A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent.

      

      
        Mars' infamous dust storms can engulf the entire planet: A new study examines how
        Dust storms on Mars could one day pose dangers to human astronauts, damaging equipment and burying solar panels. New research gets closer to predicting when extreme weather might erupt on the Red Planet.

      

      
        Not so simple machines: Cracking the code for materials that can learn
        Physicists have devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

      

      
        New AI cracks complex engineering problems faster than supercomputers
        Modeling how cars deform in a crash, how spacecraft responds to extreme environments, or how bridges resist stress could be made thousands of times faster thanks to new artificial intelligence that enables personal computers to solve massive math problems that generally require supercomputers.

      

      
        Existing EV batteries may last up to 40% longer than expected
        Consumers' real-world stop-and-go driving of electric vehicles benefits batteries more than the steady use simulated in almost all laboratory tests of new battery designs, a new study finds.

      

      
        Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster
        Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?

      

      
        Space-time crystals, an important step toward new optical materials
        Photonic space-time crystals are materials that could increase the performance and efficiency of wireless communication or laser technologies. They feature a periodic arrangement of special materials in three dimensions as well as in time, which enables precise control of the properties of light. Scientists have shown how such four-dimensional materials can be used in practical applications.

      

      
        New ocean predator discovered in the Atacama Trench
        Characterized by darkness and intense pressure, the ocean's hadal zone seems uninhabitable, yet dozens of unique organisms call it home. Each species discovered there adds a crucial piece to the puzzle of how life has evolved and even thrives in one of Earth's most extreme environments. A new study highlights one of those species -- the newly named Dulcibella camanchaca. This crustacean is the first large, active predatory amphipod from these extreme depths.

      

      
        Universe expansion study confirms challenge to cosmic theory
        New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decade-long mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.

      

      
        Astronomers find the smallest asteroids ever detected in the main belt
        Astronomers have found a way to spot the smallest, 'decameter,' asteroids within the main asteroid belt. They used their approach to detect more than 100 new asteroids, ranging from the size of a bus to several stadiums wide, which are the smallest asteroids within the main belt detected to date.

      

      
        Bird-inspired drone can jump for take-off
        Researchers have built a drone that can walk, hop, and jump into flight with the aid of birdlike legs, greatly expanding the range of potential environments accessible to unmanned aerial vehicles.

      

      
        Desert ants use the polarity of the geomagnetic field for navigation
        Desert ants of the Cataglyphis nodus species use the Earth's magnetic field for spatial orientation, but rely on a different component of the field than other insects. The survey suggests that the ants also use a different mechanism for magnetoreception than most insects studied to date, including the famous monarch butterflies. The researchers suspect that magnetoreception in desert ants is based on a mechanism involving tiny particles of the iron oxide mineral magnetite or other magnetic partic...

      

      
        Genetic study of native hazelnut challenges misconceptions about how ancient Indigenous peoples used the land
        By decoding the DNA of the beaked hazelnut (Corylus cornuta), a native plant that thrives in British Columbia, a team of multidisciplinary scientists is providing new insight into how ancestral Indigenous peoples stewarded plants across the province.

      

      
        Increases in U.S. life expectancy forecasted to stall by 2050, poorer health expected to cause nation's global ranking to drop
        The U.S. is forecasted to fall in its global rankings below nearly all high-income and some middle-income countries. Drug use disorders, high body mass index, high blood sugar, and high blood pressure are driving mortality and disability higher across the U.S. Future scenarios for health outcomes identify the states that are forecasted to gain ground, face stagnation, or grow worse. Scientific evidence underscores the urgent need to prioritize public health to prevent the economic consequences of...

      

      
        Molecular zip code draws killer T cells straight to brain tumors
        Scientists have developed a 'molecular GPS' to guide immune cells into the brain and kill tumors without harming healthy tissue.

      

      
        Rapid surge in global warming mainly due to reduced planetary albedo
        Rising sea levels, melting glaciers, heatwaves at sea -- 2023 set a number of alarming new records. The global mean temperature also rose to nearly 1.5 degrees above the preindustrial level, another record. Seeking to identify the causes of this sudden rise has proven a challenge for researchers. After all, factoring in the effects of anthropogenic influences like the accumulation of greenhouse gases in the atmosphere, of the weather phenomenon El Nino, and of natural events like volcanic eruptio...

      

      
        Particle research gets closer to answering why we're here
        Physicists have outlined the next 10 years of global research into the behavior of neutrinos, particles so tiny that they pass through virtually everything by the trillions every second at nearly the speed of light.

      

      
        That's no straw: Hummingbirds evolved surprisingly flexible bills to help them drink nectar
        Hummingbird bills -- their long, thin beaks -- look a little like drinking straws. But new research shows just how little water, or nectar, that comparison holds. Scientists have discovered that the hummingbird bill is surprisingly flexible. While drinking, a hummingbird rapidly opens and shuts different parts of its bill simultaneously, engaging in an intricate and highly coordinated dance with its tongue to draw up nectar at lightning speeds.

      

      
        Researchers use data from citizen scientists to uncover the mysteries of a blue low-latitude aurora
        Colorful auroras appeared around Japan's Honshu and Hokkaido islands on May 11, 2024, sparked by an intense magnetic storm. Usually, auroras observed at low latitudes appear red due to the emission of oxygen atoms. But on this day, a salmon pink aurora was observed throughout the night, while an unusually tall, blue-dominant aurora appeared shortly before midnight.

      

      
        Mothers massively change their intestines during pregnancy and nursing
        When women are pregnant and nurse their babies, their bodies change and various organs, such as the breasts or the immune system, are adapted to ensure the health of both mother and child. This happens throughout evolution in all mammals. An international research team now reports the surprising finding that the intestine also changes completely in pregnant and nursing females, resulting in a doubling of the intestinal surface area and a striking structural reorganization.

      

      
        Tyrannosaur teeth discovered in Bexhill-on-Sea, England
        Research has revealed that several groups of meat-eating dinosaur stalked the Bexhill-on-Sea region of coastal East Sussex 135 million years ago.

      

      
        Iberian Neolithic societies had a deep knowledge of archery techniques and materials
        A research team has made exceptional discoveries on prehistoric archery from the early Neolithic period, 7,000 years ago. The well organic preservation of the remains of the Cave of Los Murcielagos in Albunol, Granada, made it possible for scientists to identify the oldest bowstrings in Europe, which were made from the tendons of three animal species. The use of olive and reed wood and birch bark pitch in the making of arrows reveals an unprecedented degree of precision and technical mastery, as ...

      

      
        Chimpanzees perform the same complex behaviors that have brought humans success
        A new study suggests that the fundamental abilities underlying human language and technological culture may have evolved before humans and apes diverged millions of years ago.

      

      
        Scientists identify mutation that could facilitate H5N1 'bird flu' virus infection and potential transmission in humans
        Avian influenza viruses typically require several mutations to adapt and spread among humans, but what happens when just one change can increase the risk of becoming a pandemic virus? A recent study reveals that a single mutation in the H5N1 'bird flu' virus that has recently infected dairy cows in the U.S. could enhance the virus' ability to attach to human cells, potentially increasing the risk of passing from person to person. The findings highlight the need to monitor H5N1's evolution.
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Early-onset colorectal cancer cases surge globally | ScienceDaily
A new study led by American Cancer Society (ACS) researchers shows that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older. The research is published today in the journal The Lancet Oncology.


						
"The increase in early-onset colorectal cancer is a global phenomenon," said Dr. Hyuna Sung, senior principal scientist, cancer surveillance research at the American Cancer Society and lead author of the study. "Previous studies have shown this rise in predominately high-income Western countries, but now, it is documented in various economies and regions worldwide."

The primary study objective was to examine contemporary CRC incidence trends in young versus older adults using data through 2017 from 50 countries/territories. Data were compiled using the Cancer Incidence in Five Continents Plus and trends were examined for age-standardized incidence rates of CRC ranging from 1943-2017. Temporal trends were visualized and quantified by age at diagnosis (25-49 years and 50-74 years). Average annual percentage changes (AAPC) were estimated for the last 10 years of data.

During the past decade, incidence rates of early-onset CRC (25-49 years) were stable in 23 countries, but increased in 27 countries, with the greatest annual increases in New Zealand (4.0%), Chile (4.0%) and Puerto Rico (3.8%). Fourteen of the 27 countries/territories showed either stable (Puerto Rico, Argentina, Norway, France, Ireland) or decreasing rates (Israel, Canada, the USA, England, Germany, Scotland, Slovenia, Australia, and New Zealand) in older adults. The rise in early-onset CRC was faster among men than women in Chile, Puerto Rico, Argentina, Ecuador, Thailand, Sweden, Israel, and Croatia, while young women experienced faster increases in England, Norway, Australia, Turkiye, Costa Rica, and Scotland. For the remaining 13 countries with increasing trends in both age groups, the annual percentage increase in young compared to older adults was larger in Chile, Japan, Sweden, the Netherlands, Croatia, and Finland, smaller in Thailand, Martinique, Denmark, Costa Rica, and similar in Turkiye, Ecuador, and Belarus. For the last five years, the incidence rate of early-onset CRC was highest in Australia, Puerto Rico, New Zealand, the U.S., and the Republic of Korea (14 to 17 per 100,000) and lowest in Uganda and India (4 per 100,000).

"The global scope of this concerning trend highlights the need for innovative tools to prevent and control cancers linked to dietary habits, physical inactivity, and excess body weight. Ongoing efforts are essential to identify the additional factors behind these trends and to develop effective prevention strategies tailored to younger generations and local resources worldwide," added Sung. "Raising awareness of the trend and the distinct symptoms of early-onset colorectal cancer (e.g., rectal bleeding, abdominal pain, altered bowel habits, and unexplained weight loss) among young people and primary care providers can help reduce delays in diagnosis and decrease mortality."

"This flagship study reveals that increasing rates of early onset bowel cancer, affecting adults aged 25-49, is a global issue. Concerningly, this research has revealed for the first time ever that rates are rising more sharply in England than in many other countries around the world," said Michelle Mitchell, chief executive of Cancer Research UK."A cancer diagnosis at any age has a huge impact on patients and their families -- so while it's important to note that rates in younger adults are still very low compared to people over 50, we need to understand what's causing this trend in younger people. More research is needed -- like team PROSPECT, a global Cancer Grand Challenges team who has been awarded PS20m to uncover the causes of bowel cancer in younger adults, and strategies to prevent it."

Other ACS researchers contributing to the study include Rebecca Siegel, Chenxi Jiang, and senior author Dr. Ahmedin Jemal. Yin Cao, an associate professor of surgery and of medicine at Washington University School of Medicine in St. Louis and a research member of Siteman Cancer Center, based at Barnes-Jewish Hospital and Washington University Medicine, is a contributing author.
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A new galaxy, much like our own | ScienceDaily
Stunning new photographs by a Wellesley College-led team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way.


						
The extraordinary images -- taken with NASA's James Webb Space Telescope -- show a galaxy that glitters with 10 distinct star clusters that formed at different times, much like our own Milky Way.

Cocooned in a diffuse arc, and resembling fireflies "dancing" on a summer night, the newly discovered galaxy -- which the Wellesley team have dubbed the "Firefly Sparkle" -- was taking shape around 600 million years after the Big Bang, around the same time that our own galaxy was beginning to take shape.

Wellesley College astronomer Lamiya Mowla is co-lead author of the paper, which was published Wednesday, Dec. 11, in Nature.

Mowla says the discovery is particularly important because the mass of the Firefly Sparkle is similar to what the Milky Way's mass might have been at the same stage of development. (Other galaxies Webb has detected from this time period are significantly more massive.)

"These remarkable images give us an unprecedented picture of what our own galaxy might have looked like when it was being born," Mowla says. "By examining these photos of the Firefly Sparkle, we can better understand how our own Milky Way took shape."

Glimpses of a young galaxy forming in a way so similar to our own are unparalleled, Mowla says. The JWST images show a Milky Way-like galaxy in the early stages of its assembly in a universe that's only 600 million years old.

"As an observational astronomer studying the structural evolution of astronomical objects in the early Universe, I want to understand how the first stars, star clusters, galaxies, and galaxy clusters formed in the infant Universe and how they changed as the Universe got older," Mowla notes. Of the Firefly Sparkle, she says, ""I didn't think it would be possible to resolve a galaxy that existed so early in the universe into so many distinct components, let alone find that its mass is similar to our own galaxy's when it was in the process of forming.

"There is so much going on inside this tiny galaxy, including so many different phases of star formation," Mowla told NASA. "These images are the very first glimpse of something that we'll be able to study -- and learn from -- for many years to come."

Mowla, who co-led the project with Kartheik Iyer, a NASA Hubble Fellow at Columbia University in New York, is an assistant professor of physics and astronomy at Wellesley, and a 2013 graduate of the college.
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AI thought knee X-rays show if you drink beer -- they don't | ScienceDaily
Artificial intelligence can be a useful tool to health care professionals and researchers when it comes to interpreting diagnostic images. Where a radiologist can identify fractures and other abnormalities from an X-ray, AI models can see patterns humans cannot, offering the opportunity to expand the effectiveness of medical imaging.


						
But a study in Scientific Reports highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as "shortcut learning."

The researchers analyzed more than 25,000 knee X-rays from the National Institutes of Health-funded Osteoarthritis Initiative and found that AI models can "predict" unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved surprising levels of accuracy by exploiting subtle and unintended patterns in the data.

"While AI has the potential to transform medical imaging, we must be cautious," says the study's senior author, Dr. Peter Schilling, an orthopaedic surgeon at Dartmouth Health's Dartmouth Hitchcock Medical Center and an assistant professor of orthopaedics in Dartmouth's Geisel School of Medicine.

"These models can see patterns humans cannot, but not all patterns they identify are meaningful or reliable," Schilling says. "It's crucial to recognize these risks to prevent misleading conclusions and ensure scientific integrity."

The researchers examined how AI algorithms often rely on confounding variables -- such as differences in X-ray equipment or clinical site markers -- to make predictions rather than medically meaningful features. Attempts to eliminate these biases were only marginally successful -- the AI models would just "learn" other hidden data patterns.

"This goes beyond bias from clues of race or gender," says Brandon Hill, a co-author of the study and a machine learning scientist at Dartmouth Hitchcock. "We found the algorithm could even learn to predict the year an X-ray was taken. It's pernicious -- when you prevent it from learning one of these elements, it will instead learn another it previously ignored. This danger can lead to some really dodgy claims, and researchers need to be aware of how readily this happens when using this technique."

The findings underscore the need for rigorous evaluation standards in AI-based medical research. Overreliance on standard algorithms without deeper scrutiny could lead to erroneous clinical insights and treatment pathways.




"The burden of proof just goes way up when it comes to using models for the discovery of new patterns in medicine," Hill says. "Part of the problem is our own bias. It is incredibly easy to fall into the trap of presuming that the model 'sees' the same way we do. In the end, it doesn't."

"AI is almost like dealing with an alien intelligence," Hill continues. "You want to say the model is 'cheating,' but that anthropomorphizes the technology. It learned a way to solve the task given to it, but not necessarily how a person would. It doesn't have logic or reasoning as we typically understand it."

Schilling, Hill, and study co-author Frances Koback, a third-year medical student in Dartmouth's Geisel School, conducted the study in collaboration with the Veterans Affairs Medical Center in White River Junction, Vt.
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Minuscule robots for targeted drug delivery | ScienceDaily
In the future, delivering therapeutic drugs exactly where they are needed within the body could be the task of miniature robots. Not little metal humanoid or even bio-mimicking robots; think instead of tiny bubble-like spheres.


						
Such robots would have a long and challenging list of requirements. For example, they would need to survive in bodily fluids, such as stomach acids, and be controllable, so they could be directed precisely to targeted sites. They also must release their medical cargo only when they reach their target, and then be absorbable by the body without causing harm.

Now, microrobots that tick all those boxes have been developed by a Caltech-led team. Using the bots, the team successfully delivered therapeutics that decreased the size of bladder tumors in mice. A paper describing the work appears in the journal Science Robotics.

"We have designed a single platform that can address all of these problems," says Wei Gao, professor of medical engineering at Caltech, Heritage Medical Research Institute Investigator, and co-corresponding author of the new paper about the bots, which the team calls bioresorbable acoustic microrobots (BAM).

"Rather than putting a drug into the body and letting it diffuse everywhere, now we can guide our microrobots directly to a tumor site and release the drug in a controlled and efficient way," Gao says.

The concept of micro- or nanorobots is not new. People have been developing versions of these over the past two decades. However, thus far, their applications in living systems have been limited because it is extremely challenging to move objects with precision in complex biofluids such as blood, urine, or saliva, Gao says. The robots also have to be biocompatible and bioresorbable, meaning that they leave nothing toxic behind in the body.

The Caltech-developed microrobots are spherical microstructures made of a hydrogel called poly(ethylene glycol) diacrylate. Hydrogels are materials that start out in liquid or resin form and become solid when the network of polymers found within them becomes cross-linked, or hardens. This structure and composition enable hydrogels to retain large amounts of fluid, making many of them biocompatible. The additive manufacturing fabrication method also enables the outer sphere to carry the therapeutic cargo to a target site within the body.




To develop the hydrogel recipe and to make the microstructures, Gao turned to Caltech's Julia R. Greer, the Ruben F. and Donna Mettler Professor of Materials Science, Mechanics and Medical Engineering, the Fletcher Jones Foundation Director of the Kavli Nanoscience Institute, and co-corresponding author of the paper. Greer's group has expertise in two-photon polymerization (TPP) lithography, a technique that uses extremely fast pulses of infrared laser light to selectively cross-link photosensitive polymers according to a particular pattern in a very precise manner. The technique allows a structure to be built up layer by layer, in a way reminiscent of 3D printers, but in this case, with much greater precision and form complexity.

Greer's group managed to "write," or print out, microstructures that are roughly 30 microns in diameter -- about the diameter of a human hair.

"This particular shape, this sphere, is very complicated to write," Greer says. "You have to know certain tricks of the trade to keep the spheres from collapsing on themselves. We were able to not only synthesize the resin that contains all the biofunctionalization and all the medically necessary elements, but we were able to write them in a precise spherical shape with the necessary cavity."

In their final form, the microrobots incorporate magnetic nanoparticles and the therapeutic drug within the outer structure of the spheres. The magnetic nanoparticles allow the scientists to direct the robots to a desired location using an external magnetic field. When the robots reach their target, they remain in that spot, and the drug passively diffuses out.

Gao and colleagues designed the exterior of the microstructure to be hydrophilic -- that is, attracted to water -- which ensures that the individual robots do not clump together as they travel through the body. However, the inner surface of the microrobot cannot be hydrophilic because it needs to trap an air bubble, and bubbles are easy to collapse or dissolve.

To construct hybrid microrobots that are both hydrophilic on their exterior and hydrophobic, or repellent to water, in their interior, the researchers devised a two-step chemical modification. First, they attached long-chain carbon molecules to the hydrogel, making the entire structure hydrophobic. Then the researchers used a technique called oxygen plasma etching to remove some of those long-chain carbon structures from the interior, leaving the outside hydrophobic and the interior hydrophilic.




"This was one of the key innovations of this project," says Gao, who is also a Ronald and JoAnne Willens Scholar. "This asymmetric surface modification, where the inside is hydrophobic and the outside is hydrophilic, really allows us to use many robots and still trap bubbles for a prolonged period of time in biofluids, such as urine or serum."

Indeed, the team showed that the bubbles can last for as long as several days with this treatment versus the few minutes that would otherwise be possible.

The presence of trapped bubbles is also crucial for moving the robots and for keeping track of them with real-time imaging. For example, to enable propulsion, the team designed the microrobot sphere to have two cylinder-like openings -- one at the top and another to one side. When the robots are exposed to an ultrasound field, the bubbles vibrate, causing the surrounding fluid to stream away from the robots through the opening, propelling the robots through the fluid. Gao's team found that the use of two openings gave the robots the ability to move not only in various viscous biofluids, but also at greater speeds than can be achieved with a single opening.

Trapped within each microstructure is an egg-like bubble that serves as an excellent ultrasound imaging contrast agent, enabling real-time monitoring of the bots in vivo. The team developed a way to track the microrobots as they move to their targets with the help of ultrasound imaging experts Mikhail Shapiro, Caltech's Max Delbruck Professor of Chemical Engineering and Medical Engineering, a Howard Hughes Medical Institute Investigator; co-corresponding author Di Wu, research scientist and director of the DeepMIC Center at Caltech; and co-corresponding author Qifa Zhou, professor of ophthalmology and biomedical engineering at USC.

The final stage of development involved testing the microrobots as a drug-delivery tool in mice with bladder tumors. The researchers found that four deliveries of therapeutics provided by the microrobots over the course of 21 days was more effective at shrinking tumors than a therapeutic not delivered by robots.

"We think this is a very promising platform for drug delivery and precision surgery," Gao says. "Looking to the future, we could evaluate using this robot as a platform to deliver different types of therapeutic payloads or agents for different conditions. And in the long term, we hope to test this in humans."

The work was supported by the Kavli Nanoscience Institute at Caltech as well as by funding from the National Science Foundation; the Heritage Medical Research Institute; the Singapore Ministry of Education Academic Research Fund; the National Institutes of Health; the Army Research Office through the Institute for Collaborative Biotechnologies; the Caltech DeepMIC Center, with support of the Caltech Beckman Institute and the Arnold and Mabel Beckman Foundation; and the David and Lucile Packard Foundation.
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You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues | ScienceDaily
You are what you eat, as the adage goes. But a new study from Tulane University found that what's missing from your diet may also impact the health of your descendants across multiple generations.


						
Recent research supports the idea that famine in one generation can lead to harmful genetic outcomes in the next. But questions have persisted about how many generations could be affected when an ancestor endures a nutritional crisis.

In a study published in the journal Heliyon, Tulane researchers found that when paired mice were fed a low-protein diet their offspring over the next four generations had lower birthweights and smaller kidneys, leading risk factors for chronic kidney disease and hypertension.

Researchers found that correcting the diets in offspring had no impact, and subsequent generations continued to be born with low nephron counts, the vital filtration units that help kidneys remove waste from the bloodstream. Though further work remains to determine if the findings translate to humans, the outcomes underscore the potential for food scarcity or malnutrition to result in decades of adverse health outcomes.

"It's like an avalanche," said lead author Giovane Tortelote, assistant professor of pediatric nephrology at Tulane University School of Medicine. "You would think that you can fix the diet in the first generation so the problem stops there, but even if they have a good diet, the next generations -- grandchildren, great grandchildren, great-great grandchildren -- they may still be born with lower birth weight and low nephron count despite never facing starvation or a low-protein diet."

Correcting the diet in any of the generations failed to return kidney development in offspring to normal levels.

While maternal nutrition is crucial to an infant's development, the study found first generation offspring were negatively impacted regardless of whether the mother or the father ate a protein-deficient diet.




This novel finding of how diet can have transgenerational impact on kidney development is one of the latest in the field of epigenetics, the study of how environmental factors can impact gene expression without changing the DNA sequence.

The researchers studied four generations of offspring with nephron counts beginning to show signs of normalizing by the third and fourth generations. Tortelote said further research is needed to determine which generation returns to proper kidney development -- and why the trait is passed on in the first place.

"The mother's diet is absolutely very important, but it appears there's also something also epigenetically from the father that governs proper kidney development," Tortelote said.

The study also illuminates further understanding of the underlying causes of chronic kidney disease, the eighth leading cause of death in the U.S.

"If you're born with fewer nephrons, you are more prone to hypertension, but the more hypertension you have, the more you damage the kidney, so it's a horrible cycle, and a public health crisis that could affect people across 50 to 60 years if we apply this to humans' lifespans," Tortelote said. "There are two main questions now: Can we fix it and how do we fix it?"
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New research unlocks jaw-dropping evolution of lizards and snakes | ScienceDaily
A groundbreaking University of Bristol study has shed light on how lizards and snakes -the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.


						
This research, led by a team of evolutionary biologists and published in the Proceedings of the Royal Society B today, offers a new understanding of the intricate factors influencing the evolution of lower jaw morphology in these animals, known collectively as lepidosaurs.

The researchers discovered that jaw shape evolution in lepidosaurs is influenced by a complex interplay of factors beyond ecology, including phylogeny (evolutionary relatedness) and allometry (the scaling of shape with size).

In terms of jaw shape, the team found that snakes are morphological outliers, exhibiting unique jaw morphologies, likely due to their highly flexible skulls and extreme mechanics that enable them to swallow prey many times larger than their heads.

"Interestingly, we found that jaw shape evolves particularly fast in ecologically specialised groups, such as in burrowing and aquatic species, and in herbivorous lizards, suggesting that evolutionary innovation in the lower jaw was key to achieve these unique ecologies," explained Dr Antonio Ballell Mayoral based in Bristol's School of Earth Sciences.

"Our study shows how lizards and snakes evolved their disparate jaw shapes which adapted to their wide range of ecologies, diets, and habitats, driving their extraordinary diversity."

This work underscores the critical role of morphological innovation in promoting the diversification of highly biodiverse groups like lepidosaurs. The lower jaw -- a vital component of the vertebrate feeding apparatus -- has been a key element in their ecological experimentation and adaptation.

Looking ahead, the team plans to delve deeper into the evolution of the lepidosaur head.

Dr Ballell Mayoral added: "Lower jaws are important, but they work together with the jaw closing muscles to support essential functions like feeding and defence.

"We are exploring the relationship between skull shape and the arrangement of the jaw closing musculature through evolution, and how it has impacted the diversification of feeding mechanics and habits."
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Recycling human, animal excreta reduces need for fertilizers | ScienceDaily
Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling published in Nature Sustainability.


						
"We have to find ways to recycle the nutrients that are now poorly utilized, and our data shows that there is a lot of it: Many countries could become self-sufficient at current fertilizer use if they would recycle excreta to agriculture," said Johannes Lehmann, professor in the School of Integrative Plant Science at Cornell University and the study's senior author.

The researchers analyzed a large array of datasets retrieved from various databases, including the United Nations Food and Agricultural Organization's FAOSTAT and the International Fertilizer Association's STAT, as well as satellite-based maps, to identify the locations of crops and livestock, and learn which fertilizers, and how much of them, are being used in as many as 146 countries.

After calculating the locations and quantities of nutrients accruing in excreta from humans and livestock, the team modeled how much of this waste, if recycled, would be needed to satisfy crop and grassland production systems worldwide.

The analysis showed that the global amounts found in human and poorly utilized livestock excreta represent 13% of crop and grassland needs for major nutrients. National recycling of those nutrients could reduce global net imports of mineral fertilizers by 41% for nitrogen, 3% for phosphorus and 36% for potassium.

The use of recycled excreta, Lehmann said, would have additional benefits, such as diverting waste nutrient runoff from entering local water sources, where it becomes a pollutant. Nutrient recycling could also help establish a circular economy between food consumption and agriculture.

"It doesn't make any sense to pollute our environment, especially our waters and soils, and then have not enough fertilizer for agriculture," Lehmann said. "We need to close the loop from poorly utilized nutrients, wherever they come from, and in this paper, we show that taking only two of these feedstock types, animal excreta and human excreta, we could theoretically satisfy all our fertilizer use at present."

Lehmann sees the urgency of meeting global fertilizer needs as a geopolitical issue comparable to that of oil, with the vast majority of phosphorus, a nonrenewable resource, mined in very few countries. Nitrogen, similarly, is expensive and requires a great deal of energy to commercially produce, creating a large greenhouse-gas footprint.

Without the aid of recycling, eventual nutrient scarcities will only drive up the price of fertilizer and eventually food, risking increased migrations and political unrest, Lehmann said.
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Researchers discover new third class of magnetism that could transform digital devices | ScienceDaily
A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.


						
Altermagnetism is a distinct form of magnetic order where the tiny constituent magnetic building blocks align antiparallel to their neighbours but the structure hosting each one is rotated compared to its neighbours.

Scientists from the University of Nottingham's School of Physics and Astonomy have shown that this new third class of magnetism exists andcan be controlled in microscopic devices. The findings have been published today in Nature.

Professor Peter Wadley, who led the research, explains: "Altermagnets consist of magnetic moments that point antiparallel to their neighbours. However, each part of the crystal hosting these tiny moments is rotated with respect to its neighbours. This is like antiferromagnetism with a twist! But this subtle difference has huge ramifications."

Magnetic materials are used in the majority of long term computer memory and the latest generation of microelectronic devices. This is not only a massive and vital industry but also a significant source of global carbon emissions. Replacing the key components with altermagnetic materials would lead to huge increases in speed and efficiency while having the potential to massively reduce our dependency on rare and toxic heavy elements needed for conventional ferromagnetic technology.

Altermagnets combine the favourable properties of ferromagnets and antiferromagnets into a single material. They have the potential to lead to a thousand fold increase in speed of microelectronic components and digital memory while being more robust and m energy efficient.

Senior Research Fellow, Oliver Amin led the experiment and is co-author on the study, he said: "Our experimental work has provided a bridge between theoretical concepts and real-life realisation, which hopefully illuminates a path to developing altermagnetic materials for practical applications."

The new experimental study was carried out at the MAX IV international facility in Sweden. The facility, which looks like a giant metal doughnut, is an electron accelerator, called a synchrotron, that produces x-rays.

X-rays are shone onto the magnetic material and the electrons given off from the surface are detected using a special microscope. This allows an image to be produced of the magnetism in the material with resolution of small features down to the nanoscale.

PhD student, Alfred Dal Din, has been exploring altermagnets for the last two years. This is yet another breakthrough that he has seen during his project. He comments: 'To be amongst the first to see the effect and properties of this promising new class of magnetic materials during my PhD has been an immensely rewarding and challenging privilege.'
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Scientists transform ubiquitous skin bacterium into a topical vaccine | ScienceDaily
Imagine a world in which a vaccine is a cream you rub onto your skin instead of a needle a health care worker pushes into your one of your muscles. Even better, it's entirely pain-free and not followed by fever, swelling, redness or a sore arm. No standing in a long line to get it. Plus, it's cheap.


						
Thanks to Stanford University researchers' domestication of a bacterial species that hangs out on the skin of close to everyone on Earth, that vision could become a reality.

"We all hate needles -- everybody does," said Michael Fischbach, PhD, the Liu (Liao) Family Professor and a professor of bioengineering. "I haven't found a single person who doesn't like the idea that it's possible to replace a shot with a cream."

The skin is a terrible place to live, according to Fischbach. "It's incredibly dry, way too salty for most single-celled creatures and there's not much to eat. I can't imagine anything would want to live there."

But a few hardy microbes call it home. Among them is Staphylococcus epidermidis, a generally harmless skin-colonizing bacterial species.

"These bugs reside on every hair follicle of virtually every person on the planet," Fischbach said.

Immunologists have perhaps neglected our skin-colonizing bacteria, Fischbach said, because they don't seem to contribute much to our well-being. "We've just assumed there's not much going on there."

That turns out to be wrong. In recent years, Fischbach and his colleagues have discovered that the immune system mounts a much more aggressive response against S. epidermidis than anyone expected.




In a study to be published Dec. 11 in Nature, Fischbach and his colleagues zeroed in on a key aspect of the immune response -- the production of antibodies. These specialized proteins can stick to specific biochemical features of invading microbes, often preventing them from getting inside of cells or traveling unmolested through the bloodstream to places they should not go. Individual antibodies are extremely picky about what they stick to. Each antibody molecule typically targets a particular biochemical feature belonging to a single microbial species or strain.

Fischbach and postdoctoral scholar Djenet Bousbaine, PhD, respectively the study's senior and lead author, and their colleagues wanted to know: Would the immune system of a mouse, whose skin isn't normally colonized by S. epidermidis, mount an antibody response to that microorganism if it were to turn up there?

(Antibody) levels without a cause?

The initial experiments, performed by Bousbaine, were simple: Dip a cotton swab into a vial containing S. epidermidis. Rub the swab gently on the head of a normal mouse -- no need to shave, rinse or wash its fur -- and put the mouse back in its cage. Draw blood at defined time points over the next six weeks, asking: Has this mouse's immune system produced any antibodies that bind to S. epidermidis?

The mice's antibody response to S. epidermidis was "a shocker," Fischbach said. "Those antibodies' levels increased slowly, then some more -- and then even more." At six weeks, they'd reached a higher concentration than one would expect from a regular vaccination -- and they stayed at those levels.

"It's as if the mice had been vaccinated," Fischbach said. Their antibody response was just as strong and specific as if it had been reacting to a pathogen.




"The same thing appears to be occurring naturally in humans," Fischbach said. "We got blood from human donors and found that their circulating levels of antibodies directed at S. epidermidis were as high as anything we get routinely vaccinated against."

That's puzzling, he said: "Our ferocious immune response to these commensal bacteria loitering on the far side of that all-important anti-microbial barrier we call our skin seems to have no purpose."

What's going on? It could boil down to a line scrawled by early-20th-century poet Robert Frost: "Good fences make good neighbors." Most people have thought that fence was the skin, Fischbach said. But it's far from perfect. Without help from the immune system, it would be breached very quickly.

"The best fence is those antibodies. They're the immune system's way of protecting us from the inevitable cuts, scrapes, nicks and scratches we accumulate in our daily existence," he said.

While the antibody response to an infectious pathogen begins only after the pathogen invades the body, the response to S. epidermidis happens preemptively, before there's any problem. That way, the immune system can respond if necessary -- say, when there's a skin break and the normally harmless bug climbs in and tries to thumb a ride through our bloodstream.

Engineering a living vaccine 

Step by step, Fischbach's team turned S. epidermidis into a living, plug-and-play vaccine that can be applied topically. They learned that the part of S. epidermidis most responsible for tripping off a powerful immune response is a protein called Aap. This great, treelike structure, five times the size of an average protein, protrudes from the bacterial cell wall. They think it might expose some of its outermost chunks to sentinel cells of the immune system that periodically crawl through the skin, sample hair follicles, snatch samples of whatever is flapping in Aap's "foliage," and spirit them back inside to show to other immune cells responsible for cooking up an appropriate antibody response aiming at that item.

(Fischbach is a co-author of a study led by Yasmine Belkaid, PhD, director of the Pasteur Institute and a co-author of the Fischbach team's study, which will appear in the same issue of Nature. This companion study identifies the sentinel immune cells, called Langerhans cells, that alert the rest of the immune system to the presence of S. epidermidis on the skin.)

Aap induces a jump in not only blood-borne antibodies known to immunologists as IgG, but also other antibodies, called IgA, that home in on the mucosal linings of our nostrils and lungs.

"We're eliciting IgA in mice's nostrils," Fischbach said. "Respiratory pathogens responsible for the common cold, flu and COVID-19 tend to get inside our bodies through our nostrils. Normal vaccines can't prevent this. They go to work only once the pathogen gets into the blood. It would be much better to stop it from getting in in the first place."

Having identified Aap as the antibodies' main target, the scientists looked for a way to put it to work.

"Djenet did some clever engineering," Fischbach said. "She substituted the gene encoding a piece of tetanus toxin for the gene fragment encoding a component that normally gets displayed in this giant treelike protein's foliage. Now it's this fragment -- a harmless chunk of a highly toxic bacterial protein -- that's waving in the breeze." Would the mice's immune systems "see" it and develop a specific antibody response to it?

The investigators repeated the dip-then-swab experiment, this time using either unaltered S. epidermidis or bioengineered S. epidermidis encoding the tetanus toxin fragment. They administered several applications over six weeks. The mice swabbed with bioengineered S. epidermidis, but not the others, developed extremely high levels of antibodies targeting tetanus toxin. When the researchers then injected the mice with lethal doses of tetanus toxin, mice given natural S. epidermidis all succumbed; the mice that received the modified version remained symptom-free.

A similar experiment, in which the researchers snapped in the gene for diphtheria toxin instead of the one for tetanus toxin into the Aap "cassette player," likewise induced massive antibody concentrations targeting the diphtheria toxin.

The scientists eventually found they could still get life-saving antibody responses in mice after only two or three applications.

They also showed, by colonizing very young mice with S. epidermidis, that the bacteria's prior presence on these mice's skin (as is typical in humans but not mice) didn't interfere with the experimental treatment's ability to spur a potent antibody response. This implies, Fischbach said, that our species' virtually 100% skin colonization by S. epidermidis should pose no problem to the construct's use in people.

Look, ma, no limits

In a change of tactics, the researchers generated the tetanus-toxin fragment in a bioreactor, then chemically stapled it to Aap so it dotted S. epidermidis's surface. To Fischbach's surprise, this turned out to generate a surprisingly powerful antibody response. Fischbach had initially reasoned that the surface-stapled toxin's abundance would get ever more diluted with each bacterial division, gradually muting the immune response. Just the opposite occurred. Topical application of this bug generated enough antibodies to protect mice from six times the lethal dose of tetanus toxin.

"We know it works in mice," Fischbach said. "Next, we need to show it works in monkeys. That's what we're going to do." If things go well, he expects to see this vaccination approach enter clinical trials within two or three years.

"We think this will work for viruses, bacteria, fungi and one-celled parasites," he said. "Most vaccines have ingredients that stimulate an inflammatory response and make you feel a little sick. These bugs don't do that. We expect that you wouldn't experience any inflammation at all."

Researchers from the University of California, Davis; the National Human Genome Research Institute; the National Institute of Allergy and infectious Diseases; and the National Institute of Arthritis and Musculoskeletal and Skin Diseases contributed to the work.

The study was funded by the National Institutes of Health (grants 5R01AI175642-02, 1K99AI180358-01A1, P51OD0111071 and F32HL170591-01), the Leona M. and Harry B. Helmsley Charitable Trust, the Chan Zuckerberg Biohub, the Bill and Melinda Gates Foundation, Open Philanthropy, and the Stanford Microbiome Therapies Initiative.
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Biological diversity is not just the result of genes | ScienceDaily
How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team from the University of Geneva (UNIGE) demonstrate that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species therefore arises from the evolution of mechanical parameters, such as the growth rate and stiffness of the skin. These results, published in the journal Nature, shed new light on the physical forces involved in the development and evolution of living forms.


						
The origin of the morphological diversity and complexity of living organisms remains one of science's greatest mysteries. To solve this puzzle, scientists study a wide range of different species. The laboratory of Michel Milinkovitch, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the development and evolution of vertebrate skin appendages, such as feathers, hair, and scales, to understand the fundamental mechanisms responsible for this diversity. The embryonic development of these appendages is generally thought to be dictated by chemical processes involving interactions between numerous molecules resulting from gene expression.

Like a propagating crack

Previously, the team showed that the embryonic development of crocodile head scales, unlike scales of the body, originates from a process reminiscent of the propagation of cracks within a material under mechanical stress. However, the true nature of this physical process remained unknown.

These scientists have now solved this mystery thanks to their new and highly multidisciplinary work. First, they tracked the appearance of head scales during the development of the Nile crocodile embryo, which lasts around 90 days in total. While the skin covering the jaws remains smooth until day 48, skin folds appear at around day 51. These folds then spread and interconnect to form irregular polygonal scales, including large and elongated scales on the top of the snout, and smaller units on the sides of the jaws.

If the skin of an animal grows more quickly than the underlying tissue to which it is attached, you can expect the skin to buckle and fold, as its growth is constrained. The team sought to explore whether such a process can explain the appearance of skin folds, and hence scales, in the embryonic crocodile. Therefore, they developed a technique for injecting crocodile eggs with a hormone that activates epidermal growth and stiffening -- EGF (Epidermal Growth Factor). The scientists discovered that the activation of growth and increased rigidity of the skin's surface led to a spectacular change in the organisation of skin folds.

''We saw that the embryo's skin folds abnormally and forms a labyrinthine network resembling the folds of the human brain. Amazingly, when these EGF-treated crocodiles hatch, this brain-like folding has relaxed into a pattern of much smaller scales, comparable to those of another crocodilian species -- the caiman,'' explain Gabriel Santos-Duran and Rory Cooper, post-doctoral fellows in Michel Milinkovitch's laboratory and co-authors of the study. Therefore, variations in the rate of growth and stiffening of the skin provide a simple evolutionary mechanism capable of generating a wide diversity of scale forms among different crocodilian species.

A 3D model of jaw development

The scientists then used an advanced imaging technique, known as ''light sheet microscopy'', to quantify the growth rate and geometries of the various tissues (epidermis, dermis, and bone) that comprise the embryo's head, as well as the organisation of collagen fibres in the dermis. The team used these data to build a three-dimensional (3D) computer model to simulate the constrained growth of the skin. This model also allowed the researchers to explore the effects of changing the specific growth rates and stiffnesses of the tissue layers.

''By exploring these different parameters, we can generate the different head scale shapes corresponding to Nile crocodiles both with or without EGF treatment, as well as the spectacled caiman or the American alligator. These computer simulations demonstrate that tissue mechanics can easily explain the diversity of shapes of certain anatomical structures in different species, without having to involve intricate molecular genetic factors,'' concludes Ebrahim Jahanbakhsh, a computer engineer in Michel Milinkovitch's laboratory and co-author of the study.
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Soda taxes don't just affect sales: They help change people's minds | ScienceDaily
It wasn't that long ago when cigarettes and soda were go-to convenience store vices, glamorized in movies and marketed toward, well, everyone.


						
Then, lawmakers and voters raised taxes on cigarettes, and millions of dollars went into public education campaigns about smoking's harms. Decades of news coverage chronicled how addictive and dangerous cigarettes were and the enormous steps companies took to hide the risks and hook more users. The result: a radical shift in social norms that made it less acceptable to smoke and pushed cigarette use to historic lows, especially among minors.

New UC Berkeley research suggests sugar-sweetened beverages may be on a similar path.

The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks, said Kristine A. Madsen, a professor at UC Berkeley's School of Public Health and senior author of a paper published Nov. 25 in the journal BMC Public Health.

Over the span of just a few years, taxes coupled with significant media attention significantly affected the public's overall perceptions of sugar-sweetened beverages, which include sodas, some juices and sports drinks. Such a shift in the informal rules surrounding how people think and act could have major implications for public health efforts more broadly, Madsen said.

"Social norms are really powerful. The significant shift we saw in how people are thinking about sugary drinks demonstrates what else we could do," Madsen said. "We could reimagine a healthier food system. It starts with people thinking, 'Why drink so much soda?' But what if we also said, 'Why isn't most of the food in our grocery stores food that makes us healthy?'"

Madsen and colleagues from UC San Francisco and UC Davis analyzed surveys from 9,128 people living in lower-income neighborhoods in Berkeley, Oakland, San Francisco and Richmond. Using data from 2016 to 2019 and 2021, they studied year-to-year trends in people's perception of sugar-sweetened beverages.




They wanted to understand how the four taxes in the Bay Area might have affected social norms surrounding sugary beverages -- the unwritten and often unspoken rules that influence the food and drinks we buy, the clothes we wear and our habits at the dinner table. Although social norms aren't visible, they are incredibly powerful forces on our actions and behaviors; just ask anyone who has bought something after an influencer promoted it on TikTok or Instagram.

Researchers asked questions about how often people thought their neighbors drank sodas, sports drinks and fruity beverages. Participants also rated how healthy several drinks were, which conveyed their own attitudes about the beverages.

The researchers found a 28% decline in the social acceptability of drinking sugar-sweetened beverages.

In Oakland, positive perceptions of peers' consumption of sports drinks declined after the tax increase, relative to other cities. Similarly, in San Francisco, attitudes about the healthfulness of sugar-sweetened fruit drinks also declined.

In other words, people believed their neighbors weren't drinking as many sugar-sweetened beverages, which affected their own interest in consuming soda, juices and sports drinks.

"What it means when social norms change is that people say, 'Gosh, I guess we don't drink soda. That's just not what we do. Not as much. Not all the time,'" Madsen said. "And that's an amazing shift in mindsets."

The research is the latest from UC Berkeley that examines how consumption patterns have changed in the decade since Berkeley implemented the nation's first soda tax. A 2016 study found a decrease in soda consumption and an increase in people turning to water. Research in 2019 documented a sharp decline in people turning to sugar-sweetened drinks. And earlier this year, Berkeley researchers documented that sugar-sweetened beverage purchases declined dramatically and steadily across five major American cities after taxes were put in place.




The penny-per-ounce tax on beverages, which is levied on distributors of sugary drinks -- who ultimately pass that cost of doing business on to consumers -- is an important means of communicating about health with the public, Madsen said. Researchers tallied more than 700 media stories about the taxes on sugar-sweetened beverages during the study period. That level of messaging was likely a major force in driving public awareness and norms.

It's also something Madsen said future public health interventions must consider. It was part of the progress made in cutting cigarette smoking and seems to be working with sugary drinks. And it's those interventions that can lead to individual action.

"If we change our behaviors, the environment follows," Madsen said. "While policy really matters and is incredibly important, we as individuals have to advocate for a healthier food system."
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A new discovery about the source of the vast energy in cosmic rays | ScienceDaily
Ultra-high energy cosmic rays, which emerge in extreme astrophysical environments -- like the roiling environments near black holes and neutron stars -- have far more energy than the energetic particles that emerge from our sun. In fact, the particles that make up these streams of energy have around 10 million times the energy of particles accelerated in the most extreme particle environment on earth, the human-made Large Hadron Collider.


						
Where does all that energy come from? For many years, scientists believed it came from shocks that occur in extreme astrophysical environments -- when, for example, a star explodes before forming a black hole, causing a huge explosion that kicks up particles.

That theory was plausible, but, according to new research published this week in The Astrophysical Journal Letters, the observations are better explained by a different mechanism. The source of the cosmic rays' energy, the researchers found, is more likely magnetic turbulence. The paper's authors found that magnetic fields in these environments tangle and turn, rapidly accelerating particles and sharply increasing their energy up to an abrupt cutoff.

"These findings help solve enduring questions that are of great interest to both astrophysicists and particle physicists about how these cosmic rays get their energy," said Luca Comisso, associate research scientist in the Columbia Astrophysics Lab, and one of the paper's authors.

The paper complements research published last year by Comisso and collaborators on the sun's energetic particles, which they also found emerge from magnetic fields in the sun's corona. In that paper, Comisso and his colleagues discovered ways to better predict where those energetic particles would emerge.

Ultra-high energy cosmic rays are orders of magnitude more powerful than the sun's energetic particles: They can reach up to 1020 electron volts, whereas particles from the Sun can reach up to 1010 electron volts, a 10-order-of-magnitude difference. (To give an idea of this vast difference in scale, consider the difference in weight between a grain of rice with a mass of about 0.05 grams and a 500-ton Airbus A380, the world's largest passenger aircraft.) "It's interesting that these two extremely different environments share something in common: their magnetic fields are highly tangled and this tangled nature is crucial for energizing particles," Comisso said.

"Remarkably, the data on ultra-high energy cosmic rays clearly prefers the predictions of magnetic turbulence over those of shock acceleration. This is a real breakthrough for the field," said Glennys R. Farrar, an author on the paper and professor of physics at New York University.

The research was supported by the National Science Foundation.
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New gene therapy reverses heart failure in large animal model | ScienceDaily
A new gene therapy can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival, in what a paper describing the results calls "an unprecedented recovery of cardiac function."


						
Currently, heart failure is irreversible. In the absence of a heart transplant, most medical treatments aim to reduce the stress on the heart and slow the progression of the often-deadly disease. But if the gene therapy shows similar results in future clinical trials, it could help heal the hearts of the 1 in 4 people alive today who will eventually develop heart failure.

A "night and day" change

The researchers were focused on restoring a critical heart protein called cardiac bridging integrator 1 (cBIN1). They knew that the level of cBIN1 was lower in heart failure patients -- and that, the lower it was, the greater the risk of severe disease. "When cBIN1 is down, we know patients are not going to do well," says Robin Shaw, MD, PhD, director of the Nora Eccles Harrison Cardiovascular Research and Training Institute (CVRTI) at the University of Utah and a co-senior author on the study. "It doesn't take a rocket scientist to say, 'What happens when we give it back?'"

To try and increase cBIN1 levels in cases of heart failure, the scientists turned to a harmless virus commonly used in gene therapy to deliver an extra copy of the cBIN1 gene to heart cells. They injected the virus into the bloodstream of pigs with heart failure. The virus moved through the bloodstream into the heart, where it delivered the cBIN1 gene into heart cells.

For this heart failure model, heart failure generally leads to death within a few months. But all four pigs that received the gene therapy in their heart cells survived for six months, the endpoint of the study.

Importantly, the treatment didn't just prevent heart failure from worsening. Some key measures of heart function actually improved, suggesting the damaged heart was repairing itself.




Shaw emphasizes that this kind of reversal of existing damage is highly unusual. "In the history of heart failure research, we have not seen efficacy like this," Shaw says. Previous attempted therapies for heart failure have shown improvements to heart function on the order of 5-10%. cBIN1 gene therapy improved function by 30%. "It's night and day," Shaw adds.

The treated hearts' efficiency at pumping blood, which is the main measure of the severity of heart failure, increased over time -- not to fully healthy levels, but to close that of healthy hearts. The hearts also stayed less dilated and less thinned out, closer in appearance to that of non-failing hearts. Despite the fact that, throughout the trial, the gene-transferred animals experienced the same level of cardiovascular stress that had led to their heart failure, the treatment restored the amount of blood pumped per heartbeat back to entirely normal levels.

"Even though the animals are still facing stress on the heart to induce heart failure, in animals that got the treatment, we saw recovery of heart function and that the heart also stabilizes or shrinks," says TingTing Hong, MD, PhD, associate professor of pharmacology and toxicology and CVRTI investigator at the U and co-senior author on the study. "We call this reverse remodeling. It's going back to what the normal heart should look like."

A keystone of the heart

The researchers think that cBIN1's ability to rescue heart function hinges on its position as a scaffold that interacts with many of the other proteins important to the function of heart muscle. "cBIN1 serves as a centralized signaling hub, which actually regulates multiple downstream proteins," says Jing Li, PhD, associate instructor at CVRTI. By organizing the rest of the heart cell, cBIN1 helps restore critical functions of heart cells. "cBIN1 is bringing benefits to multiple signaling pathways," Li adds.

Indeed, the gene therapy seemed to improve heart function on the microscopic level, with better-organized heart cells and proteins. The researchers hope that cBIN1's role as a master regulator of heart cell architecture could help cBIN1 gene therapy succeed and introduce a new paradigm of heart failure treatment that targets heart muscle itself.

Along with industry partner TikkunLev Therapeutics, the team is currently adapting the gene therapy for use in humans and intend to apply for FDA approval for human clinical trial in fall of 2025. While the researchers are excited about the results so far, the therapy still has to pass toxicology testing and other safeguards. And, like many gene therapies, it remains to be seen if it will work for people who have picked up a natural immunity to the virus that carries the therapy.

But the researchers are optimistic. "When you see large animal data that's really close to human physiology, it makes you think," Hong says. "This human disease, which affects more than six million Americans -- maybe this is something we can cure."
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Tiny poops in the ocean may help solve the carbon problem | ScienceDaily
A Dartmouth-led study proposes a new method for recruiting trillions of microscopic sea creatures called zooplankton in the fight against climate change by converting carbon into food the animals would eat, digest, and send deep into the ocean as carbon-filled feces.


						
The technique harnesses the animals' ravenous appetites to essentially accelerate the ocean's natural cycle for removing carbon from the atmosphere, which is known as the biological pump, according to the paper in Nature Scientific Reports.

It begins with spraying clay dust on the surface of the ocean at the end of algae blooms. These blooms can grow to cover hundreds of square miles and remove about 150 billion tons of carbon dioxide from the atmosphere each year, converting it into organic carbon particulates. But once the bloom dies, marine bacteria devour the particulates, releasing most of the captured carbon back into the atmosphere.

The researchers found that the clay dust attaches to carbon particulates before they re-enter the atmosphere, redirecting them into the marine food chain as tiny sticky pellets the ravenous zooplankton consume and later excrete at lower depths.

"Normally, only a small fraction of the carbon captured at the surface makes it into the deep ocean for long-term storage," says Mukul Sharma, the study's corresponding author and a professor of earth sciences. Sharma also presented the findings Dec. 10 at the American Geophysical Union annual conference in Washington, D.C.

"The novelty of our method is using clay to make the biological pump more efficient -- the zooplankton generate clay-laden poops that sink faster," says Sharma, who received a Guggenheim Award in 2020 to pursue the project.

"This particulate material is what these little guys are designed to eat. Our experiments showed they cannot tell if it's clay and phytoplankton or only phytoplankton -- they just eat it," he says. "And when they poop it out, they are hundreds of meters below the surface and the carbon is, too."

The team conducted laboratory experiments on water collected from the Gulf of Maine during a 2023 algae bloom. They found that when clay attaches to the organic carbon released when a bloom dies, it prompts marine bacteria to produce a kind of glue that causes the clay and organic carbon to form little balls called flocs.




The flocs become part of the daily smorgasbord of particulates that zooplankton gorge on, the researchers report. Once digested, the flocs embedded in the animals' feces sinks, potentially burying the carbon at depths where it can be stored for millennia. The uneaten clay-carbon balls also sink, increasing in size as more organic carbon, as well as dead and dying phytoplankton, stick to them on the way down, the study found.

In the team's experiments, clay dust captured as much as 50% of the carbon released by dead phytoplankton before it could become airborne. They also found that adding clay increased the concentration of sticky organic particles -- which would collect more carbon as they sink -- by 10 times. At the same time, the populations of bacteria that instigate the release of carbon back into the atmosphere fell sharply in seawater treated with clay, the researchers report.

In the ocean, the flocs become an essential part of the biological pump called marine snow, Sharma says. Marine snow is the constant shower of corpses, minerals, and other organic matter that fall from the surface, bringing food and nutrients to the deeper ocean.

"We're creating marine snow that can bury carbon at a much greater speed by specifically attaching to a mixture of clay minerals," Sharma says.

Zooplankton accelerate that process with their voracious appetites and incredible daily sojourn known as the diel vertical migration. Under cover of darkness, the animals -- each measuring about three-hundredths of an inch -- rise hundreds, and even thousands, of feet from the deep in one immense motion to feed in the nutrient-rich water near the surface. The scale is akin to an entire town walking hundreds of miles every night to their favorite restaurant.

When day breaks, the animals return to deeper water with the flocs inside them where they are deposited as feces. This expedited process, known as active transport, is another key aspect of the ocean's biological pump that shaves days off the time it takes carbon to reach lower depths by sinking.




Earlier this year, study co-author Manasi Desai presented a project conducted with Sharma and fellow co-author David Fields, a senior research scientist and zooplankton ecologist at the Bigelow Laboratory for Ocean Sciences in Maine, showing that the clay flocs zooplankton eat and expel do indeed sink faster. Desai, a former technician in Sharma's lab, is now a technician in the Fields lab.

Sharma plans to field-test the method by spraying clay on phytoplankton blooms off the coast of Southern California using a crop-dusting airplane. He hopes that sensors placed at various depths offshore will capture how different species of zooplankton consume the clay-carbon flocs so that the research team can better gauge the optimal timing and locations to deploy this method -- and exactly how much carbon it's confining to the deep.

"It is very important to find the right oceanographic setting to do this work. You cannot go around willy-nilly dumping clay everywhere," Sharma says. "We need to understand the efficiency first at different depths so we can understand the best places to initiate this process before we put it to work. We are not there yet -- we are at the beginning."

In addition to Desai and Fields, Sharma worked with the study's first authors Diksha Sharma, a postdoctoral researcher in his lab who is now a Marie Curie Fellow at Sorbonne University in Paris, and Vignesh Menon, who received his master's degree from Dartmouth this year and is now a PhD student at Gothenburg University in Sweden.

Additional study authors include George O'Toole, professor of microbiology and immunology in Dartmouth's Geisel School of Medicine, who oversaw the culturing and genetic analysis of bacteria in the seawater samples; Danielle Niu, who received her doctorate in earth sciences from Dartmouth and is now an assistant clinical professor at the University of Maryland; Eleanor Bates '20, now a PhD student at the University of Hawaii at Manoa; Annie Kandel, a former technician in Sharma's lab; and Erik Zinser, an associate professor of microbiology at the University of Tennessee focusing on marine bacteria.
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AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected | ScienceDaily
Three leading climate scientists have combined insights from 10 global climate models and, with the help of artificial intelligence (AI), conclude that regional warming thresholds are likely to be reached faster than previously estimated.


						
The study, published in Environmental Research Letters by IOP Publishing, projects that most land regions as defined by the Intergovernmental Panel on Climate Change (IPCC) will likely surpass the critical 1.5degC threshold by 2040 or earlier. Similarly, several regions are on track to exceed the 3.0degC threshold by 2060 -- sooner than anticipated in earlier studies.

Regions including South Asia, the Mediterranean, Central Europe and parts of sub-Saharan Africa are expected to reach these thresholds faster, compounding risks for vulnerable ecosystems and communities.

The research, conducted by Elizabeth Barnes, professor at Colorado State University, Noah Diffenbaugh, professor at Stanford University, and Sonia Seneviratne, professor at the ETH-Zurich, used a cutting-edge AI transfer-learning approach, which integrates knowledge from multiple climate models and observations to refine previous estimates and deliver more accurate regional predictions.

Key Findings

Using AI-based transfer learning, the researchers analysed data from 10 different climate models to predict temperature increases and found:
    	34 regions are likely to exceed 1.5degC of warming by 2040.
    	31 of these 34 regions are expected to reach 2degC of warming by 2040.
    	26 of these 34 regions are projected to surpass 3degC of warming by 2060.

Elizabeth Barnes says:

"Our research underscores the importance of incorporating innovative AI techniques like transfer learning into climate modelling to potentially improve and constrain regional forecasts and provide actionable insights for policymakers, scientists, and communities worldwide."

Noah Diffenbaugh, co-author and professor at Stanford University, added:

"It is important to focus not only on global temperature increases but also on specific changes happening in local and regional areas. By constraining when regional warming thresholds will be reached, we can more clearly anticipate the timing of specific impacts on society and ecosystems. The challenge is that regional climate change can be more uncertain, both because the climate system is inherently more noisy at smaller spatial scales and because processes in the atmosphere, ocean and land surface create uncertainty about exactly how a given region will respond to global-scale warming."
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Shape-changing device helps visually impaired people perform location task as well as sighted people | ScienceDaily
A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new Imperial-led research.


						
Researchers from Imperial College London, working with the company MakeSense Technology and the charity Bravo Victor, have developed a shape-changing device called Shape that helps people with visual impairment navigate through haptic perception -- the way people understand information about objects through touch. The device, which looks like a torch, bends to indicate where a person needs to move and straightens when the user is facing the correct direction.

In a study published in Nature Scientific Reports, researchers tested how well people with visual impairment were able to locate targets in a 3D virtual reality (VR) space using Shape and vibration feedback technology -- which is commonly used to help visually impaired people navigate. Sighted individuals were also recruited for the study to locate the targets in the VR space using only their natural vision.

Dr Ad Spiers, lead researcher for the study, from Imperial's Department of Electrical and Electronic Engineering, said: "The exciting thing about this study is we've managed to demonstrate that Shape can help people with visual impairment perform a navigation task as well as sighted people. This is something that we haven't seen before with other navigation devices.

"Shape is unusual because it uses our ability to understand information through touch in a way that goes beyond vibration. Humans have an innate ability to feel and interpret shapes through our hands, with very little concentration. Exploiting this allows us to create a device that is simple to learn and isn't tiring to use."

The study compared the results of 10 participants with visual impairment and 10 sighted participants, testing their ability to locate targets as quickly as possible in a controlled indoor environment, measuring the time taken to locate virtual targets and the efficiency in locating these targets.

The trial found that there was no significant difference in the performance between visually impaired participants using Shape and sighted participants using only natural vision. It also found that participants with visual impairment located targets significantly faster using Shape than with vibration technology. Feedback showed that participants with visual impairment preferred using Shape to vibration technology.




It is hoped that the device, which is believed to be the most advanced of its kind, could be the future of navigation technology for visual impairment, as the Shape device has notable advantages over current tools used to guide people with visual impairment.

Dr Robert Quinn, CEO of MakeSense Technology, said: "The impressive results from this study demonstrate the enormous potential of this technology to make life changing improvements in mobility for people with visual impairment.

"Building upon the research described in this paper, MakeSense is developing a blind wayfinding product which leverages the latest advancements in spatial artificial intelligence and computer vision without the need for interpretive training. We are aiming for our first product to be available from the end of 2025."

Currently, individuals with visual impairment most commonly use aids such as white canes or guide dogs. While guide dogs are often effective, they require expensive expert training and can cost thousands of pounds per year to keep. White canes enable navigation through a process of elimination by telling users where not to go, rather than where they should go. This process limits a user's ability to navigate freely in complex environments.

Recent developments with technology have tended to focus on using auditory interfaces, which give audio cues such as "turn left at the next corner," or vibration feedback, which alerts a user through vibration patterns that indicate where to move.

Auditory interfaces can prevent people from hearing important warning sounds of imminent hazards and can dampen users' ability to engage fully with the world. Vibration feedback can lead to numbness after prolonged periods of use and studies have shown users can become quickly irritated and distracted by frequent vibration sensations.




In order to test the performance of Shape against vibration technology and natural sight in a controlled environment, the researchers designed a simulation of real-world navigation that reduced the possibility of significant variation between experiments.

In a real-world navigation scenario, it is expected that there would be significant variation in conditions due to changes in weather and the presence of other pedestrians or objects. It is also expected that there will often be multiple potential target options in a real-world scenario rather than the single targets which were presented individually in the experiment.

Further research is needed to understand how the Shape device performs in more variable real-world scenarios.

The Shape device was developed working with MakeSense Technology, a startup company which was co-founded at Imperial by Dr Robert Quinn -- an Imperial PhD graduate in Mechanical Engineering. The company received support in its early stages from Imperial's thriving entrepreneurial ecosystem, which aims to develop innovative solutions with the potential to change the world for better.

Following the completion of the Shape study, MakeSense has worked on developing the technology further to be used for real-world outdoor navigation. It is hoped that the device could be ready for practical use in real-world environments in the coming years.

The research published in Nature Scientific Reports was supported by funding from Innovate UK's SMART Grant, which was awarded to MakeSense Technology Ltd, Bravo Victor, and Imperial College London.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210115433.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



AI predicts Earth's peak warming | ScienceDaily
Researchers have found that the global goal of limiting warming to 1.5 degrees Celsius above pre-industrial levels is now almost certainly out of reach.


						
The results, published Dec. 10 in Geophysical Research Letters, suggest the hottest years ahead will very likely shatter existing heat records. There is a 50% chance, the authors reported, that global warming will breach 2 degrees Celsius even if humanity meets current goals of rapidly reducing greenhouse gas emissions to net-zero by the 2050s.

A number of previous studies, including the authoritative assessments by the Intergovernmental Panel on Climate Change, have concluded that decarbonization at this pace would likely keep global warming below 2 degrees.

"We've been seeing accelerating impacts around the world in recent years, from heatwaves and heavy rainfall and other extremes. This study suggests that, even in the best case scenario, we are very likely to experience conditions that are more severe than what we've been dealing with recently," said Stanford Doerr School of Sustainability climate scientist Noah Diffenbaugh, who co-authored the study with Colorado State University climate scientist Elizabeth Barnes.

This year is set to beat 2023 as Earth's hottest year on record, with global average temperatures expected to exceed 1.5 degrees Celsius or nearly 2.7 degrees Fahrenheit above the pre-industrial baseline, before people started burning fossil fuels widely to power industry. According to the new study, there is a nine-in-ten chance that the hottest year this century will be at least half a degree Celsius hotter even under rapid decarbonization.

Using AI to refine climate projections

For the new study, Diffenbaugh and Barnes trained an AI system to predict how high global temperatures could climb, depending on the pace of decarbonization.




When training the AI, the researchers used temperature and greenhouse gas data from vast archives of climate model simulations. To predict future warming, however, they gave the AI the actual historical temperatures as input, along with several widely used scenarios for future greenhouse gas emissions.

"AI is emerging as an incredibly powerful tool for reducing uncertainty in future projections. It learns from the many climate model simulations that already exist, but its predictions are then further refined by real-world observations," said Barnes, who is a professor of atmospheric science at Colorado State.

The study adds to a growing body of research indicating that the world has almost certainly missed its chance to achieve the more ambitious goal of the 2015 Paris Climate Agreement, in which nearly 200 nations pledged to keep long-term warming "well below" 2 degrees while pursuing efforts to avoid 1.5 degrees.

A second new paper from Barnes and Diffenbaugh, published Dec. 10 in Environmental Research Letterswith co-author Sonia Seneviratne of ETH-Zurich, suggests many regions including South Asia, the Mediterranean, Central Europe, and parts of sub-Saharan Africa will surpass 3 degrees Celsius of warming by 2060 in a scenario in which emissions continue to increase -- sooner than anticipated in earlier studies.

Extremes matter

Both new studies build on 2023 research in which Diffenbaugh and Barnes predicted the years remaining until the 1.5 and 2 degrees Celsius goals are breached. But because these thresholds are based on average conditions over many years, they don't tell the full story of how extreme the climate could become.




"As we watched these severe impacts year after year, we became more and more interested in predicting how extreme the climate could get even if the world is fully successful at rapidly reducing emissions," said Diffenbaugh, the Kara J Foundation Professor and Kimmelman Family Senior Fellow at Stanford.

For a scenario in which emissions reach net-zero in the 2050s -- the most optimistic scenario widely used in climate modeling -- the researchers found a nine-in-ten chance that the hottest year this century will be at least 1.8 degrees Celsius hotter globally than the pre-industrial baseline, with a two-in-three chance for at least 2.1 degrees Celsius.

For a scenario in which emissions decline too slowly to reach net-zero by 2100, Diffenbaugh and Barnes found a nine-in-ten chance that the hottest year will be 3 degrees Celsius hotter globally than the pre-industrial baseline. In this scenario, many regions could experience temperature anomalies at least triple what occurred in 2023.

Investing in adaptation

The new predictions underline the importance of investing not only in decarbonization but also in measures to make human and natural systems more resilient to severe heat, intensified drought, heavy precipitation, and other consequences of continued warming. Historically, those efforts have taken a back seat to reducing carbon emissions, with decarbonization investments outstripping adaptation spending in global climate finance and policies such as the 2022 Inflation Reduction Act.

"Our results suggest that even if all the effort and investment in decarbonization is as successful as possible, there is a real risk that, without commensurate investments in adaptation, people and ecosystems will be exposed to climate conditions that are much more extreme than what they are currently prepared for," Diffenbaugh said.
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Short-term cognitive boost from exercise may last for 24 hours | ScienceDaily
The short-term boost our brains get after we do exercise persists throughout the following day, suggests a new study led by UCL (University College London) researchers.


						
Previous research in a laboratory setting has shown that people's cognitive performance improves in the hours after exercise, but how long this benefit lasts is unknown.

The new study, published in the International Journal of Behavioral Nutrition and Physical Activity, found that, on average, people aged 50 to 83 who did more moderate to vigorous physical activity than usual on a given day did better in memory tests the day after.

Less time spent sitting and six hours or more of sleep were also linked to better scores in memory tests the next day.

More deep (slow-wave*) sleep also contributed to memory function, and the research team found this accounted for a small portion of the link between exercise and better next-day memory.

The research team looked at data from 76 men and women who wore activity trackers for eight days and took cognitive tests each day.

Lead author Dr Mikaela Bloomberg (UCL Institute of Epidemiology & Health Care) said: "Our findings suggest that the short-term memory benefits of physical activity may last longer than previously thought, possibly to the next day instead of just the few hours after exercise. Getting more sleep, particularly deep sleep, seems to add to this memory improvement.




"Moderate or vigorous activity means anything that gets your heart rate up -- this could be brisk walking, dancing or walking up a few flights of stairs. It doesn't have to be structured exercise.

"This was a small study and so it needs to be replicated with a larger sample of participants before we can be certain about the results."

In the short term, exercise increases blood flow to the brain and stimulates the release of neurotransmitters such as norepinephrine and dopamine which help a range of cognitive functions.

These neurochemical changes are understood to last up to a few hours after exercise. However, the researchers noted that other brain states linked to exercise were more long-lasting. For instance, evidence suggests exercise can enhance mood for up to 24 hours.

A previous study, published by a separate research team in 2016, also found more synchronised activity in the hippocampus (a marker of increased hippocampal function, which facilitates memory function) for 48 hours after high-intensity interval training (HIIT) cycling.

Co-author Professor Andrew Steptoe (UCL Institute of Epidemiology & Health Care) said: "Among older adults, maintaining cognitive function is important for good quality of life, wellbeing, and independence. It's therefore helpful to identify factors that can affect cognitive health on a day-to-day basis.




"This study provides evidence that the immediate cognitive benefits of exercise may last longer than we thought. It also suggests good sleep quality separately contributes to cognitive performance.

"However, we can't establish from this study whether these short-term boosts to cognitive performance contribute to longer term cognitive health and though there is plenty of evidence to suggest physical activity might slow cognitive decline and reduce dementia risk, it's still a matter of some debate."

For the new study, the researchers looked at data from wrist-worn activity trackers to determine how much time participants spent being sedentary, doing light physical activity, and doing moderate or vigorous physical activity. They also quantified sleep duration and time spent in lighter (rapid eye movement, or REM) sleep and deeper, slow-wave sleep.

In looking at the links between different types of activity and next-day cognitive performance, the research team adjusted for a wide variety of factors that might have distorted the results, including the amount of moderate or vigorous physical activity that participants did on the day of the tests.

They also accounted for participants' average levels of activity and sleep quality across the eight days they were tracked, as participants who are habitually more active and typically have higher-quality sleep perform better in cognitive tests.

The team found that more moderate or vigorous physical activity compared to a person's average was linked to better working memory and episodic memory (memory of events) the next day. More sleep overall was linked to improved episodic and working memory and psychomotor speed (a measure of how quickly a person detects and responds to the environment). More slow-wave sleep was linked to better episodic memory.

Conversely, more time spent being sedentary than usual was linked to worse working memory the next day.

The study is among the first to evaluate next-day cognitive performance using a "micro-longitudinal" study design where participants were tracked going about their normal lives rather than having to stay in a lab.

Among the study limitations, the researchers noted that the participants were a cognitively healthy group, meaning the results might not be true for people who have neurocognitive disorders.

The study involved researchers from the UCL Institute of Epidemiology & Health Care, UCL Division of Surgery & Interventional Science and the University of Oxford, and received funding from the UK's Economic and Social Research Council (ESRC).

*Slow-wave sleep was given its name based on the characteristic brain waves that can be observed during this stage of sleep. It is deep, restorative sleep, where a person's heart rate slows and blood pressure decreases.
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Pups of powerful meerkat matriarchs pay a price for their mom's status | ScienceDaily
From silverback gorillas beating their chests to executives battling it out in the boardroom, the reputation for testosterone-fueled aggression and dominance has typically belonged to macho males.


						
But one group of animals flips the script. In meerkats, females are the fiercely competitive sex.

Members of the mongoose family found in the arid savannahs of southern Africa, most meerkat mobs have a dominant female at the head.

Now, a new study by researchers at Duke University reveals that the pups of these female leaders pay a price for their mom's power.

In meerkat society a dominant female is in charge. Growling, biting, pushing and shoving to keep others in line, the meerkat queen wields absolute power over her subordinates, who have to help raise her pups.

The matriarch's bullying behavior is fueled by high levels of testosterone that can surge to twice those of her male counterparts when she's pregnant.

But while this chemical boost gives her a competitive edge and helps her keep the upper hand, it can also take a toll on the health of her offspring, said Duke professor of evolutionary biology Christine Drea, who co-authored the research with her then-graduate student Kendra Smyth-Kabay.




For the study, published Nov. 21 in the journal Ecology and Evolution, the researchers examined 195 meerkats as juveniles and adults at Kuruman River Reserve, in South Africa's Kalahari Desert.

The researchers checked the animals' droppings for tapeworm eggs and other signs of parasites. Comparing the pups of dominant and subordinate females, they found that the offspring of meerkat queens -- those exposed to higher levels of testosterone and related hormones in the womb -- tend to carry more gut parasites than other pups.

To find out if the moms' sky-high hormones during pregnancy were to blame, they also looked at a group of meerkat pups whose dominant mothers had received a medication during their third trimester that limits the effects of testosterone in the body.

Indeed, blocking a matriarch's testosterone improved the immune function of her pups. No longer bathed in testosterone in their mother's womb, these pups harbored fewer parasites and had stronger natural defenses against infection, based on blood tests of their body's ability to fight bacteria.

What's more, they were more likely to survive past their first year of life.

"The offspring from moms whose androgens were blocked actually survive significantly longer," Drea said.




The new study represents the first evidence in mammals that fetuses exposed to elevated testosterone in utero may have weakened immune function later on.

The negative link between prenatal testosterone and health was most pronounced in juveniles, disappearing by the time the pups reached adulthood.

"There's a health trade-off with testosterone," Drea said. "It's actually having an effect on survivorship when the animals are the most vulnerable."

The work is part of a larger field aimed at understanding how animals fend off infections in the wild, beyond the controlled conditions of the lab. "By studying wild meerkats, we can explore how real-world conditions -- factors like social status, hormones, and environmental stressors -- interact to influence immune function." Smyth-Kabay said.

This research was supported by the National Science Foundation (IOS-102163, IOS-1601685), the National Geographic Society, and the European Research Council (294494).
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Dogs use two-word button combos to communicate | ScienceDaily
A new study from UC San Diego's Comparative Cognition Lab shows that dogs trained to use soundboards to "talk" are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners. Published in the journal Scientific Reports from Springer Nature, the study analyzed data from 152 dogs over 21 months, capturing more than 260,000 button presses -- 195,000 of which were made by the dogs themselves.


						
"This is the first scientific study to analyze how dogs actually use soundboards," said lead researcher Federico Rossano, associate professor of cognitive science at UC San Diego and director of the Comparative Cognition Lab. "The findings reveal that dogs are pressing buttons purposefully to express their desires and needs, not just imitating their owners. When dogs combine two buttons, these sequences are not random but instead seem to reflect specific requests."

The study observed that the buttons most commonly used were related to essential needs, with words such as "outside," "treat," "play," and "potty." Notably, combinations like "outside" + "potty" or "food" + "water" were used in meaningful ways, occurring more frequently than expected by chance.

For dog owners, this research offers a new way to better understand their pets' needs. "While dogs already communicate some of these needs," Rossano said, "soundboards could allow for more precise communication. Instead of barking or scratching at the door, a dog may be able to tell you exactly what it wants, even combining concepts like 'outside' and 'park' or 'beach.' This could improve companionship and strengthen the bond between dogs and their owners."

Data was collected via the FluentPet mobile app, where owners logged their dogs' button presses in real time. The research team selected 152 dogs with over 200 logged button presses each to analyze patterns of use. Advanced statistical methods, including computer simulations, were used to determine whether button combinations were random, imitative, or truly intentional. The results showed that multi-button presses occurred in patterns significantly different from random chance, supporting the idea of deliberate communication.

The researchers also compared dogs' button presses to those of their owners and found that dogs were not simply imitating human behavior. For instance, buttons like "I love you" were far less frequently pressed by dogs than by their people.

While the study provides evidence of intentional two-button combinations, the researchers aim to go further. Future investigations will explore whether dogs can use buttons to refer to the past or future -- such as a missing toy -- or combine buttons creatively to communicate concepts for which they lack specific words.

"We want to know if dogs can use these soundboards to express ideas beyond their immediate needs, like absent objects, past experiences, or future events," Rossano said. "If they can, it would drastically change how we think about animal intelligence and communication."

Rossano's co-authors on the study are Amalia P. M. Bastos, now at Johns Hopkins University; Zachary N. Houghton, now at UC Davis; and Lucas Naranjo with CleverPet, Inc. Bastos' work on the study was supported in part by Johns Hopkins' Provost's Postdoctoral Fellowship Program. While Bastos and Houghton have previously served as consultants to CleverPet, and Naranjo currently works for the company, which manufactures the FluentPet mobile app and soundboard devices, the research design and analysis were conducted independently.
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Earliest deep-cave ritual compound in Southwest Asia discovered | ScienceDaily
A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent. Three Israeli researchers led the team that published its results today in the journal Proceedings of the National Academy of Sciences.


						
And researchers from the Case Western Reserve University (CWRU) School of Dental Medicine helped unearth the cave's secrets over more than a decade of excavation.

Manot Cave was used for thousands of years as a living space for both Neanderthals and humans at different times. In 2015, researchers from Case Western Reserve helped identify a 55,000-year-old skull that provided physical evidence of interbreeding between Neanderthal and homo sapiens, with characteristics of each clearly visible in the skull fragment.

The cave's living space was near the entrance, but in the deepest, darkest part of the cave, eight stories below, the new paper describes a large cavern with evidence it was used as a gathering space, possibly for rituals that enhanced social cohesion.

The cavern's touchstone is an engraved rock, deliberately placed in a niche in the cavern, with a turtle-shell design carved into its surface. The three-dimensional turtle is contemporaneous with some of the oldest cave paintings in France.

"It may have represented a totem or spiritual figure," said Omry Barzilai, Head of Material Culture PaleoLab at the University of Haifa and the Israel Antiquities Authority, who led the team. "Its special location, far from the daily activities near the cave entrance, suggests that it was an object of worship."

The cavern has natural acoustics favorable for large gatherings, and evidence of wood ash on nearby stalagmites suggests prehistoric humans carried torches to light the chamber.




Manot Cave was discovered in 2008 by workers building condominiums in a mountain resort close to Israel's border with Lebanon. Case Western Reserve's School of Dental Medicine got involved in the excavation in 2012. The dean at the time, Jerold Goldberg, committed $20,000 annually for 10 years to CWRU's Institute for the Science of Origins; the money was used to fund dental students' summer research in Israel.

"I'm an oral and maxillofacial surgeon by training," Goldberg said. "I provided the commitment and the money because I wanted people to understand the breadth and intellectual interest that dental schools have."

And although not trained in archaeology, dental students can quickly identify bone fragments from rock, which makes them invaluable at excavations like Manot Cave.

"Most people would not suspect that a dental school would be involved in an archaeological excavation," said Mark Hans, professor and chair of orthodontics at the dental school. "But one of the things that are preserved very well in ancient skeletons are teeth, because they are harder than bone. There is a whole field of dental anthropology. As an orthodontist, I am interested in human facial growth and development, which, it turns out, is exactly what is needed to identify anthropological specimens."

For 10 years, Case Western Reserve sent 10 to 20 dental students every summer to help with the Manot Cave excavation. The summer research became so popular that students from other dental and medical schools began applying to visit Israel with the CWRU team, according to Yvonne McDermott, the project coordinator.

Case Western Reserve also collaborated closely with Linda Spurlock, a physical anthropologist at Kent State University, whose expertise is putting a face on a skull using clay to build out the tissues that would have covered the bone when the person was alive.

"One of the things I liked most about working on this excavation was how much we learned from the other researchers," Hans said. "Everyone has a narrow focus, like mammals, uranium-dating, hearths; and we all came together and shared our knowledge. We learned a lot over 10 years."

The Manot Cave project is supported by the Dan David Foundation, the Israel Science Foundation, the United States-Israel Binational Science Foundation, the Irene Levi Sala CARE Archaeological Foundation and the Leakey Foundation. The research also involved experts from the Israel Antiquities Authority, Cleveland State University, the Geological Survey of Israel, the Hebrew University of Jerusalem, the University of Haifa, Tel Aviv University, Ben-Gurion University, the University of Vienna, the University of Barcelona, the University of Siena and Simon Fraser University.
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Mars' infamous dust storms can engulf the entire planet: A new study examines how | ScienceDaily
Today's weather report on Mars: Windy with a chance of catastrophic dust storms blotting out the sky.


						
In a new study, planetary scientists at the University of Colorado Boulder have begun to unravel the factors that kick off major dust storms on Mars -- weather events that sometimes engulf the entire planet in swirling grit. The team discovered that relatively warm and sunny days may help to trigger them.

Heshani Pieris, lead author of the study, said the findings are a first step toward forecasting extreme weather on Mars, just like scientists do on Earth.

"Dust storms have a significant effect on rovers and landers on Mars, not to mention what will happen during future crewed missions to Mars," said Pieris, a graduate student at the Laboratory for Atmospheric and Space Physics (LASP) at CU Boulder. "This dust is very light and sticks to everything."

She will present the results Tuesday, Dec. 10 at the 2024 meeting of the American Geophysical Union in Washington.

To put dust storms under the magnifying glass, the researchers drew on real observations from NASA's Mars Reconnaissance Orbiter satellite.

So far, they have identified weather patterns that may underly roughly two-thirds of the major dust storms on Mars. You won't see Mars weather reporters standing in front of a green screen just yet, but it's a step in the right direction, said study co-author Paul Hayne.




"We need to understand what causes some of the smaller or regional storms to grow into global-scale storms," said Hayne, a researcher at LASP and associate professor at the Department of Astrophysical and Planetary Sciences. "We don't even fully understand the basic physics of how dust storms start at the surface."

Dusty demise

Dust storms on Mars are something to behold.

Many begin as smaller storms that swirl around the ice caps at the planet's north and south poles, usually during the second half of the Martian year. (A year on Mars lasts 687 Earth days). Those storms can grow at a furious pace, pressing toward the equator until they cover millions of square miles and last for days.

The 2015 film The Martian starring Matt Damon featured one such apocalyptic storm that knocked over a satellite dish and tossed around astronauts. The reality is less cinematic. Mars' atmosphere is much thinner than Earth's, so dust storms on the Red Planet can't generate much force. But they can still be trouble.

In 2018, for example, a global dust storm buried the solar panels on NASA's Opportunity rover under a layer of dust. The rover died not long after.




"Even though the wind pressure may not be enough to knock over equipment, these dust grains can build up a lot of speed and pelt astronauts and their equipment," Hayne said.

Hot spells

In the current study, Pieris and Hayne set their sights on two weather patterns that tend to occur every year on Mars known as "A" and "C" storms.

The team pored over observations of Mars from the Mars Climate Sounder instrument aboard the Mars Reconnaissance Orbiter over eight Mars years (15 years on Earth). In particular, Pieris and Hayne looked for periods of unusual warmth -- or weeks when more sunlight filtered through Mars' thin atmosphere and baked the planet's surface.

They discovered that roughly 68% of major storms on the planet were preceded by a sharp rise in temperatures at the surface. In other words, the planet heated up, then a few weeks later, conditions got dusty.

"It's almost like Mars has to wait for the air to get clear enough to form a major dust storm," Hayne said.

The team can't prove that those balmy conditions actually cause the dust storms. But, Pieris said, similar phenomena trigger storms on Earth. During hot summers in Boulder, Colorado, for example, warm air near the ground can rise through the atmosphere, often forming those towering, gray clouds that signal rain.

"When you heat up the surface, the layer of atmosphere right above it becomes buoyant, and it can rise, taking dust with it," Pieris said.

She and Hayne are now gathering observations from more recent years on Mars to continue to explore these explosive weather patterns. Eventually, they'd like to get to the point where they can look at live data coming from the Red Planet and predict what could happen in the weeks ahead.

"This study is not the end all be all of predicting storms on Mars," Pieris said. "But we hope it's a step in the right direction."
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Not so simple machines: Cracking the code for materials that can learn | ScienceDaily
It's easy to think that machine learning is a completely digital phenomenon, made possible by computers and algorithms that can mimic brain-like behaviors.


						
But the first machines were analog and now, a small but growing body of research is showing that mechanical systems are capable of 'learning,' too. Physicists at the University of Michigan have provided the latest entry into that field of work.

The U-M team of Shuaifeng Li and Xiaoming Mao devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

"We're seeing that materials can learn tasks by themselves and do computation," Li said.

The researchers have shown how that algorithm can be used to "train" materials to solve problems, such as identifying different species of iris plants. One day, these materials could create structures capable of solving even more advanced problems -- such as airplane wings that optimize their shape for different wind conditions -- without humans or computers stepping in to help.

That future is a ways off, but insights from U-M's new research could also provide more immediate inspiration for researchers outside the field, said Li, a postdoctoral researcher.

The algorithm is based on an approach called backpropagation, which has been used to enable learning in both digital and optical systems. Because of the algorithm's apparent indifference to how information is carried, it could also help open new avenues of exploration into how living systems learn, the researchers said.




"We're seeing the success of backpropagation theory in many physical systems," Li said. "I think this might also help biologists understand how biological neural networks in humans and other species work."

Li and Mao, a professor in the U-M Department of Physics, published their new study in the journal Nature Communications.

MNNs 101

The idea of using physical objects in computation has been around for decades. But the focus on mechanical neural networks is newer, with interest growing alongside other recent advances in artificial intelligence.

Most of those advances -- and certainly the most visible ones -- have been in the realm of computer technology. Hundreds of millions of people are turning to AI-powered chatbots, such as ChatGPT, every week for help writing emails, planning vacations and more.

These AI assistants are based on artificial neural networks. Although their workings are complex and largely hidden from view, they provide a useful analogy to understand mechanical neural networks, Li said.




When using a chatbot, a user types an input command or question, which is interpreted by a neural network algorithm running on a computer network with oodles of processing power. Based on what that system has learned from being exposed to vast amounts of data, it generates a response, or output, that pops up on the user's screen.

A mechanical neural network, or MNN, has the same basic elements. For Li and Mao's study, the input was a weight affixed to a material, which acts as the processing system. The output was how the material changed its shape due to the weight acting on it.

"The force is the input information and the materials itself is like the processor, and the deformation of the materials is the output or response," Li said.

For this study, the "processor" materials were rubbery 3D-printed lattices, made of tiny triangles that made larger trapezoids. The materials learn by adjusting the stiffness or flexibility of specific segments within that lattice.

To realize their futuristic applications -- like the airplane wings that tune their properties on the fly -- MNNs will need to be able to adjust those segments on their own. Materials that can do that are being researched, but you can't yet order them from a catalog.

So Li modeled this behavior by printing out new versions of a processor with a thicker or thinner segment to get the desired response. The main contribution of Li and Mao's work is the algorithm that instructs a material on how to adapt those segments.

How to train your MNN

Although the mathematics behind the backpropagation theory is complex, the idea itself is intuitive, Li said.

To kick off the process, you need to know what your input is and how you want the system to respond. You then apply the input and see how the actual response differs from what's desired. The network then takes that difference and uses it to inform how it changes itself to get closer to the desired output over subsequent iterations.

Mathematically, the difference between the real output and the desired output corresponds to an expression called the loss function. It's by applying a mathematical operator known as a gradient to that loss function that the network learns how to change.

Li showed that if you know what to look for, his MNNs provide that information.

"It can show you the gradient automatically," Li said, adding that he had some help from cameras and computer code in this study. "It's really convenient and it's really efficient."

Consider the case where a lattice is composed entirely of segments with equal thickness and rigidity. If you hang a weight from a central node -- the point where segments meet -- its neighboring nodes on the left and right would move down the same amount because of the system's symmetry.

But suppose, instead, you wanted to create a lattice that gave you not just an asymmetric response, but the most asymmetric response. That is, you wanted to create a network that gives the maximum difference in the movement between a node to the weight's left and a node to its right.

Li and Mao used their algorithm and a simple experimental setup to create the lattice that gives that solution. (Another similarity to biology is that the approach only cares about what nearby connections are doing, similar to how neurons operate, Li said.)

Taking it a step further, the researchers also provided large datasets of input forces, akin to what's done in machine learning on computers, to train their MNNs.

In one example of this, different input forces corresponded to different sizes of petals and leaves on iris plants, which are defining features that help differentiate between species. Li could then present a plant of unknown species to the trained lattice and it could correctly sort it.

And Li is already working to build up the complexity of the system and the problems it can solve using MNNs that carry sound waves.

"We can encode so much more information into the input," Li said. "With sound waves, you have the amplitude, the frequency and the phase that can encode data."

At the same time, the U-M team is also studying broader classes of networks in materials, including polymers and nanoparticle assemblies. With these, they can create new systems where they can apply their algorithm and work toward achieving fully autonomous learning machines.

This work is supported by the Office of Naval Research and National Science Foundation Center for Complex Particle Systems, or COMPASS.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241209122941.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New AI cracks complex engineering problems faster than supercomputers | ScienceDaily
Modeling how cars deform in a crash, how spacecraft responds to extreme environments, or how bridges resist stress could be made thousands of times faster thanks to new artificial intelligence that enables personal computers to solve massive math problems that generally require supercomputers.


						
The new AI framework is a generic approach that can quickly predict solutions to pervasive and time-consuming math equations needed to create models of how fluids or electrical currents propagate through different geometries, like those involved in standard engineering testing.

Details about the research appear in Nature Computational Science.

Called DIMON (Diffeomorphic Mapping Operator Learning), the framework solves ubiquitous math problems known as partial differential equations that are present in nearly all scientific and engineering research. Using these equations, researchers can translate real-world systems or processes into mathematical representations of how objects or environments will change over time and space.

"While the motivation to develop it came from our own work, this is a solution that we think will have generally a massive impact on various fields of engineering because it's very generic and scalable," said Natalia Trayanova, a Johns Hopkins University biomedical engineering and medicine professor who co-led the research. "It can work basically on any problem, in any domain of science or engineering, to solve partial differential equations on multiple geometries, like in crash testing, orthopedics research, or other complex problems where shapes, forces, and materials change."

In addition to demonstrating the applicability of DIMON in solving other engineering problems, Trayanova's team tested the new AI on over 1,000 heart "digital twins," highly detailed computer models of real patients' hearts. The platform was able to predict how electrical signals propagated through each unique heart shape, achieving high prognostic accuracy.

Trayanova's team relies on solving partial differential equations to study cardiac arrhythmia, which is an electrical impulse misbehavior in the heart that causes irregular beating. With their heart digital twins, researchers can diagnose whether patients might develop the often-fatal condition and recommend ways to treat it.




"We're bringing novel technology into the clinic, but a lot of our solutions are so slow it takes us about a week from when we scan a patient's heart and solve the partial differential equations to predict if the patient is at high risk for sudden cardiac death and what is the best treatment plan," said Trayanova, who directs the Johns Hopkins Alliance for Cardiovascular Diagnostic and Treatment Innovation. "With this new AI approach, the speed at which we can have a solution is unbelievable. The time to calculate the prediction of a heart digital twin is going to decrease from many hours to 30 seconds, and it will be done on a desktop computer rather than on a supercomputer, allowing us to make it part of the daily clinical workflow."

Partial differential equations are generally solved by breaking complex shapes like airplane wings or body organs into grids or meshes made of small elements. The problem is then solved on each simple piece and recombined. But if these shapes change -- like in crashes or deformations -- the grids must be updated and the solutions recalculated, which can be computationally slow and expensive.

DIMON solves that problem by using AI to understand how physical systems behave across different shapes, without needing to recalculate everything from scratch for each new shape. Instead of dividing shapes into grids and solving equations over and over, the AI predicts how factors such as heat, stress, or motion will behave based on patterns it has learned, making it much faster and more efficient in tasks like optimizing designs or modeling shape-specific scenarios.

The team is incorporating into the DIMON framework cardiac pathology that leads to arrhythmia. Because of its versatility, the technology can be applied to shape optimization and many other engineering tasks where solving partial differential equations on new shapes is repeatedly needed, said Minglang Yin, a Johns Hopkins Biomedical Engineering Postdoctoral Fellow who developed the platform.

"For each problem, DIMON first solves the partial differential equations on a single shape and then maps the solution to multiple new shapes. This shape-shifting ability highlights its tremendous versatility," Yin said. "We are very excited to put it to work on many problems as well as to provide it to the broader community to accelerate their engineering design solutions."

Other authors are Nicolas Charon of University of Houston, Ryan Brody and Mauro Maggioni (co-lead) of Johns Hopkins, and Lu Lu of Yale University.

This work is supported by NIH grants R01HL166759 and R01HL174440; a grant from the Leducq Foundations; the Heart Rhythm Society Fellowship; U.S. Department of Energy grants DE-SC0025592 and DE-SC0025593; NSF grants DMS-2347833, DMS-1945224, and DMS-2436738; and Air Force Research Laboratory awards FA9550-20-1-0288, FA9550-21-1-0317, and FA9550-23-1-0445.
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Existing EV batteries may last up to 40% longer than expected | ScienceDaily
The batteries of electric vehicles subject to the normal use of real world drivers -- like heavy traffic, long highway trips, short city trips, and mostly being parked -- could last about a third longer than researchers have generally forecast, according to a new study by scientists working in the SLAC-Stanford Battery. Center, a joint center between Stanford University's Precourt Institute for Energy and SLAC National Accelerator Laboratory, This suggests that the owner of a typical EV may not need to replace the expensive battery pack or buy a new car for several additional years.


						
Almost always, battery scientists and engineers have tested the cycle lives of new battery designs in laboratories using a constant rate of discharge followed by recharging. They repeat this cycle rapidly many times to learn quickly if a new design is good or not for life expectancy, among other qualities.

This is not a good way to predict the life expectancy of EV batteries, especially for people who own EVs for everyday commuting, according to the study published Dec. 9 in Nature Energy. While battery prices have plummeted about 90% over the past 15 years, batteries still account for almost a third of the price of a new EV. So, current and future EV commuters may be happy to

"We've not been testing EV batteries the right way;' said Simona Onori, senior author and an associate professor of energy science and engineering in the Stanford Doerr School of Sustainability. "To our surprise, real driving with frequent acceleration, braking that charges the batteries a bit, stopping to pop into a store, and letting the batteries rest for hours at a time, helps batteries last longer than we had thought based on industry standard lab tests."

A pleasant surprise

The researchers designed four types of EV discharge profiles, from the standard constant discharge to dynamic discharging based on real driving data. The research team tested 92 commercial lithium ion batteries for more than two years across the discharge profiles. In the end, the more realistically the profiles reflected actual driving behavior, the higher EV life expectancy climbed.

Several factors contribute to the unexpected longevity, the study finds. A machine learning algorithm trained on all the data the team collected helped tease out the impacts of dynamic discharge profiles on battery degradation.




For example, the study showed a correlation between sharp, short EV accelerations and slower degradation. This was contrary to long-held assumptions of battery researchers, including this study's team, that acceleration peaks are bad for EV batteries.

Pressing the pedal with your foot hard does not speed up aging. If anything, it slows it down, explained Alexis Geslin, one of three lead authors of the study and a PhD student in materials science and engineering and in computer science in Stanford's School of Engineering.

Two ways to age

The research team also looked for differences in battery aging due to many charge-discharge cycles versus battery aging that just comes with time. Your batteries at home that have been sitting unused in a drawer for years will not operate as well as when you bought them, if they work at all.

"We battery engineers have assumed that cycle aging is much more important than time-induced aging. That's mostly true for commercial EVs like buses and delivery vans that are almost always either in use or being recharged," said Geslin. "For consumers using their EVs to get to work, pick up their kids, go to the grocery store, but mostly not using them or even charging them, time becomes the predominant cause of aging over cycling."

The study identifies an average discharge rate sweet spot for balancing time aging and cycle aging, at least for the commercial battery they tested. Luckily, that window is in the range of realistic consumer EV driving. Carmakers could update their EV battery management software to take advantage of the new findings and to maximize battery longevity under real-world conditions.




Looking ahead

"Going forward, evaluating new battery chemistries and designs with realistic demand profiles will be really important," said energy science and engineering postdoctoral scholar Le Xu. "Researchers can now revisit presumed aging mechanisms at the chemistry, materials, and cell levels to deepen their understanding. This will facilitate the development of advanced control algorithms that optimize the use of existing commercial battery architectures."

The implications extend beyond batteries, the study suggests. Scientists and engineers could apply the principles to other energy storage applications, as well as to other materials and devices in physical sciences in which aging is crucial, like plastics, glasses, solar cells, and some biomaterials used in implants.

"This work highlights the power of integrating multiple areas of expertise -- from materials science, control, and modeling to machine learning- to advance innovation," Onori said.
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Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster | ScienceDaily
Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?


						
Omega Centauri is a massive star cluster with nearly ten million stars located in the constellation Centaurus. For a long time, researchers have noticed that the velocities of stars moving near the centre of Omega Centauri were higher than expected. But it wasn't clear whether this was caused by an "intermediate mass" black hole (IMBH), weighing a hundred thousand times the mass of the Sun, or a cluster of "stellar mass" black holes, each weighing just a few times the mass of the Sun.

A cluster of black holes is expected to form at the centre of Omega Centauri as a result of stellar evolution. But astronomers thought that most of them would be ejected by slingshot interactions with other stars. As such, an IMBH hole started to look more and more like the favoured solution. This seemed even more likely when new evidence recently emerged of fast-moving stars near the centre of Omega Centauri that may require interactions with an IMBH to reach such high velocities.

Intermediate mass black holes (IMBHs) are exciting to astronomers because they may be the "missing link" between stellar mass black holes and supermassive black holes. Stellar-mass black holes form from the death of massive stars and have already been found via a variety of different techniques. Supermassive black holes are found at the centres of large galaxies and can weigh millions to billions of times the mass of the Sun. We do not currently know how supermassive black holes form or whether they begin their lives as stellar mass black holes. Finding an IMBH could solve this cosmic puzzle.

The new research involving the University of Surrey looked afresh at the anomalous velocities of stars at the centre of Omega Centauri, but this time, it used a new piece of data. The researchers combined the anomalous velocity data with new data for the accelerations of pulsars for the first time. Pulsars, like black holes, are formed from dying stars. Weighing up to twice the mass of the Sun, they are just 20km across and can spin up to 700 times a second. As they spin, they emit radio waves along their spin axis, processing like a spinning top. The radio beam sweeps past the Earth like a lighthouse, allowing us to detect them.

Pulsars are natural clocks, almost as accurate as atomic clocks on Earth. By carefully measuring the change in the rate of their spin, astronomers can calculate how the pulsars are accelerating, directly probing the gravitational field strength at the centre of Omega Centauri. Combining these new acceleration measurements with the stellar velocities, researchers from Surrey, the Instituto de Astrofisica de Canarias (IAC, Spain) and the Annecy-le-Vieux Laboratoire de Physique Theorique LAPTh in Annecy (France) were able to tell the difference between an IMBH and a cluster of black holes, favouring the latter.

Professor Justin Read, co-author of the study from the University of Surrey, said:

"The hunt for elusive intermediate-mass black holes continues. There could still be one at the centre of Omega Centauri, but our work suggests that it must be less than about six thousand times the mass of the Sun and live alongside a cluster of stellar mass black holes. There is, however, every chance of us finding one soon. More and more pulsar accelerations are coming, allowing us to peer into the centres of dense star clusters and hunt for black holes more precisely than ever before."




Andr'es Banares-Hernandez, lead author of the study from IAC, said:

"We have long known about supermassive black holes at galaxy centres and smaller stellar-mass black holes within our own galaxy. However, the idea of intermediate-mass black holes, which could bridge the gap between these extremes, remains unproven."

"By studying Omega Centauri -- a remnant of a dwarf galaxy -- we have been able to refine our methods and take a step forward in understanding whether such black holes exist and what role they might play in the evolution of star clusters and galaxies. This work helps resolve a two-decade-long debate and opens new doors for future exploration."

"The formation of pulsars is also an active field of study because a large number of them have recently been detected. Omega Centauri is an ideal environment to study models of their formation, which we have been able to do for the first time in our analysis."
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Space-time crystals, an important step toward new optical materials | ScienceDaily
Photonic space-time crystals are materials that could increase  the performance and efficiency of wireless communication or laser  technologies. They feature a periodic arrangement of special materials  in three dimensions as well as in time, which enables precise control of  the properties of light. Working with partners from Aalto University,  the University of Eastern Finland and Harbin Engineering University in  China, scientists from the Karlsruhe Institute of Technology (KIT) have  shown how such four-dimensional materials can be used in practical  applications. They published their results in Nature Photonics.


						
Photonic time crystals consist of materials with uniform composition in space but properties that vary periodically over time. With this periodic variation, the spectral composition of light can be modulated and amplified as needed -- key capabilities for optical information processing. "This gives us new degrees of freedom but also poses a lot of challenges," said Professor Carsten Rockstuhl from KIT's Institute for Theoretical Solid-State Physics and Institute of Nanotechnology. "This study paves the way for using these materials in information processing systems capable of using and amplifying light of any frequency."

A Step Closer to Four-dimensional Photonic Crystals

The key parameter of a photonic time crystal is its bandgap in momentum space. Momentum is a measure of the direction in which light propagates. A bandgap specifies the direction in which light has to propagate in order to be amplified; the wider the bandgap, the greater the amplification. "Previously we've had to intensify the periodic variation of material properties such as the refractive index to achieve a wide bandgap. Only then can light be amplified at all," explained Puneet Garg, one of the study's two lead authors. "Since the options for doing that are limited for most materials, it's a big challenge."

The researchers' solution involved combining photonic time crystals with an additional spatial structure. They created "photonic space-time crystals" by integrating photonic time crystals made of silicon spheres that "trap" and hold light longer than had previously been possible. The light then reacts much better to periodic changes in material properties. "We're talking about resonances that intensify the interactions between light and matter," said Xuchen Wang, the other lead author. "In such optimally tuned systems, the bandgap extends across nearly the entire momentum space, which means light can be amplified regardless of its direction of propagation. This could be the crucial missing step on the way toward practical use of such novel optical materials."

"We're very excited about this breakthrough in photonic materials, and we look forward to seeing the long-term impact of our research. Now the enormous potential of modern optical materials research can be realized," Rockstuhl said. "The idea isn't limited to optics and photonics; it can be applied to various physical systems and has the potential to inspire new research in other fields."

This research project was carried out in the "Wave phenomena: analysis and numerics" Collaborative Research Center, funded by the German Research Foundation (DFG), and is embedded in the Helmholtz Association's Information research field.
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New ocean predator discovered in the Atacama Trench | ScienceDaily
Characterized by darkness and intense pressure, the ocean's hadal zone seems uninhabitable, yet dozens of unique organisms call it home. Each species discovered there adds a crucial piece to the puzzle of how life has evolved and even thrives in one of Earth's most extreme environments.


						
A new study published in Systematics and Biodiversity highlights one of those species -- the newly named Dulcibella camanchaca. This crustacean is the first large, active predatory amphipod from these extreme depths. The species was discovered by scientists from Woods Hole Oceanographic Institution (WHOI) and Instituto Milenio de Oceanografia (IMO)based at the Universidad de Concepcion, Chile.

"Dulcibella camanchaca is a fast-swimming predator that we named after "darkness" in the languages of the peoples from the Andes region to signify the deep, dark ocean from where it predates," explained the study's co-lead author, Dr. Johanna Weston, a hadal ecologist at WHOI.

At nearly 4 centimeters in length, this crustacean uses specialized raptorial appendages to capture and prey upon smaller amphipod species in the Atacama (Peru-Chile) Trench's food-limited realm. The trench stretches along the eastern South Pacific Ocean, plunging to depths exceeding 8,000 meters off the coast of northern Chile, and has long fascinated scientists. Located beneath nutrient-rich and productive surface waters and geographically remote from other hadal environments, the Atacama Trench hosts a distinctive community of native species.

"Most excitingly, the DNA and morphology data pointed to this species being a new genus too, emphasizing the Atacama Trench as an endemic hotspot," continued Weston.

This remarkable finding is part of the 2023Integrated Deep-Ocean Observing System (IDOOS) Expedition aboard the R/V Abate Molina, led by scientists from IMO. Four Dulcibella camanchaca individuals were collected at a depth of 7,902 meters using a lander vehicle, which is an untethered platform used for carrying scientific equipment, including baited traps, to and from the ocean floor. Once safely back on the ship's deck, recovered amphipods were frozen and then underwent detailed morphological and genetic analysis at the Universidad de Concepcion.

"This study's collaborative effort and integrative approach confirmed Dulcibella camanchaca as a new species and highlights ongoing biodiversity discoveries in the Atacama Trench. This finding underlines the importance of continued deep-ocean exploration, particularly in Chile's front yard," said Dr. Carolina Gonzalez, co-lead author from the IMO responsible for sample collection and DNA analysis. "More discoveries are expected as we continue to study the Atacama Trench."

As exploration technology advances, scientists anticipate uncovering more species, each offering insights into the evolutionary pressures and adaptations unique to the deep ocean. The results of this study will contribute to broader efforts to understand deep-ocean ecosystems and protect them from emerging threats, such as pollution and climate change.
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Universe expansion study confirms challenge to cosmic theory | ScienceDaily
New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decadelong mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.


						
The new data confirms Hubble Space Telescope measurements of distances between nearby stars and galaxies, offering a crucial cross-check to address the mismatch in measurements of the universe's mysterious expansion. Known as the Hubble tension, the discrepancy remains unexplained even by the best cosmology models.

"The discrepancy between the observed expansion rate of the universe and the predictions of the standard model suggests that our understanding of the universe may be incomplete. With two NASA flagship telescopes now confirming each other's findings, we must take this [Hubble tension] problem very seriously -- it's a challenge but also an incredible opportunity to learn more about our universe,'' said Nobel laureate and lead author Adam Riess, a Bloomberg Distinguished Professor and Thomas J. Barber Professor of Physics and Astronomy at Johns Hopkins University.

Published in The Astrophysical Journal, the research builds on Riess' Nobel Prize-winning discovery that the universe's expansion is accelerating owing to a mysterious "dark energy" permeating vast stretches of space between stars and galaxies.

Riess' team used the largest sample of Webb data collected over its first two years in space to verify the Hubble telescope's measure of the expansion rate of the universe, a number known as the Hubble constant. They used three different methods to measure distances to galaxies that hosted supernovae, focusing on distances previously gauged by the Hubble telescope and known to produce the most precise "local" measurements of this number. Observations from both telescopes aligned closely, revealing that Hubble's measurements are accurate and ruling out an inaccuracy large enough to attribute the tension to an error by Hubble.

Still, the Hubble constant remains a puzzle because measurements based on telescope observations of the present universe produce higher values compared to projections made using the "standard model of cosmology," a widely accepted framework of how the universe works calibrated with data of cosmic microwave background, the faint radiation left over from the big bang.

While the standard model yields a Hubble constant of about 67-68 kilometers per second per megaparsec, measurements based on telescope observations regularly give a higher value of 70 to 76, with a mean of 73 km/s/Mpc. This mismatch has perplexed cosmologists for over a decade because a 5-6 km/s/Mpc difference is too large to be explained simply by flaws in measurement or observational technique. (Megaparsecs are huge distances. Each is 3.26 million light-years, and a light-year is the distance light travels in one year: 9.4 trillion kilometers, or 5.8 trillion miles.)

Since Webb's new data rules out significant biases in Hubble's measurements, the Hubble tension may stem from unknown factors or gaps in cosmologists' understanding of physics yet to be discovered, Riess' team reports.




"The Webb data is like looking at the universe in high definition for the first time and really improves the signal-to-noise of the measurements,'' said Siyang Li, a graduate student working at Johns Hopkins University on the study.

The new study covered roughly a third of Hubble's full galaxy sample, using the known distance to a galaxy called NGC 4258 as a reference point. Despite the smaller dataset, the team achieved impressive precision, showing differences between measurements of under 2% -- far smaller than the approximately 8-9% size of the Hubble tension discrepancy.

In addition to their analysis of pulsating stars called Cepheid variables, the gold standard for measuring cosmic distances, the team cross-checked measurements based on carbon-rich stars and the brightest red giants across the same galaxies. All galaxies observed by Webb together with their supernovae yielded a Hubble constant of 72.6 km/s/Mpc, nearly identical to the value of 72.8 km/s/Mpc found by Hubble for the very same galaxies.

The study included samples of Webb data from two groups that work independently to refine the Hubble constant, one from Riess' SH0ES team (Supernova, H0, for the Equation of State of Dark Energy) and one from the Carnegie-Chicago Hubble Program, as well as from other teams. The combined measurements make for the most precise determination yet about the accuracy of the distances measured using the Hubble TelescopeCepheid stars, which are fundamental for determining the Hubble constant.

Although the Hubble constant does not have a practical effect on the solar system, Earth, or daily life, it reveals the evolution of the universe at extremely large scales, with vast areas of space itself stretching and pushing distant galaxies away from one another like raisins in rising dough. It is a key value scientists use to map the structure of the universe, deepen their understanding of its state 13-14 billion years after the big bang, and calculate other fundamental aspects of the cosmos.

Resolving the Hubble tension could reveal new insights into more discrepancies with the standard cosmological model that have come to light in recent years, said Marc Kamionkowski, a Johns Hopkins cosmologist who helped calculate the Hubble constant and has recently helped develop a possible new explanation for the tension.




The standard model explains the evolution of galaxies, cosmic microwave background from the big bang, the abundances of chemical elements in the universe, and many other key observations based on the known laws of physics. However, it does not fully explain the nature of dark matter and dark energy, mysterious components of the universe estimated to be responsible for 96% of its makeup and accelerated expansion.

"One possible explanation for the Hubble tension would be if there was something missing in our understanding of the early universe, such as a new component of matter -- early dark energy -- that gave the universe an unexpected kick after the big bang," said Kamionkowski, who was not involved in the new study. "And there are other ideas, like funny dark matter properties, exotic particles, changing electron mass, or primordial magnetic fields that may do the trick. Theorists have license to get pretty creative."

Other authors are Dan Scolnic and Tianrui Wu of Duke University; Gagandeep S. Anand, Stefano Casertano, and Rachael Beaton of the Space Telescope Science Institute; Louise Breuval, Wenlong Yuan, Yukei S. Murakami, Graeme E. Addison, and Charles Bennett of Johns Hopkins University; Lucas M. Macri of NSF NOIRLab; Caroline D. Huang of The Center for Astrophysics | Harvard & Smithsonian; Saurabh Jha of Rutgers, The State University of New Jersey; Dillon Brout of Boston University; Richard I. Anderson of Ecole Polytechnique Federale de Lausanne; Alexei V. Filippenko of University of California, Berkeley; and Anthony Carr of University of Queensland, Brisbane.

This research is supported by Department of Energy grant DE-SC0010007, the David and Lucile Packard Foundation, the Templeton Foundation, Sloan Foundation, JWST GO-1685 and GO-2875, HST GO-16744 and GO-17312, and the Christopher R. Redlich Fund.
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Astronomers find the smallest asteroids ever detected in the main belt | ScienceDaily
The asteroid that extinguished the dinosaurs is estimated to have been about 10 kilometers across. That's about as wide as Brooklyn. Such a massive impactor is predicted to hit Earth rarely, once every 100 million to 500 million years.


						
In contrast, much smaller asteroids, about the size of a bus, can strike Earth more frequently, every few years. These "decameter" asteroids, measuring just tens of meters across, are more likely to escape the main asteroid belt and migrate in to become near-Earth objects. If they make impact, these small but mighty space rocks can send shockwaves through entire regions, such as the 1908 impact in Tunguska, Siberia, and the 2013 asteroid that broke up in the sky over Chelyabinsk, Urals. Being able to observe decameter main-belt asteroids would provide a window into the origin of meteorites.

Now, MIT astronomers have found a way to spot the smallest decameter asteroids within the main asteroid belt -- a rubble field between Mars and Jupiter where millions of asteroids orbit. Until now, the smallest asteroids that scientists were able to discern there were about a kilometer in diameter. With the team's new approach, scientists can now spot asteroids in the main belt as small as 10 meters across.

In a paper appearing in the journal Nature, de Wit and his colleagues report that they have used their approach to detect more than 100 new decameter asteroids in the main asteroid belt. The space rocks range from the size of a bus to several stadiums wide, and are the smallest asteroids within the main belt that have been detected to date.

The researchers envision that the approach can be used to identify and track asteroids that are likely to approach Earth.

"We have been able to detect near-Earth objects down to 10 meters in size when they are really close to Earth," says the study's lead author, Artem Burdanov, a research scientist in MIT's Department of Earth, Atmospheric and Planetary Sciences. "We now have a way of spotting these small asteroids when they are much farther away, so we can do more precise orbital tracking, which is key for planetary defense."

The study's co-authors include MIT professors of planetary science Julien de Wit and Richard Binzel, along with collaborators from multiple other institutions.




Image shift

De Wit and his team are primarily focused on searches and studies of exoplanets -- worlds outside the solar system that may be habitable. The researchers are part of the group that in 2016 discovered a planetary system around TRAPPIST-1, a star that is about 40 light years from Earth. Using the Transiting Planets and Planetismals Small Telescope (TRAPPIST) in Chile, the team confirmed that the star hosts rocky, Earth-sized planets, several of which are in the habitable zone.

Scientists have since trained many telescopes, focused at various wavelengths, on the TRAPPIST-1 system to further characterize the planets and look for signs of life. With these searches, astronomers have had to pick through the "noise" in telescope images, such as any gas, dust, and planetary objects between Earth and the star, to more clearly decipher the TRAPPIST-1 planets. Often, the noise they discard includes passing asteroids.

"For most astronomers, asteroids are sort of seen as the vermin of the sky, in the sense that they just cross your field of view and affect your data," de Wit says.

De Wit and Burdanov wondered whether the same data used to search for exoplanets could be recycled and mined for asteroids in our own solar system. To do so, they looked to "shift and stack," an image processing technique that was first developed in the 1990s. The method involves shifting multiple images of the same field of view and stacking the images to see whether an otherwise faint object can outshine the noise.

Applying this method to search for unknown asteroids in images that are originally focused on far-off stars would require significant computational resources, as it would involve testing a huge number of scenarios for where an asteroid might be. The researchers would then have to shift thousands of images for each scenario to see whether an asteroid is indeed where it was predicted to be.




Several years ago, Burdanov, de Wit, and MIT graduate student Samantha Hassler found they could do that using state-of-the-art GPUs -- graphics processing units that can process an enormous amount of imaging data at high speeds.

They initially tried their approach on data from the SPECULOOS (Search for habitable Planets EClipsing ULtra-cOOl Stars) survey -- a system of ground-based telescopes that takes many images of a star over time. This effort, along with a second application using data from a telescope in Antarctica, showed that researchers could indeed spot a vast amount of new asteroids in the main belt.

"An unexplored space"

For the new study, the researchers looked for more asteroids, down to smaller sizes, using data from the world's most powerful observatory -- NASA's James Webb Space Telescope (JWST), which is particularly sensitive to infrared rather than visible light. As it happens, asteroids that orbit in the main asteroid belt are much brighter at infrared wavelengths than at visible wavelengths, and thus are far easier to detect with JWST's infrared capabilities.

The team applied their approach to JWST images of TRAPPIST-1. The data comprised more than 10,000 images of the star, which were originally obtained to search for signs of atmospheres around the system's inner planets. After processing the images, the researchers were able to spot eight known asteroids in the main belt. They then looked further and discovered 138 new asteroids around the main belt, all within tens of meters in diameter -- the smallest main belt asteroids detected to date. They suspect a few asteroids are on their way to becoming near-Earth objects, while one is likely a Trojan -- an asteroid that trails Jupiter.

"We thought we would just detect a few new objects, but we detected so many more than expected, especially small ones," de Wit says. "It is a sign that we are probing a new population regime, where many more small objects are formed through cascades of collisions that are very efficient at breaking down asteroids below roughly 100 meters."

"This is a totally new, unexplored space we are entering, thanks to modern technologies," Burdanov says. "It's a good example of what we can do as a field when we look at the data differently. Sometimes there's a big payoff, and this is one of them."

This work was supported in part by the Heising-Simons Foundation, the Czech Science Foundation, and the NVIDIA Academic Hardware Grant Program.
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Bird-inspired drone can jump for take-off | ScienceDaily
EPFL researchers have built a drone that can walk, hop, and jump into flight with the aid of birdlike legs, greatly expanding the range of potential environments accessible to unmanned aerial vehicles.


						
"As the crow flies" is a common idiom referring to the shortest distance between two points, but the Laboratory of Intelligent Systems (LIS), led by Dario Floreano, in EPFL's School of Engineering has taken the phrase literally with RAVEN (Robotic Avian-inspired Vehicle for multiple ENvironments). Designed based on perching birds like ravens and crows that frequently switch between air and land, the multifunctional robotic legs allow it to take off autonomously in environments previously inaccessible to winged drones.

"Birds were the inspiration for airplanes in the first place, and the Wright brothers made this dream come true, but even today's planes are still quite far from what birds are capable of," says LIS PhD student Won Dong Shin. "Birds can transition from walking to running to the air and back again, without the aid of a runway or launcher. Engineering platforms for these kinds of movements are still missing in robotics."

RAVEN's design is aimed at maximizing gait diversity while minimizing mass. Inspired by the proportions of bird legs (and lengthy observations of crows on EPFL's campus), Shin designed a set of custom, multifunctional avian legs for a fixed-wing drone. He used a combination of mathematical models, computer simulations, and experimental iterations to achieve an optimal balance between leg complexity and overall drone weight (0.62kg). The resulting leg keeps heavier components close to the 'body', while a combination of springs and motors mimics powerful avian tendons and muscles. Lightweight avian-inspired feet composed of two articulated structures leverage a passive elastic joint that supports diverse postures for walking, hopping, and jumping.

"Translating avian legs and feet into a lightweight robotic system presented us with design, integration, and control problems that birds have solved elegantly over the course of evolution," Floreano says. "This led us to not only come up with the most multimodal winged drone to date, but also to shed light on the energetic efficiency of jumping for take-off in both birds and drones." The research has been published in Nature.

Better access for deliveries or disaster relief

Previous robots designed to walk have been too heavy to jump, while robots designed to jump did not have feet suitable for walking. RAVEN's unique design allows it to walk, traverse gaps in terrain, and even to jump up onto an elevated surface 26 centimeters high. The scientists also experimented with different modes of flight initiation, including standing and falling take-off, and they found that jumping into flight made the most efficient use of kinetic energy (speed) and potential energy (height gain). The LIS researchers teamed up with Auke Ijspeert of EPFL's BioRobotics Lab, and with Monica Daley's Neuromechanics Lab at University of California, Irvine, to adapt bird biomechanics to robotic locomotion.

In addition to elucidating the costs and benefits of powerful legs in birds that frequently transition between air and ground, the results offer a lightweight design for winged drones that can move on rough terrain and take off from restricted locations without human intervention. These capabilities enable the use of such drones in inspection, disaster mitigation, and delivery in confined areas. The EPFL team is already working on improved design and control of the legs to facilitate landing in a variety of environments.

"Avian wings are the equivalent of front legs in terrestrial quadrupeds, but little is known about the coordination of legs and wings in birds -- not to mention drones. These results represent just a first step towards a better understanding of design and control principles of multimodal flying animals, and their translation into agile and energetically efficient drones," Floreano says.
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Desert ants use the polarity of the geomagnetic field for navigation | ScienceDaily
Desert ants rely on a special component of the Earth's magnetic  field to navigate. Their magnetic sense may be based on magnetic  particles, according to a new study that has now been published in the  journal Current Biology.


						
Desert ants of the Cataglyphis nodus species use the Earth's magnetic field for spatial orientation, but these tiny insects rely on a different component of the field than other insects, a research team led by Dr Pauline Fleischmann from the University of Oldenburg, Germany, reports in the journal Current Biology. As the team explains in its paper, this suggests that they also use a different mechanism for magnetoreception than most insects studied to date, including, for example, the famous monarch butterflies. The researchers suspect that magnetoreception in these desert ants is based on a mechanism involving tiny particles of the iron oxide mineral magnetite or other magnetic particles.

How exactly magnetoreception works in animals, and what physical mechanism it is based on is still the subject of lively debate among scientists. One hypothesis under discussion is a light-dependent quantum effect known as the radical-pair mechanism. Small songbirds and possibly also insects such as monarch butterflies are thought to use this mechanism. The Collaborative Research Centre "Magnetoreception and Navigation in Vertebrates" led by biologist Prof. Dr. Henrik Mouritsen at the University of Oldenburg has gathered substantial evidence supporting this hypothesis.

Another hypothesis is that in some animals magnetoreception is based on tiny magnetic particles in sensory or nerve cells that point to the magnetic North, in a similar way to a compass needle. There is now considerable evidence that both forms of magnetoreception occur in nature. Pigeons, bats and sea turtles, for example, appear to sense the geomagnetic field via magnetic particles.

Behavioural experiments can distinguish between different mechanisms of magnetoreception

Since the proposed mechanisms for magnetoreception are based on different physical principles, behavioural experiments can be designed to determine which mechanism is used by which animals. The scientists part from the premise that animals with a particle-based magnetic sense are sensitive to the north-south direction of the geomagnetic field, in other words its "polarity," whereas those that rely on the radical-pair mechanism perceive the inclination, i.e. the angle between the geomagnetic field lines and the Earth's surface.

To gain more insights into how the magnetic sense of desert ants functions, Fleischmann, together with Dr Robin Grob (now at the Norwegian University of Science and Technology, Trondheim, Norway), Johanna Wegmann and Prof. Dr. Wolfgang Rossler from the University of Wurzburg, Germany, investigated which component of the Earth's magnetic field these insects are able to detect: the inclination or the polarity. In 2018, while Fleischmann was doing her PhD at the University of Wurzburg, the research team discovered that desert ants possess a magnetic sense. She has been a Research Fellow in the Oldenburg CRC since 2022.




In the current study, the researchers exposed ants from a colony in Greece to various manipulated magnetic fields. For this, they set up Helmholtz coils above the entrance of the nest and guided ants that emerged from the nest through a tunnel to an experimental platform at the centre of the coils where they were then filmed while performing their "learning walks" -- a behaviour that desert ants display when they leave their nest for the very first time. Fleischmann had discovered while completing her doctoral project that the ants use the Earth's magnetic field to memorise the direction of the nest entrance during these learning walks: they repeatedly interrupt their forward movement to stop and look in the direction of the nest entrance. The researchers suspect that the ants are using the magnetic field to train their visual memory. The results of a study on the ants' brain development which the team recently published in the scientific journal PNAS appear to confirm this.

Changing the inclination had no effect on the ants' behaviour

In the current study, the researchers exposed the ants to artificial magnetic fields that pointed in a different direction to the Earth's natural magnetic field. The team found that if they only changed the vertical component of the field, the inclination, this had no effect on the direction of the ants' gaze: they continued to look towards the location of the nest entrance during their learning walks. However, if the polarity of the field, i.e. the north-south axis, was rotated by 180 degrees, the ants surmised that the nest entrance was at a completely different location.

Based on these results, the researchers conclude that unlike monarch butterflies or songbirds, ants do not use the inclination of the geomagnetic field, which is probably more useful for long-distance migration. Instead, they rely on the polarity of the field to navigate during their learning walks. "This type of compass is particularly useful for navigation over comparatively short distances," Fleischmann emphasises.

Desert ants have long been known to have excellent navigational skills: they live in the featureless salt pans of the North African Sahara or in pine forests in Greece where there are few landmarks to use for orientation, and they may move hundreds of metres away from their nest to forage for food. When they leave the nest, they move in a zig-zag pattern, but once they have found food they return to the nest entrance in a straight line. The discovery that ants, which along with bees and wasps belong to the Hymenoptera order, use a different mechanism for magnetoreception other insect species such as butterflies or cockroaches also opens up new avenues for studying the evolution of this special form of sensory perception in the animal kingdom, Fleischmann observes.
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Genetic study of native hazelnut challenges misconceptions about how ancient Indigenous peoples used the land | ScienceDaily

Led by Chelsey Geralda Armstrong, an assistant professor in Simon Fraser University's (SFU) Department of Indigenous Studies, the innovative study was recently published in the Proceedings of the National Academy of Science(PNAS).

"The misconception that Indigenous peoples did not use or steward the land is widespread across North America, but is very pointed in British Columbia, where landscapes are often described as 'wild' or 'untouched,'" says Armstrong of the engrained cultural biases she seeks to address through her research.

Far from being only "hunter-gatherers" -- an anthropological designation of the early 20th century to describe Indigenous peoples on the northwest coast -- the study challenges settler-colonial narratives by establishing people actively cultivated hazelnut on a continental scale, beginning likely 7,000 years ago.

Indigenous knowledge inspires genetic research

As an ethnoecologist and archaeologist, Armstrong specializes in finding hidden signs of how humans in the distant past co-evolved with, and co-constitute, lived environments. To understand the intertwined histories of people and plants, Armstrong often works for and with Indigenous Elders and knowledge-holders.

Through previous projects, Armstrong became aware of oral traditions that told of how ancient humans cultivated beaked hazelnut. In addition to providing a reliable source of nutrition, people uncovered ingenious uses for all parts of the plant: making medicine and cosmetics from its oil; producing a rich blue dye from its roots; as well as building and crafting useful items, such as snowshoes, from its flexible-yet-durable wood and shoots.




Armstrong was inspired to investigate how the genetic profile of the hazelnut aligned with the knowledge passed down for generations, and brought together a team of geneticists and linguists to find multifaceted evidence of how actions by humans led the beaked hazelnut to become naturalized in the forests of British Columbia.

Genes point to trade and plant transplantation over long distances

Alongside oral traditions, Armstrong's team found similarities in Indigenous languages in the province that indicate the beaked hazelnut was a versatile commodity that was traded and shared among different communities, "British Columbia is very linguistically diverse. We found that the word for hazelnut is similar in many Indigenous languages, where there should be no similarities."

To retrace how the native hazelnut spread across Western North America, Armstrong and her team collected specimens found throughout the province, but also focused on sampling near archaeological village sites. A team of interdisciplinary scientists from the Hakai Institute worked closely with Armstrong to analyze the DNA of these specimens and mapped out the geographic distribution of plants sharing these genetic traits.

"We found that people were actively transplanting and cultivating hazelnuts hundreds of kilometers from their place of origin," Armstrong explains of the expansive trade activity the maps illustrated. "People were moving hazelnut around and selectively managing it to the point that it increased genetic diversity. This type of activity was previously thought to be entirely absent in the Pacific Northwest."

Significantly, by analyzing specimens from the Skeena Watershed, Armstrong's team identified unique hazelnut clusters that are only found at the origin place of the Gitxsan, Ts'msyen, and Nisga'a peoples. "Genetic clustering allowed us to map something that appears subtle," says Armstrong of the finding, which supports Indigenous land claims in the area.




Reconnecting with Indigenous science will support food security

According to Armstrong, settler-colonial efforts to systematically separate Indigenous peoples from their land and suppress traditional knowledge have obscured the role humans played in shaping the landscape. By using genetic evidence to recount the shared history of people and plants, the study brings wider appreciation to the effective methods Indigenous peoples used to manage the land for millennia.

Jesse Stoeppler (Gwii Lok'im Gibuu), who belongs to Wilp Spookwx of the Lax Gibuu Clan, is a Gitxsan land steward, co-executive director of the Skeena Watershed Coalition and Deputy Chief of the Hagwilget First Nation. Stoeppler believes that mobilizing this traditional knowledge will benefit his community's economy and the environment. "Throughout thousands of years of human history, someone has faced the same problems our communities are facing now and has found a solution," says Stoeppler. "Our future is in our past. Our people saw value in the hazelnut and practiced stewardship of the land. The flora and fauna in the area were able to thrive in that environment. Understanding this can support food sovereignty in our communities."

Similarly, Armstrong says the study indicates that ancestral Indigenous peoples understood the importance of genetic diversity in promoting environmental sustainability, "This research confirms what Indigenous peoples have always known: plants were cultivated and engineered to a level that is now observable in the genetic structure of hazelnut."
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Increases in U.S. life expectancy forecasted to stall by 2050, poorer health expected to cause nation's global ranking to drop | ScienceDaily
The U.S. is failing to keep pace with dozens of countries around the world due to the steady decline of the nation's health progress, according to a detailed analysis of all 50 states and Washington, D.C., published in The Lancet. Researchers at the Institute for Health Metrics and Evaluation (IHME) produced health estimates and forecasts (the most likely future) of life expectancy, mortality, and morbidity due to more than 350 diseases and injuries and 68 risks in the U.S. from 1990 to 2050.


						
U.S. life expectancy improvements slow, global ranking drops 

Life expectancy (LE) in the U.S. is forecasted to increase from 78.3 years in 2022 to 79.9 years in 2035 and to 80.4 years in 2050 for all sexes combined. This modest increase lowers the country's global ranking from 49th in 2022 to 66th in 2050 among the 204 countries and territories included in the latest Global Burden of Disease (GBD) study.

Nationally, mortality rates1 declined between 1990 and 2021 for many leading causes of death, most notably for ischemic heart disease, cancer, and stroke. That contributed to improvements in life expectancy. Despite the progress the U.S. has made over the last three decades, the country is forecasted to rank progressively lower than other nations globally in the average number of years a person can expect to live in good health. Known as healthy life expectancy or health-adjusted life expectancy (HALE), its global ranking is forecasted to drop from 80th in 2022 to 108th by 2050.

Women's health in the U.S. is falling behind other peer countries faster than men's. Female HALE is forecasted to decline by 2050 in 20 states2, including Ohio, Tennessee, and Indiana. Only three states remain unchanged: Arizona, Idaho, and North Dakota. This gap between men and women is mainly due to the slow increases or no changes in female life expectancy and HALE rather than due to major improvements for males.

In fact, the global ranking for female LE in the U.S. is forecasted to drop to 74th in 2050. That's a substantial decline from 19th in 1990 and 51st in 2022. U.S. male LE estimates are forecasted to rank 65th globally in 2050, a drop from 35th in 1990 and from 51st in 2022. These lower rankings put the U.S. below nearly all high-income and some middle-income countries.

When comparing LE in the best- and worst-performing U.S. states with the other 203 GBD countries and territories, the states' global ranking also declined over the forecasted period. If Hawaii were a country and were compared to all 203 other countries and territories around the world, its 1990 LE would rank fourth globally, the highest LE in the US. This rank declined in 2022 to 29th and is expected to drop to 43rd by 2050. And although New York is forecasted to have the highest LE in the U.S. by 2050, ranking 41st in the world, it is still a drop from its 33rd place in 1990 and in 2022.




The slight increase in U.S. LE that's forecasted in 2050 is due to a decline in mortality rates, including a 49.4% decline in ischemic heart disease death rates, a 40.5% drop in stroke death rates, and a 35.7% decrease in diabetes death rates.

"In spite of modest increases in life expectancy overall, our models forecast health improvements slowing down due to rising rates of obesity, which is a serious risk factor to many chronic diseases and forecasted to leap to levels never before seen," said co-senior author Professor Christopher J.L. Murray, Director of IHME. "The rise in obesity and overweight rates in the U.S., with IHME forecasting over 260 million people affected by 2050, signals a public health crisis of unimaginable scale."

Alarming forecasts in U.S. mortality rates and causes of death

The nation also faces other alarming trends. From 1990 to 2021, the U.S. recorded an 878% increase in the mortality rate (from 2.0 deaths to 19.5 deaths per 100,000) from drug use disorders, including from opioid use disorder, amphetamine use disorder, cocaine use disorder, and a group of other drug use disorders. The death rate is forecasted to climb another 34% between 2022 and 2050 (from 19.9 deaths to 26.7 deaths per 100,000). That's the highest drug use-related mortality rate in the world and more than twice as high as the second-highest country, which is Canada.

"The stark contrast that's forecasted in the next 30 years comes after a concerted effort by federal, state, and local government agencies and health systems launched after the opioid crisis was declared a public health emergency in 2017. The opioid epidemic is far from over, and greater effectiveness and continued expansion of programs to prevent and treat drug use are still needed," said lead author Professor Ali Mokdad from IHME.

The main forecasted drivers for mortality and morbidity in the U.S.

IHME researchers produced several scenarios forecasted into the future to explore how the U.S. could have less devastating consequences of some health outcomes. If major risk factors like obesity, high blood sugar, and high blood pressure were eliminated by 2050, 12.4 million deaths could be averted in the U.S. That said, if these risk factors were eliminated globally, the health gains wouldn't be enough for the U.S. to improve its global ranking, and it would still fall behind some peer countries. Some countries, like Canada, are so far ahead of the U.S. that U.S. LE would only catch up to that of Canada if these risks were only eliminated in the U.S.




However, our scenarios estimate that tackling one risk factor can still save millions of lives. For example, if smoking alone were reduced across the U.S. to the level of the lowest smoking rates, the nation could have 2.1 million fewer deaths by 2050. If the country were successful in lowering high body mass index levels and high blood sugar levels during the same three decades, it could prevent 1.4 million people from dying.

"The rapid decline of the U.S. in global rankings from 2022 to 2050 rings the alarm for immediate action. The U.S. must change course and find new and better health strategies and policies that slow down the decline in future health outcomes," said co-senior author Dr. Stein Emil Vollset, Affiliate Professor from IHME.

IHME's recommendations

IHME is providing these estimates and forecasts to policymakers, health professionals, and the public to urge all people living in the United States to work together in creating a healthier and stronger nation. Leaders from all sectors and industries can also use the forecasts to prepare for the potential economic impact.

"Poor health harms the economy because the nation suffers from a reduced workforce, lower productivity, and higher health care costs for companies and their employees. That leads to a lower GDP and a chance for peer countries with a stronger economy to overtake the U.S., creating a ripple effect around the world financially and geopolitically," said Dr. Murray.

IHME's scientific evidence has historically demonstrated that increasing access to preventive medical care is critical for early detection and disease management. Early intervention can also reduce complications and lower health care costs.

"All Americans must have access to high-quality health care through universal health coverage to prevent illness, stay healthy, and be protected from financial hardship regardless of their income," said Dr. Mokdad.

IHME's previous studies have also suggested that the higher the level of education people achieve, the lower the risk of dying because more schooling leads to less risk-taking and better-informed decisions. However, local leaders still need to invest their time and money in community health where disparities can be better addressed through personalized care and customized community programs.

GBD

This research is the most comprehensive modeling study on the state of U.S. population health. It forecasts a spectrum of determinants such as drivers of disease, demographic forces, and risk factors. Additionally, we model future scenarios and their potential impacts on the health of Americans in each state.

The GBD 2021 study (https://www.healthdata.org/research-analysis/gbd) and all GBD visualization tools such as GBD Foresight (https://vizhub.healthdata.org/gbd-foresight/), GBD Results (https://vizhub.healthdata.org/gbd-results/), and GBD Compare (https://vizhub.healthdata.org/gbd-compare/) are available online.

Notes:
    	The mortality rates are age-standardized per 100,000 population.
    	The 20 states where female HALE is forecasted to decline by 2050 are: Alabama, Arkansas, Indiana, Iowa, Kansas, Kentucky, Louisiana, Maine, Mississippi, Missouri, Montana, Nebraska, New Mexico, Ohio, Oklahoma, Tennessee, Utah, South Dakota, West Virginia, and Wyoming.

Further information can be found in The Lancet online at: https://www.thelancet.com/issue/S0140-6736(24)X0050-1
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Molecular zip code draws killer T cells straight to brain tumors | ScienceDaily
Researchers have found a way to program immune cells to attack glioblastoma and treat the inflammation of multiple sclerosis in mice. The technology will soon be tested in a clinical trial for people with glioblastoma.


						
UCSF scientists have developed a "molecular GPS" to guide immune cells into the brain and kill tumors without harming healthy tissue.

This living cell therapy can navigate through the body to a specific organ, addressing what has been a major limitation of CAR-T cancer therapies until now. The technology worked in mice and the researchers expect it to be tested in a clinical trial next year.

The scientists showed how the immune cells could eliminate a deadly brain tumor called glioblastoma and prevent recurrences. They also used the cells to tamp down inflammation in a mouse model of multiple sclerosis.

"Living cells, especially immune cells, are adapted to move around the body, sense where they are, and find their targets," said Wendell Lim, PhD, UCSF professor of cellular and molecular pharmacology and co-senior author of the paper, which appears in Science on Dec. 5.

Navigating to the source of disease

Nearly 300,000 patients are diagnosed with brain cancers each year in the United States, and it is the leading cause of cancer mortality in children.




Brain cancers are among the hardest cancers to treat. Surgery and chemotherapy are risky, and drugs can't always get into the brain.

To get around these problems, the scientists developed a "molecular GPS" for immune cells that guided them with a "zip code" for the brain and a "street address" for the tumor.

They found the ideal molecular zip code in a protein called brevican, which helps to form the jelly-like structure of the brain, and only appears there. For the street address, they used two proteins that are found on most brain cancers.

The scientists programmed the immune cells to attack only if they first detected brevican and then detected one or the other of the brain cancer proteins.

Once in the bloodstream, they easily navigated to the mouse's brain and eliminated a growing tumor. Immune cells that remained in the bloodstream stayed dormant. This prevented tissues elsewhere in the body that happened to have the same protein "address" from being attacked.

One hundred days later, the scientists introduced new tumor cells into the brain, and enough immune cells were left to find and kill them, a good indication that they may be able to prevent any remaining cancer cells from growing back.




"The brain-primed CAR-T cells were very, very effective at clearing glioblastoma in our mouse models, the most effective intervention we've seen yet in the lab," said Milos Simic, PhD, the Valhalla Foundation Cell Design Fellow and co-first author of the paper. "It shows just how well the GPS ensured that they would only work in the brain. The same strategy even worked to clear brain metastases of breast cancer."

In another experiment, the researchers used the brain GPS system to engineer cells that deliver anti-inflammatory molecules to the brain in a mouse model of multiple sclerosis. The engineered cells reached their target, and the inflammation faded.

The scientists hope this approach will soon be ready for patients with other debilitating nervous system diseases.

"Glioblastoma is one of the deadliest cancers, and this approach is poised to give patients a fighting chance," said Hideho Okada, MD, UCSF oncologist and co-senior author of the paper.

"Between cancer, brain metastases, immune disease and neurodegeneration, millions of patients could someday benefit from targeted brain therapies like the one we've developed."
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Rapid surge in global warming mainly due to reduced planetary albedo | ScienceDaily
Rising sea levels, melting glaciers, heatwaves at sea -- 2023 set a number of alarming new records. The global mean temperature also rose to nearly 1.5 degrees above the preindustrial level, another record. Seeking to identify the causes of this sudden rise has proven a challenge for researchers. After all, factoring in the effects of anthropogenic influences like the accumulation of greenhouse gases in the atmosphere, of the weather phenomenon El Nino, and of natural events like volcanic eruptions, can account for a major portion of the warming. But doing so still leaves a gap of roughly 0.2 degrees Celsius, which has never been satisfactorily explained. A team led by the Alfred Wegener Institute puts forward a possible explanation for the rise in global mean temperature: our planet has become less reflective because certain types of clouds have declined.


						
"In addition to the influence of El Nino and the expected long-term warming from anthropogenic greenhouse gases, several other factors have already been discussed that could have contributed to the surprisingly high global mean temperatures since 2023," says Dr Helge Goessling, main author of the study from the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI): e.g. increased solar activity, large amounts of water vapour from a volcanic eruption, or fewer aerosol particles in the atmosphere. But if all these factors are combined, there is still 0.2 degrees Celsius of warming with no readily apparent cause.

"The 0.2-degree-Celsius 'explanation gap' for 2023 is currently one of the most intensely discussed questions in climate research," says Helge Goessling. In an effort to close that gap, climate modellers from the AWI and the European Centre for Medium-Range Weather Forecasts (ECMWF) took a closer look at satellite data from NASA, as well as the ECMWF's own reanalysis data, in which a range of observational data is combined with a complex weather model. In some cases, the data goes back to 1940, permitting a detailed analysis of how the global energy budget and cloud cover at different altitudes have evolved.

"What caught our eye was that, in both the NASA and ECMWF datasets, 2023 stood out as the year with the lowest planetary albedo," says co-author Dr Thomas Rackow from the ECMWF. Planetary albedo describes the percentage of incoming solar radiation that is reflected back into space after all interactions with the atmosphere and the surface of the Earth. "We had already observed a slight decline in recent years. The data indicates that in 2023, the planetary albedo may have been at its lowest since at least 1940." This would worsen global warming and could explain the 'missing' 0.2 degrees Celsius. But what caused this near-record drop in planetary albedo?

Decline in lower-altitude clouds reduces Earth's albedo 

The albedo of the surface of the Earth has been in decline since the 1970s -- due in part to the decline in Arctic snow and sea ice, which also means fewer white areas to reflect back sunlight. Since 2016, this has been exacerbated by sea-ice decline in the Antarctic. "However, our analysis of the datasets shows that the decline in surface albedo in the polar regions only accounts for roughly 15 percent of the most recent decline in planetary albedo," Helge Goessling explains. And albedo has also dropped markedly elsewhere. In order to calculate the potential effects of this reduced albedo, the researchers applied an established energy budget model capable of mimicking the temperature response of complex climate models. What they found: without the reduced albedo since December 2020, the mean temperature in 2023 would have been approximately 0.23 degrees Celsius lower.

One trend appears to have significantly affected the reduced planetary albedo: the decline in low-altitude clouds in the northern mid-latitudes and the tropics. In this regard, the Atlantic particularly stands out, i.e., exactly the same region where the most unusual temperature records were observed in 2023. "It's conspicuous that the eastern North Atlantic, which is one of the main drivers of the latest jump in global mean temperature, was characterised by a substantial decline in low-altitude clouds not just in 2023, but also -- like almost all of the Atlantic -- in the past ten years." The data shows that the cloud cover at low altitudes has declined, while declining only slightly, if at all, at moderate and high altitudes.

The fact that mainly low clouds and not higher-altitude clouds are responsible for the reduced albedo has important consequences. Clouds at all altitudes reflect sunlight, producing a cooling effect. But clouds in high, cold atmospheric layers also produce a warming effect because they keep the warmth emitted from the surface in the atmosphere. "Essentially it's the same effect as greenhouse gases," says Helge Goessling. But lower clouds don't have the same effect. "If there are fewer low clouds, we only lose the cooling effect, making things warmer."

But why are there fewer low clouds? Lower concentrations of anthropogenic aerosols in the atmosphere, especially due to stricter regulations on marine fuel, are likely a contributing factor. As condensation nuclei, aerosols play an essential part in cloud formation, while also reflecting sunlight themselves. In addition, natural fluctuations and ocean feedbacks may have contributed. Yet Helge Goessling considers it unlikely that these factors alone suffice and suggests a third mechanism: global warming itself is reducing the number of low clouds. "If a large part of the decline in albedo is indeed due to feedbacks between global warming and low clouds, as some climate models indicate, we should expect rather intense warming in the future," he stresses. "We could see global long-term climate warming exceeding 1.5 degrees Celsius sooner than expected to date. The remaining carbon budgets connected to the limits defined in the Paris Agreement would have to be reduced accordingly, and the need to implement measures to adapt to the effects of future weather extremes would become even more urgent."
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Particle research gets closer to answering why we're here | ScienceDaily
Physicists hope to answer fundamental questions about the origins of the universe by learning more about its tiniest particles.


						
University of Cincinnati Professor Alexandre Sousa helped outline the next 10 years of global research into the behavior of neutrinos, particles so tiny that they pass through virtually everything by the trillions every second at nearly the speed of light.

They are created by nuclear fusion reactions in the sun, radioactive decay in nuclear reactors or the Earth's crust or in particle accelerator labs. As they travel, they can transition between one of three types or "flavors" of neutrinos and back.

But unexpected experimental results made physicists suspect there might be another neutrino flavor, called a sterile neutrino because it appears immune to three of the four known "forces."

"Theoretically, it interacts with gravity, but it has no interaction with the others, weak nuclear force, strong nuclear force or electromagnetic force," Sousa said.

In a new white paper published in the Journal of Physics G, Sousa and his co-authors discuss experimental anomalies in neutrino exploration that have baffled researchers.

Their collective vision is articulated and confronted with science funding scenarios by the Particle Physics Project Prioritization Panel, or P5, whose final report issued in 2023 made direct recommendations to Congress about funding the projects.




"Progress in neutrino physics is expected on several fronts," co-author and UC Professor Jure Zupan said.

Besides the search for sterile neutrinos, Zupan said physicists are looking at several experimental anomalies -- disagreements between data and theory -- that they will be able to test in the near future with the upcoming experiments.

One question is why the universe has more matter than antimatter if the Big Bang created both in equal measure. Neutrino research could provide the answer, Sousa said.

"It might not make a difference in your daily life, but we're trying to understand why we're here," Sousa said. "Neutrinos seem to hold the key to answering these very deep questions."

Sousa is part of one of the most ambitious neutrino projects called DUNE or the Deep Underground Neutrino Experiment conducted by the Fermi National Accelerator Laboratory. Crews have excavated the former Homestake gold mine 5,000 feet underground to install neutrino detectors. It takes about 10 minutes just for the elevator to reach the detector caverns, Sousa said.

Researchers put detectors deep underground to shield them from cosmic rays and background radiation. This makes it easier to isolate the particles generated in experiments.




"With these two detector modules and the most powerful neutrino beam ever we can do a lot of science," Sousa said. "DUNE coming online will be extremely exciting. It will be the best neutrino experiment ever."

The paper was an ambitious undertaking, featuring more than 170 contributors from 118 universities or institutes and 14 editors, including Sousa.

"It was a very good example of collaboration with a diverse group of scientists. It's not always easy, but it's a pleasure when it comes together," he said.

Meanwhile, Sousa and UC Associate Professor Adam Aurisano are involved in another Fermilab neutrino experiment called NOvA that examines how and why neutrinos change flavor and back. In June, his research group reported on their latest findings, providing the most precise measurements of neutrino mass to date.

Another major project called Hyper-Kamiokande, or Hyper-K, is a neutrino observatory and experiment under construction in Japan.

"That should hold very interesting results, especially when you put them together with DUNE. So the two experiments combined will advance our knowledge immensely," Sousa said. "We should have some answers during the 2030s."
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That's no straw: Hummingbirds evolved surprisingly flexible bills to help them drink nectar | ScienceDaily
Hummingbird bills -- their long, thin beaks -- look a little like drinking straws. The frenetic speed at which they get nectar out of flowers and backyard feeders may give the impression that the bills act as straws, too. But new research shows just how little water, or nectar, that comparison holds.


						
In a paper published online Nov. 27 by the Proceedings of the Royal Society Interface, an international team led by Alejandro Rico-Guevara, an assistant professor of biology at the University of Washington, reveals the surprising flexibility of the hummingbird bill. The team discovered that a drinking hummingbird rapidly opens and shuts different parts of its bill simultaneously, engaging in an intricate and highly coordinated dance with its tongue to draw up nectar at lightning speeds.

To human eyes, these movements are barely perceptible. But for hummingbirds, they're a lifeline.

"Most hummingbirds drink while they're hovering mid-flight," said Rico-Guevara, who is also curator of ornithology at the UW's Burke Museum of Natural History and Culture. "Energetically, that is very expensive. Flying straight at commuting speeds uses up less energy than hovering to drink. So, hummingbirds are trying to minimize energy and drink as fast as they can -- all from these hard-to-reach spaces -- which requires special adaptations for speed and efficiency."

Previous research showed that hummingbirds extend their tongues in rapid-fire movements when drinking nectar. But scientists did not know what role the bill itself played in feeding. The team collected high-speed video footage of individual hummingbirds from six different species drinking at transparent feeders at field sites in Colombia, Ecuador and the U.S. By analyzing the footage and combining it with data from micro-CT scans of hummingbird specimens at the Yale Peabody Museum, researchers discovered the intricate bill movements that underlie drinking:
    	To extend its tongue, the hummingbird opens just the tip of its bill
    	After the tongue brings in nectar, the bill tip closes
    	To draw nectar up the bill, the hummingbird keeps the bill's midsection shut tightly, while opening the base slightly
    	Then, it opens its tip again to extend the tongue for a new cycle, a process many hummingbird species can do 10-15 times a second

Hummingbirds have intricately shaped tongues, some resembling origami-like patterns for unfolding and collecting nectar. This new research shows just how important the bill is for drinking and that, despite its rigid outward appearance, it is remarkably flexible.

"We already knew that hummingbird bills have some flexibility, for example bending their lower bill while catching insects," said Rico-Guevara. "But now we know that the bill plays this very active and essential role in drawing up nectar that the tongue collects."

The bill's role also makes hummingbirds unique among animals by relying on two types of fluid collection and transport methods: the lapping mechanism -- formally known as Couette flow -- which animals like dogs and cats use to drink, and Poiseuille flow, a suction-driven mechanism used, for example, by mosquitoes drinking blood or by humans drinking through a straw. Often, animals employ one approach or the other. Hummingbirds are a rare example of using both.




"It makes sense that they would have to use both, given the pressure to reach the nectar deep within the flower and to feed quickly and efficiently," said Rico-Guevara.

Future research could try to find the muscles that control these movements, and investigate how other uses for the bill -- such as catching insects -- impact its flexibility.

"As plants evolved flowers of different lengths and shapes, hummingbird bills have evolved accordingly," said Rico-Guevara. "Every time we answer one set of questions about hummingbird adaptation, new ones arise. There's so much more to learn."

Co-authors on the study are Diego Sustaita, an associate professor at California State University, San Marcos; Kristiina Hurme, a UW assistant teaching professor of biology; independent researcher Jenny Hanna; Sunghwan Jung, associate professor at Cornell University; and Daniel Field, a professor at the University of Cambridge. The research was funded by the Walt Halperin Endowed Professorship in the UW Department of Biology, the Washington Research Foundation and U.K. Research and Innovation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241205184323.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Researchers use data from citizen scientists to uncover the mysteries of a blue low-latitude aurora | ScienceDaily
On May 11, 2024, a rare blue-dominant aurora was seen in Japan. These auroras, captured in videos and images by the public, were analyzed by Sota Nanjo, a postdoctoral researcher at the Swedish Institute of Space Physics in Sweden, and Professor Kazuo Shiokawa at Nagoya University in Japan. The researchers propose a different explanation for the current theory, suggesting that nitrogen molecular ions might be accelerated into the magnetosphere through an unknown process. The new discovery prompts further investigation into how nitrogen ions, known to affect Earth through geomagnetic storms and auroras, can exist at high altitudes.


						
Colorful auroras appeared around Japan's Honshu and Hokkaido islands on May 11, 2024, sparked by an intense magnetic storm. Usually, auroras observed at low latitudes appear red due to the emission of oxygen atoms. But on this day, a salmon pink aurora was observed throughout the night, while an unusually tall, blue-dominant aurora appeared shortly before midnight.

Smartphone videos and amateur photos captured the event, enabling scientists to combine public data with their own research and study the phenomenon.

In a new study, researchers analyzed the videos and images of the blue-dominant aurora to estimate the area of the phenomenon and confirmed the estimates with spectrophotometers. Published in the journal Earth, Planets and Space, the research was led by Sota Nanjo, a postdoctoral researcher at the Swedish Institute of Space Physics in Sweden, and Professor Kazuo Shiokawa from the Institute for Space-Earth Environmental Research (ISEE) at Nagoya University in Japan.

Nanjo and Shiokawa's investigation provided the first visualization of the spatial structure of blue-dominant auroras during a storm. The researchers found that the auroras had longitudinal structures that were aligned with magnetic field lines, the first time they had been identified in a low-latitude, blue-dominant aurora. They also found that the aurora spanned about 1200 km in longitude, consisted of three separated structures, and ranged in altitude from 400-900 km.

Nanjo and Shiokawa's findings may change our understanding of blue auroras. The ring current, a donut-shaped region of charged particles encircling Earth, is believed to be the source of energetic neutral atoms (ENAs) that produce low-latitude auroras, including the red aurora. According to this model, the storm likely energized the ENAs, creating a colorful display of light.

However, the group's discoveries cannot easily be explained by this mechanism. As Shiokawa explains: "In this study, a structure of several hundred kilometers was found in the blue-dominant aurora in the longitudinal direction, which is difficult to interpret by ENA activity only. In addition, ENAs are unlikely to create auroral structures aligned with magnetic field lines, as observed in this study."

Another possibility was that the aurora was due to resonant scattering of nitrogen molecular ions caused by sunlight irradiation. However, the group's research suggests that a different process occurred, as sunlight only reached down to 700 km, not the 400 km observed by the researchers.




Instead, their results may indicate the intriguing possibility of an unidentified process. "Our findings suggest that nitrogen molecular ions may have accelerated upward by some mechanism and were responsible for the formation of the blue-dominant aurora," Shiokawa said.

"To date, it is not well understood how nitrogen molecular ions with large molecular weight can exist at such high altitudes," he continued. "Such ions are not easily able to exist for long periods of time due to their heavy mass and short dissociative-recombination time intervals; however, they are observed at high altitudes. The process is shrouded in mystery."

Overall, repeated observations of blue-dominant auroras, such as the one observed in Japan, may provide clues to understand the principle behind how nitrogen can be found at these altitudes. As the process of nitrogen molecular ion outflow into the magnetosphere is important in everything from understanding geomagnetic storms and the radiation environment in space, these findings could help us understand the processes that take place hundreds of kilometers above us.
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Mothers massively change their intestines during pregnancy and nursing | ScienceDaily
When women are pregnant and nurse their babies, their bodies change and various organs, such as the breasts or the immune system, are adapted to ensure the health of both mother and child. This happens throughout evolution in all mammals. An international research team led by Josef Penninger and Masahiro Onji, Medical University of Vienna, now reports the surprising finding that the intestine also changes completely in pregnant and nursing females, resulting in a doubling of the intestinal surface area and a striking structural reorganisation. The researchers also provide the first genetic and mechanistic evidence of how this intestinal epithelial expansion occurs in mothers, with direct implications for the transgenerational health of the babies. The study is being published in "Nature."


						
A multinational team led by Josef Penninger (MedUni Vienna, IMBA -- Institute of Molecular Biotechnology, Vienna, University of British Columbia, Canada, Helmholtz Centre for Infection Research, Germany) observed that the intestinal villi reorganise during pregnancy and breastfeeding and significantly enlarge, doubling their surface area. The studies were carried out in genetically modified mice and intestinal organoids from mice and humans -- self-organised three-dimensional tissues derived from stem cells in the intestine. Mechanistically, the researchers identified the RANK receptor/RANK ligand (RANK/RANKL) system as the key to the villous enlargement of the small intestine during reproduction, which is regulated by sex and lactation hormones. When mice were engineered to lack the RANK/RANKL system in the intestine, the villous expansion during pregnancy and breastfeeding was significantly impaired.

Fundamental importance for evolution

For decades, researchers have studied the RANK/RANKL system as a key facilitator of essential, evolutionarily conserved processes. The Penninger group has already identified key functions of the RANK/RANKL system in bone turnover, in the biology of the mammary gland, in breast cancer, and in immune tolerance in pregnancy, contributing to the development of drugs against bone loss used by millions of people and clinical trials for breast cancer prevention and cancer immunotherapies are underway. The researchers now discovered that these intestinal changes, which appear to be completely reversible when nursing is stopped, are important for proper feeding and nourishment of the babies. "Our study shows that the impairment of this intestinal expansion by the lack of the RANK/RANKL system during pregnancy changes the milk of the nursing mothers. This results in lower weights of the babies and transgenerational long-term metabolic consequences," states the lead author Masahiro Onji. "Mothers need to eat for themselves and their babies. These new studies provide for the first time a molecular and structural explanation of how and why the intestine changes to adapt to enhanced nutrient demand of mothers, which is probably the case in all pregnant and nursing mammals," adds study leader Josef Penninger.

How mothers adapt to the demands of pregnancy and breastfeeding remains a central question of evolution and human health. During this phase, female hormones influence multiple organs to control and change their structure and functions, which is crucial for the health of the mother and the development of the offspring. It was known that pregnant women have enhanced nutrient demands. However, this fundamental aspect has not been well studied until now: "By identifying the RANK/RANKL system as the driving force behind intestinal adaptation during pregnancy and lactation, our study contributes to a deeper understanding of biological processes that are of fundamental importance for evolution and human health," says Josef Penninger, summarising the impact of the findings.

This massive expansion is controlled by sex and pregnancy hormones, which change the stem cells in the gut via the RANK/RANKL system and then give the intestinal cell a survival signal to grow much larger. This growth then leads to a near doubling of the intestinal surface area, which also increases the molecular machinery for the uptake of sugar, protein, and fat, and even leads to a profound architectural change in the intestinal villi, which probably slows down the flow of food, again maximising the uptake of nutrients. Josef Penninger: "Our team has discovered an amazing new way how mother's bodies change to keep babies healthy. Hardly anybody knew about this, apart from a few old studies that have largely been forgotten. We have also found that this system, via stem cells, can directly affect tumours in the intestine; maybe we can learn from pregnant and nursing mothers to reversibly rewire this system to develop new treatments and a better understanding of intestinal cancer or gut regeneration."

The study was a close collaboration between the Medical University of Vienna, the Institute of Molecular Biotechnology of the Austrian Academy of Sciences in Vienna, the Life Sciences Institute in Vancouver, the Helmholtz Centre for Infection Research, Braunschweig, the Hubrecht Institute, Utrecht, and the Kiel University. Researchers from the University of Tokyo and the University of Cambridge also participated.
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Tyrannosaur teeth discovered in Bexhill-on-Sea, England | ScienceDaily
Research led by the University of Southampton has revealed that several groups of meat-eating dinosaur stalked the Bexhill-on-Sea region of coastal East Sussex 135 million years ago.


						
The study, published today [5 December 2024] in Papers in Palaeontology, has discovered a whole community of predators belonging to different dinosaur groups -- including tyrannosaurs, spinosaurs and members of the Velociraptor family.

It's the first time tyrannosaurs have been identified in sediments of this age and region.

"Meat-eating dinosaurs -- properly called theropods -- are rare in the Cretaceous sediments of southern England," said Dr Chris Barker, visiting researcher at the University of Southampton and lead author of the research.

"Usually, Isle of Wight dinosaurs attract most of our attention. Much less is known about the older Cretaceous specimens recovered from sites on the mainland."

Dinosaur teeth

The new Bexhill-on-Sea dinosaurs are represented by teeth alone.




Theropod teeth are complex, and vary in size, shape, and in the anatomy of their serrated edges. The University of Southampton team used several techniques to analyse the fossils, including phylogenetic, discriminant and machine learning methods, teaming up with colleagues at London's Natural History Museum, the Hastings Museum and Art Gallery, and the Museo Miguel Lillo De Ciencias Naturales in Argentina.

"Dinosaur teeth are tough fossils and are usually preserved more frequently than bone. For that reason, they're often crucial when we want to reconstruct the diversity of an ecosystem," says Dr Barker.

"Rigorous methods exist that can help identify teeth with high accuracy. Our results suggest the presence of spinosaurs, mid-sized tyrannosaurs and tiny dromaeosaurs -- Velociraptor-like theropods -- in these deposits."

The discovery of tyrannosaurs is particularly notable, since the group hasn't previously been identified in sediments of this age and region. These tyrannosaurs would have been around a third of the size of their famous cousin Tyrannosaurus rex, and likely hunted small dinosaurs and other reptiles in their floodplain habitat.

"Assigning isolated teeth to theropod groups can be challenging, especially as many features evolve independently amongst different lineages. This is why we employed various methods to help refine our findings, leading to more confident classifications," says Lucy Handford, co-author of the paper and former University of Southampton Master's student, who is now undertaking a PhD at the University of York.

"It's highly likely that reassessment of theropod teeth in museum stores elsewhere will bring up additional discoveries."

Discovery at Ashdown Brickworks




The tireless collecting of retired quarryman Dave Brockhurst, who has spent the last 30 years uncovering fossils from Ashdown Brickworks, was key to the discovery.

Dave has uncovered thousands of specimens, ranging from partial dinosaur skeletons to tiny shark teeth. Around 5000 of his discoveries have already been donated to Bexhill Museum. Theropods are exceptionally rare at the site, and Dave has only found ten or so specimens there so far.

"As a child I was fascinated by dinosaurs and never thought how close they could be," says Mr Brockhurst. "Many years later I started work at Ashdown and began looking for fossils. I'm happy with tiny fish scales or huge thigh bones, although the preservation of the dinosaur teeth really stands out for me."

Exciting find

Dr Darren Naish, a co-author of the study, added: "Southern England has an exceptionally good record of Cretaceous dinosaurs, and various sediment layers here are globally unique in terms of geological age and the fossils they contain.

"These East Sussex dinosaurs are older than those from the better-known Cretaceous sediments of the Isle of Wight, and are mysterious and poorly known by comparison. We've hoped for decades to find out which theropod groups lived here, so the conclusions of our new study are really exciting."

Dr Neil Gostling, also from the University of Southampton, supervised the project. He said: "This project shows that museum collections, curators, and collectors are vital for pushing forward our understanding of the diversity of dinosaurs, and other extinct groups. We're also very thankful to Ashdown Brickworks for their cooperation in preserving the quarry's important palaeontological heritage.

"200 years after the naming of the first dinosaur, Megalosaurus, there are still really big discoveries to be made. Dinosaur palaeobiology is alive and well."

Several of the specimens are on display at Bexhill Museum in East Sussex.

The research was funded by the University of Southampton's Institute for Life Sciences.
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Iberian Neolithic societies had a deep knowledge of archery techniques and materials | ScienceDaily
A research team led by the UAB has made exceptional discoveries on prehistoric archery from the early Neolithic period, 7,000 years ago.


						
The well organic preservation of the remains of the Cave of Los Murcielagos in Albunol, Granada, made it possible for scientists to identify the oldest bowstrings in Europe, which were made from the tendons of three animal species. The use of olive and reed wood and birch bark pitch in the making of arrows reveals an unprecedented degree of precision and technical mastery, as highlighted in the study, published in Scientific Reports.

The interdisciplinary research of archaeological remains found in the cave has revealed the sophistication of Ancient Neolithic archery in the Iberian Peninsula (5300-4900 BCE), and provides unprecedented information in the European context on the materials and manufacturing techniques used.

The study was led by the Universitat Autonoma de Barcelona (UAB) and published in Scientific Reports (Nature Portfolio). Several research teams from centres and universities in Spain were involved in the study, including the University of Alcala (UAH), the Institute of Heritage Sciences (INCIPIT-CSIC) and the UAB Institute for Environmental Science and Technology (ICTA-UAB), as well as the Universite Cote d'Azur and the CNRS in France.

The exceptional preservation of the organic remains, preserved thanks to having dried out, made it possible to identify and document elements of the archery equipment of Neolithic populations inhabiting the southwestern part of the peninsula some 7,000 years ago. Among the findings are arrows preserved with their original feathers, remains of fibres, and two bowstrings made of animal sinews, which are the oldest found so far in Europe.

"The identification of these bowstrings marks a crucial step in the study of Neolithic weaponry. Not only were we able to confirm the use of animal tendons to make them, but we also identified the genus or species of animal from which they came," explains Ingrid Bertin, researcher at the UAB and first author of the published article. Tendons from Capra sp. (a genus that includes several species of goats and ibex), Sus sp. (a genus to which wild boar and pigs belong) and roe deer were used, which were twisted together to create ropes of sufficient length. "With this technique, strong and flexible ropes could be made, to meet the needs of experienced archers. This degree of precision and technical mastery, where every detail counts, attests to the exceptional knowledge of these Neolithic artisans," says Raquel Pique, researcher in the Department of Prehistory of the UAB and coordinator of the study.

Local resources and thorough transformations

On the other hand, the arrow shafts provide new information on the use of local resources and a thorough transformation. For the first time, the analysis has revealed the use of olive wood (Olea europaea) and reed wood (Phragmites sp).




The use of reeds for the manufacturing of arrows in prehistoric Europe, a hypothesis considered by researchers for decades, is finally confirmed by these findings. In addition, the combination of olive, willow and reed wood is a particularly interesting choice of materials: "This integration offers a hard and dense front section, complemented by a light back, which significantly improves the ballistic properties of the arrows, whose tips are made of wood without stone or bone projectiles. Future experiments may clarify whether these arrows could have been used for hunting or close-range combat, or whether they could have been non-lethal arrows," Ingrid Bertin states.

Finally, the arrow shafts were coated with birch bark pitch, a material obtained by a controlled heat treatment of the bark of this tree, used not only for its protective properties, but probably also for decorative purposes, which adds an aesthetic and functional dimension to the equipment.

New perspective on the region's Neolithic groups 

Since the early Neolithic, populations have developed technical knowledge that attests to an impressive adaptation to local resources, but the combination of varied materials and advanced techniques identified in this study redefines current understanding of the technologies used by prehistoric communities and offers a new perspective on Neolithic societies in the region, the research team states.

"The discoveries contribute to enrich the understanding of the artisan practices and daily life of prehistoric societies and open ways for the study of ancient weaponry, by revealing methods and materials that can be investigated at other European Neolithic archaeological sites," says Raquel Pique. She goes on to say: "In addition, they provide a better understanding of the symbolic sphere linked to these grave goods from a funerary context, such as is the Cave of Los Murcielagos."

The research team concludes that the discoveries made at the Cave of Los Murcielagos redefine the limits of our knowledge about the earliest agricultural societies in Europe and provide a unique view on ancestral archery materials and practices.

The study of the archaeological remains was carried out by applying advanced microscopy and biomolecular analysis techniques, which combine protein and lipid analysis.
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Chimpanzees perform the same complex behaviors that have brought humans success | ScienceDaily
A new study suggests that the fundamental abilities underlying human language and technological culture may have evolved before humans and apes diverged millions of years ago. The findings will be published 5th December 2024 in the journal PeerJ.


						
Many human behaviours are more complex than those of other animals, involving the production of elaborate sequences (such as spoken language, or tool manufacturing). These sequences include the ability to organise behaviours by hierarchical chunks, and to understand relationships between distantly separated elements.

For example, even relatively simple human behaviours like making a cup of tea or coffee require carrying out a series of individual actions in the right order (e.g. boiling the kettle before pouring the water out). We break such tasks down into solvable chunks (e.g. boil the kettle, get the milk and teabag, etc), composed of individual actions (e.g. 'grasp', 'pull', 'twist', 'pour'). Importantly, we can separate related actions by other chunks of behaviour (e.g. you might have to stop and clean up some spilt milk before you continue). It was unknown whether the ability to flexibly organize behaviours in this way is unique to humans, or also present in other primates.

In this new study, the researchers investigated the actions of wild chimpanzees -- our closest relatives -- whilst using tools, and whether these appeared to be organised into sequences with similar properties (rather than a series of simple, reflex-like responses). The research was led by the University of Oxford with an international collaboration across the UK, US, Germany, Switzerland, and Japan.

The study used data from a decades-long database of video footage depicting wild chimpanzees in the Bossou forest, Guinea, where chimps were recorded cracking hard-shelled nuts using a hammer and anvil stones. This is one of the most complex documented naturally-occurring tool use behaviours of any animal in the wild. The researchers recorded the sequences of actions chimps performed (e.g. grasp nut, pass through hands, place on anvil, etc.) -- totalling around 8,260 actions for over 300 nuts.

Using state-of-the-art statistical models, they found that relationships emerged between chimpanzees' sequential actions which matched those found in human behaviours. Half of adult chimpanzees appeared to associate actions that were much further along the sequence than expected if actions were simply being linked together one-by-one. This provides further evidence that chimpanzees plan action sequences, and then adjust their performance on the fly.

Understanding how these relationships emerge during action organization will be the next key goal of this research, but these could involve behaviours such as chimpanzees pausing sequences to readjust tools before continuing, or bringing several nuts over to stone tools that are then cracked in one long sequence. This would be further evidence of human-like technical flexibility.




Additionally, the results suggest that the majority of chimpanzees organise actions similarly to humans, through the production of repeatable 'chunks'. However, this result did not hold for every chimpanzee, and this variation between individuals may suggest that these strategies for organising behaviours may not be universal in the way they are for humans.

Lead researcher Dr Elliot Howard-Spink (formerly Department of Biology, University of Oxford, now Max Planck Institute of Animal Behavior) said: "The ability to flexibly organise individual actions into tool use sequences has likely been key to humans' global success. Our results suggest that the fundamental aspects of human sequential behaviours may have evolved prior to the last common ancestor of humans and chimpanzees, and then may have been further elaborated on during subsequent hominin evolution."

Co-senior researcher Professor Thibaud Gruber (University of Geneva) said: "There has been a renewed interest in the co-evolution of language and stone tool use in human evolution, and our study contributes to this debate. While the connection between our results and early hominin stone tool use can be made more readily, how this connects with the evolution of other complex behaviours, like language, remains an exciting avenue of future research."

Co-senior researcher Professor Dora Biro (University of Rochester) said: "There is increasing recognition that preserving cultural behaviours in wild animals -- such as stone-tool use in West-African chimpanzees -- should be incorporated into conservation efforts. Wild chimpanzees and their cultures are critically endangered, yet our work highlights how much we can yet learn from our closest relative about our own evolutionary history."

As many great apes perform dextrous and technical foraging behaviours, it is likely that the capacity for these complex sequences is shared across ape species. More research is needed to validate this theory, and is a key goal for the team moving forward.

The researchers also plan to investigate how actions are grouped into higher-order chunks by chimpanzees during tool-use. This research will aim to clarify the rules that chimpanzees follow when generating their tool use behaviours. They will also investigate how these structures emerge during development and are shaped across adult lives.
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Scientists identify mutation that could facilitate H5N1 'bird flu' virus infection and potential transmission in humans | ScienceDaily
Avian influenzaviruses typically require several mutations to adapt and spread among humans, but what happens when just one change can increase the risk of becoming a pandemic virus? A recent study led by scientists at Scripps Research reveals that a single mutation in the H5N1 "bird flu" virus that has recently infected dairy cows in the U.S. could enhance the virus' ability to attach to human cells, potentially increasing the risk of passing from person to person. The findings -- published in Science on December 5, 2024 -- highlight the need to monitor H5N1's evolution.


						
Currently, there are no documented cases of H5N1 transmitting between people: bird flu cases in humans have been linked to close contact with contaminated environments as well as infected birds (including poultry), dairy cows and other animals. However, public health officials are concerned about the potential for the virus to evolve to transmit efficiently between humans, which could lead to a new, potentially deadly pandemic.

The flu virus attaches to its host via a protein called hemagglutinin that binds to glycan receptors on the surfaces of host cells. Glycans are chains of sugar molecules on cell surface proteins that can act as binding sites for some viruses. Avian (bird) influenza viruses like H5N1 primarily infect hosts with sialic acid-containing glycan receptors found in birds (avian-type receptors). While the viruses rarely adapt to humans, if they evolve to recognize sialylated glycan receptors found in people (human-type receptors), they could gain the ability to infect and possibly transmit between humans.

"Monitoring changes in receptor specificity (the way a virus recognizes host cells) is crucial because receptor binding is a key step toward transmissibility," says Ian Wilson, DPhil, co-senior author and the Hansen Professor of Structural Biology at Scripps Research. "That being said, receptor mutations alone don't guarantee that the virus will transmit between humans."

Past cases in which avian viruses adapted to infect and transmit between people required multiple mutations, usually at least three. But for the H5N1 2.3.4.4b strain (A/Texas/37/2024) isolated from the first human infection with a bovine H5N1 virus in the United States, researchers found that just a single amino acid mutation in the hemagglutinin could switch specificity to binding human-type receptors. Here, bovine refers to the species for dairy cows that were the immediate source of the virus for the human infection. Importantly, the mutation wasn't introduced into the whole virus -- only the hemagglutinin protein to study its receptor-binding properties.

For their study, the research team introduced several mutations into the H5N1 2.3.4.4b hemagglutinin protein that had been involved in receptor specificity changes in previous avian viruses. These mutations were selected to mimic genetic changes that could occur naturally. When the team assessed the impact of one of these mutations, Q226L, on the virus' ability to bind to human-type receptors, they found that that mutation significantly improved how the virus attached to glycan receptors, which represent those found in human cells.

"The findings demonstrate how easily this virus could evolve to recognize human-type receptors," says first author Ting-Hui Lin, a postdoctoral associate at Scripps Research. "However, our study doesn't suggest that such evolution has occurred or that the current H5N1 virus with only this mutation would be transmissible between humans."

Instead, the research team focused on understanding how natural mutations, like Q226L, could arise and what their impact might be. To investigate the potential mutations that could enable the H5N1 2.3.4.4b hemagglutinin to attach to human receptors, the team used advanced binding assays in collaboration with the lab of co-senior author James Paulson, PhD, the Cecil H. and Ida M. Green Chair of Chemistry at Scripps Research. These assays, which are tests to mimic how well a virus attaches to a cell, allowed the researchers to precisely track how the altered H5N1 hemagglutinin interacted with human-type receptors.




"Our experiments revealed that the Q226L mutation could significantly increase the virus' ability to target and attach to human-type receptors," explains Paulson. "This mutation gives the virus a foothold on human cells that it didn't have before, which is why this finding is a red flag for possible adaptation to people."

The shift alone, however, may not be enough to enable human-to-human transmission. Other genetic changes -- such as mutations in polymerase basic 2 (E627K) that enhance viral replication and stability in human cells -- would likely be necessary for the virus to spread efficiently among people.

Nevertheless, given the rising number of H5N1 human cases stemming from direct contact with infected animals, the findings highlight the need for proactive surveillance of evolution in H5N1 and similar avian flu strains. While there's no immediate cause for alarm, the researchers stress that even a single mutation that changes how H5N1 binds to human cells shouldn't be overlooked.

"Continuing to track genetic changes as they happen will give us an edge in preparing for signs of increased transmissibility," adds Wilson. "This type of research helps us understand what mutations to watch for and how to respond appropriately."

In addition to Lin, Paulson and Wilson, authors of the study, "A Single Mutation in Bovine Influenza H5N1 Hemagglutinin Switches Specificity to Human Receptors," include Xueyong Zhu, Shengyang Wang, Ding Zhang, Ryan McBride, Wenli Yu and Simeon Babarinde of Scripps Research.

This work was supported by funding from the National Institutes of Health NIAID Centers of Excellence for Influenza Research and Response contract 75N93021C00015 / PENN CEIRR.
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        Early-onset colorectal cancer cases surge globally
        Researchers show that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older.

      

      
        Study finds new blood test predicts prognosis for advanced prostate cancer patients
        A new study found that a DNA sequencing test for advanced prostate cancer patients can distinguish between patients with poor and favorable prognoses.

      

      
        AI thought knee X-rays show if you drink beer -- they don't
        A new study highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as 'shortcut learning.' The researchers analyzed thousands of knee X-rays and found that AI models can 'predict' unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved high levels of accuracy by exploiting subtle and unintende...

      

      
        Feeling itchy? Study suggests novel way to treat inflammatory skin conditions
        A new approach to treat rosacea and other inflammatory skin conditions could be on the horizon, according to a new study.

      

      
        Minuscule robots for targeted drug delivery
        An interdisciplinary team has created tiny bubble-like microrobots that can deliver therapeutics right where they are needed and then be absorbed by the body.

      

      
        Noninvasive imaging method can penetrate deeper into living tissue
        Researchers developed a non-invasive imaging technique that enables laser light to penetrate deeper into living tissue, capturing sharper images of cells. This could help clinical biologists study disease progression and develop new medicines.

      

      
        Tumors grow larger in female fruit flies than males: Here's what that could mean for humans
        A new study found that tumors grew 2.5 times larger in female fruit flies than males. With fruit flies sharing many genetic similarities and signaling pathways with humans, the finding could lead to better understanding of cancer development.

      

      
        You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues
        Is it possible to pass on the effects of malnutrition? A new animal study found that a protein-deficient diet in one generation created related health risks -- lower birth-weight, smaller kidneys -- in offspring that lasted four generations.

      

      
        Adoption of AI calls for new kind of communication competence from sales managers
        Artificial intelligence, AI, is rapidly transforming work also in the financial sector. A recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related t...

      

      
        Organoids represent the complex cell landscape of pancreatic cancer
        Researchers have grown tumor organoids -- three-dimensional miniature tumors in the laboratory -- that mimic the different structures and characteristics of pancreatic cancer. The scientists investigated how the various tumor organoids react to established and novel treatments. This opens the door to the development of effective new therapies.

      

      
        Intelligence requires the whole brain
        A team of neuroscientists investigates communication pathways in the brain and predicts intelligence. A new study approach uses machine learning to improve our conceptual understanding of intelligence.

      

      
        Persistent tobacco smoking from childhood may cause heart damage by the mid-twenties
        The majority of children who started smoking tobacco at age 10 years or in their later teens continued to smoke until their mid-twenties. Continuous smoking from childhood significantly increased the risk of premature heart damage, a new study shows.

      

      
        The maternal microbiome during pregnancy impacts offspring's stem cells in mice
        Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.

      

      
        New insights about how 'bad' cholesterol works in the body
        Scientists have made a significant breakthrough in understanding how 'bad' cholesterol, known as low-density lipoprotein-cholesterol or LDL-C, builds up in the body. The researchers were able to show for the first time how the main structural protein of LDL binds to its receptor -- a process that starts the clearing of LDL from the blood -- and what happens when that process gets impaired.

      

      
        The distinct nerve wiring of human memory
        The black box of the human brain is starting to open. Although animal models are instrumental in shaping our understanding of the mammalian brain, scarce human data is uncovering important specificities. Neurosurgeons nowshed light on the human hippocampal CA3 region, central for memory storage.

      

      
        Personalized blood count could lead to early intervention for common diseases
        A complete blood count (CBC) screening is a routine exam requested by most physicians for healthy adults. Currently, the results of CBC tests are analyzed using a one-size-fits-all reference interval, but a new study suggests that this approach can lead to overlooked deviations in health. In a retrospective analysis, researchers show that these reference intervals, or setpoints, are unique to each patient. The study revealed that one healthy patient's CBC setpoints can be distinguishable from 98 ...

      

      
        Scientists transform ubiquitous skin bacterium into a topical vaccine
        Scientists' findings in mice could translate into a radical, needle-free vaccination approach that would also eliminate reactions including fever, swelling and pain.

      

      
        Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV
        Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels.

      

      
        Soda taxes don't just affect sales: They help change people's minds
        The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks.

      

      
        Enabling AI to explain its predictions in plain language
        Researchers developed a system that converts AI explanations into narrative text that can be more easily understood by users. This system could help people determine when to trust a model's predictions.

      

      
        Research shows new treatment could delay cancer progression in patients with high-risk smoldering multiple myeloma
        A new treatment is showing promise for people with high-risk smoldering multiple myeloma (SMM). This precancerous condition can progress to active multiple myeloma, a type of blood cancer. High-risk SMM carries a higher likelihood of progression.

      

      
        Mothers' language choices have double the impact in bilingual families
        New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice. In a new study, researchers found that there wasn't a single strategy that could be singled out as 'best' to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, they had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers. They believe these find...

      

      
        Social factors affect pediatric cardiac arrest outcomes
        The odds on whether a child survives a cardiac arrest may depend on where they live, according to a new study from the University of Missouri School of Medicine.

      

      
        Updated Hep B vaccine more effective for people with HIV
        A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination.

      

      
        Resolving ambiguity: How the brain uses context in decision-making and learning
        Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.

      

      
        When does waiting stop being worth it?
        Psychologists looked at individuals with damage to different parts of the prefrontal cortex to reveal how the brain evaluates uncertainty and guides split-second decisions.

      

      
        Flood disasters associated with preterm births and low birth weights
        A new analysis of more than 3,000 studies from around the world reveals that globally, flooding increases preterm births by about 3%. Children who were in utero during a flood event are also more likely to have a low birth weight. Both these outcomes are risk factors for developing chronic health conditions such as asthma and diabetes later in life.

      

      
        New gene therapy reverses heart failure in large animal model
        In a single IV injection, a gene therapy targeting cBIN1 can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival.

      

      
        Shape-changing device helps visually impaired people perform location task as well as sighted people
        A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new research.

      

      
        Delivering medicines with microscopic 'flowers'
        Using microparticles consisting of extremely thin petals, medicines can be delivered via the bloodstream in a precisely targeted manner, for example to a tumour or blood clot. Ultrasound and other acoustic procedures guide the particles through the body and reveal their locations. This makes the particles easy to deploy, as ultrasound procedures are common practice in medicine.

      

      
        Empowering older adults with home-care robots
        The rapidly increasing aging population will lead to a shortage of care providers in the future. While robotic technologies are a potential alternative, their widespread use is limited by poor acceptance. In a new study, researchers have examined a user-centric approach to understand the factors influencing user willingness among caregivers and recipients in Japan, Ireland, and Finland. Users' perspectives can aid the development of home-care robots with better acceptance.

      

      
        Increased area income improves birthweight rates, researchers find
        Higher incomes are often correlated with healthier pregnancies and babies, but is it really the money that matters? Sedimentary rocks that formed 390 million years ago, surprisingly, help provide the answer, at least for those who live above the Marcellus Shale formation, according to a team.

      

      
        Identifying a proliferating repairman for tissue in damaged lungs
        Researchers found that endothelial cells lining the veins in lungs contribute to repair of blood vessels after lung injury.

      

      
        Ultra-processed foods may drive colorectal cancer risk, study finds
        A new study suggests that ultra-processed foods and inflammatory seed oils used in packaged food products may contribute to chronic inflammation, fueling colorectal cancer. Its findings pave the way for a new therapy -- resolution medicine -- which uses natural products in lieu of synthetic drugs to help reverse inflammation and potentially reverse colorectal cancer.

      

      
        How this cancer drug could make radiation a slam dunk therapy
        Radiation is one of the most effective ways to kill a tumor. But these therapies are indiscriminate, and they can damage healthy tissues.

      

      
        Cancer 'fingerprint' can improve early detection
        Different types of cancer have unique molecular 'fingerprints' which are detectable in early stages of the disease and can be picked up with near-perfect accuracy by small, portable scanners in just a few hours, according to a new study. The discovery sets the foundation for creating new, non-invasive diagnostic tests that detect different types of cancer faster and earlier than currently possible.

      

      
        Rethinking the brain pacemaker: How better materials can improve signals
        Researchers have created organic materials for brain and heart pacemakers, which rely on uninterrupted signal delivery to be effective. Using a plastic base known as polypropylene, the researchers added a specially formulated clay called Montmorillonite and different ratios of graphene, one of the strongest lightweight materials. They created five different materials that could be performance-tested and took detailed measurements of the structure of the composite materials using scanning electron...

      

      
        Americans are uninformed about and undervaccinated for HPV
        Research shows that HPV accounts for 70% of all throat cancers, but only one-third of the public is aware that HPV causes throat cancer.

      

      
        Researchers 'see' vulnerability to gaming addiction in the adolescent brain
        Researchers found that adolescents with more symptoms of gaming addiction showed lower brain activity in the region involved in decision-making and reward processing; this blunted response to reward anticipation is associated with higher symptoms of gaming addiction over time and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

      

      
        Toxoplasma gondii parasite uses unconventional method to make proteins for evasion of drug treatment
        A study sheds new light on how Toxoplasma gondii parasites make the proteins they need to enter a dormant stage that allows them to escape drug treatment.

      

      
        'Missing link' between brain and body inflammatory signals identified in the skull
        New research provides valuable insights into the brain-body immune connection identifying key communication hubs in the dural sinuses and skull bone marrow at the back of the head.

      

      
        Online training could help older adults communicate in noisy environments
        Online training that helps people recognize and understand new voices could be key to helping older adults improve communication in everyday environments, finds new research.

      

      
        Short-term cognitive boost from exercise may last for 24 hours
        The short-term boost our brains get after we do exercise persists throughout the following day, suggests a new study.

      

      
        Scientists identify a probable contributor to weakness of the aorta in people with genetic disorder
        Studying the cells of people and genetically engineered mice, scientists say they have uncovered a potential reason why patients with Loeys-Dietz syndrome, an inherited connective tissue disorder, are especially prone to developing aneurysms at the root of the aorta.

      

      
        Scientists create AI that 'watches' videos by mimicking the brain
        Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.

      

      
        What motivates Americans to eat less red meat?
        Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.

      

      
        Fetal defense: Study reveals early immune protection in the womb
        Research revealed that foetuses are not as defenceless as once thought; they can actually fight infections from within the womb. This new understanding could significantly change the way doctors protect foetuses from infections that lead to serious health conditions, like microcephaly, where the baby's head is significantly smaller than expected for its age.

      

      
        Rotavirus vaccine is safe for use in NICU babies, study suggests
        Researchers found that transmission of rotavirus vaccine strains in a neonatal intensive care unit (NICU) is rare and without clinical consequences, strongly suggesting that giving the rotavirus vaccine to eligible infants during their hospitalization provides immune benefits that outweigh any risks. The findings could serve as the basis for a change in clinical practice.

      

      
        Hazardous PFAS chemicals in drinking water
        The chemicals known as PFAS are considered a severe threat to human health. Among other things, they can cause liver damage, cancer, and hormonal disorders. Researchers have now developed a new, efficient method of filtering these substances out of drinking water. They rely on so-called metal-organic framework compounds, which work much better than the materials commonly used to date. Even extremely low concentrations of PFAS in the water can still be captured.

      

      
        Hair growth drug safe at low doses for breast cancer patients
        Oral minoxidil is a commonly prescribed treatment for hair loss. The drug is also the active ingredient in over-the-counter Rogaine. The prescription treatment is known, however, to dilate blood vessels, and experts worry that this could increase the heart-related side effects of chemotherapy and lead to chest pain, shortness of breath, or fluid buildup. Now, a study in women with breast cancer suggests that low oral doses of minoxidil, taken during or after cancer treatment, appear to regrow hai...
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Early-onset colorectal cancer cases surge globally | ScienceDaily
A new study led by American Cancer Society (ACS) researchers shows that early-onset colorectal cancer (CRC) incidence rates are rising in 27 of 50 countries/territories worldwide, 20 of which have either exclusive or faster increases for early-onset disease. In 14 countries, including the United States, rates are increasing in young adults while stabilizing in those 50 years and older. The research is published today in the journal The Lancet Oncology.


						
"The increase in early-onset colorectal cancer is a global phenomenon," said Dr. Hyuna Sung, senior principal scientist, cancer surveillance research at the American Cancer Society and lead author of the study. "Previous studies have shown this rise in predominately high-income Western countries, but now, it is documented in various economies and regions worldwide."

The primary study objective was to examine contemporary CRC incidence trends in young versus older adults using data through 2017 from 50 countries/territories. Data were compiled using the Cancer Incidence in Five Continents Plus and trends were examined for age-standardized incidence rates of CRC ranging from 1943-2017. Temporal trends were visualized and quantified by age at diagnosis (25-49 years and 50-74 years). Average annual percentage changes (AAPC) were estimated for the last 10 years of data.

During the past decade, incidence rates of early-onset CRC (25-49 years) were stable in 23 countries, but increased in 27 countries, with the greatest annual increases in New Zealand (4.0%), Chile (4.0%) and Puerto Rico (3.8%). Fourteen of the 27 countries/territories showed either stable (Puerto Rico, Argentina, Norway, France, Ireland) or decreasing rates (Israel, Canada, the USA, England, Germany, Scotland, Slovenia, Australia, and New Zealand) in older adults. The rise in early-onset CRC was faster among men than women in Chile, Puerto Rico, Argentina, Ecuador, Thailand, Sweden, Israel, and Croatia, while young women experienced faster increases in England, Norway, Australia, Turkiye, Costa Rica, and Scotland. For the remaining 13 countries with increasing trends in both age groups, the annual percentage increase in young compared to older adults was larger in Chile, Japan, Sweden, the Netherlands, Croatia, and Finland, smaller in Thailand, Martinique, Denmark, Costa Rica, and similar in Turkiye, Ecuador, and Belarus. For the last five years, the incidence rate of early-onset CRC was highest in Australia, Puerto Rico, New Zealand, the U.S., and the Republic of Korea (14 to 17 per 100,000) and lowest in Uganda and India (4 per 100,000).

"The global scope of this concerning trend highlights the need for innovative tools to prevent and control cancers linked to dietary habits, physical inactivity, and excess body weight. Ongoing efforts are essential to identify the additional factors behind these trends and to develop effective prevention strategies tailored to younger generations and local resources worldwide," added Sung. "Raising awareness of the trend and the distinct symptoms of early-onset colorectal cancer (e.g., rectal bleeding, abdominal pain, altered bowel habits, and unexplained weight loss) among young people and primary care providers can help reduce delays in diagnosis and decrease mortality."

"This flagship study reveals that increasing rates of early onset bowel cancer, affecting adults aged 25-49, is a global issue. Concerningly, this research has revealed for the first time ever that rates are rising more sharply in England than in many other countries around the world," said Michelle Mitchell, chief executive of Cancer Research UK."A cancer diagnosis at any age has a huge impact on patients and their families -- so while it's important to note that rates in younger adults are still very low compared to people over 50, we need to understand what's causing this trend in younger people. More research is needed -- like team PROSPECT, a global Cancer Grand Challenges team who has been awarded PS20m to uncover the causes of bowel cancer in younger adults, and strategies to prevent it."

Other ACS researchers contributing to the study include Rebecca Siegel, Chenxi Jiang, and senior author Dr. Ahmedin Jemal. Yin Cao, an associate professor of surgery and of medicine at Washington University School of Medicine in St. Louis and a research member of Siteman Cancer Center, based at Barnes-Jewish Hospital and Washington University Medicine, is a contributing author.
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Study finds new blood test predicts prognosis for advanced prostate cancer patients | ScienceDaily

The new blood-based test -- called AR-ctDETECT -- is designed to detect and analyze small fragments of tumor-derived DNA in the blood of certain patients with advanced, metastatic prostate cancer.

In this new study, the AR-ctDETECT test was used to analyze DNA from more than 770 blood samples from a phase 3 clinical trial of advanced prostate cancer patients. The test identified circulating tumor DNA (ctDNA) in 59% of patients with metastatic prostate cancer. Patients with detectable circulating tumor DNA had significantly worse overall survival compared to those without. These results demonstrate the potential of the AR-ctDETECT test to provide key genetic information to tailor treatments based on similar characteristics among patients.

"Our AR-ctDETECT test, designed for prostate cancer, shows how valuable these blood tests could be in helping doctors better understand a patient's cancer and predict how the disease will progress, leading to more personalized treatment plans," said Scott Dehm, PhD, a professor at the U of M Medical School and member of the Masonic Cancer Center.

The study concluded that detecting ctDNA using AR-ctDETECT provides critical prognostic insights for patients with metastatic prostate cancer.

"The AR-ctDETECT assay is a comprehensive panel focused on genes relevant to prostate cancer and hormone resistance, particularly the androgen receptor and critical structural alterations not currently detected by other commercial tests," said Andrew Armstrong, MD, a professor at Duke University School of Medicine, an oncologist with Duke Cancer Institute and co-senior author on the study. "Incorporating genomic profiling into clinical decision-making may enhance personalized treatment strategies and inform the design of future clinical trials."

"Our team demonstrated the ability of AR-ctDETECT to effectively identify distinct groups of patients based on their genomic profiles," said Susan Halabi, PhD, a James B. Duke Distinguished Professor of Biostatistics at Duke University School of Medicine. "Notably, our study is the first to demonstrate, within a phase 3 cohort, that metastatic prostate cancer patients with positive ctDNA treated with standard therapies had worse overall survival compared to ctDNA-negative patients."

Further research will focus on integrating genetic data from the AR-ctDETECT test with patient clinical data to improve patient prognostication. The research team also plans to evaluate whether the AR-ctDETECT test could be used to predict patient outcomes in the context of specific treatments, which could be used in the future to guide optimal therapy.

This research was funded by the National Cancer Institute, Prostate Cancer Foundation and John Black Charitable Foundation.
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AI thought knee X-rays show if you drink beer -- they don't | ScienceDaily
Artificial intelligence can be a useful tool to health care professionals and researchers when it comes to interpreting diagnostic images. Where a radiologist can identify fractures and other abnormalities from an X-ray, AI models can see patterns humans cannot, offering the opportunity to expand the effectiveness of medical imaging.


						
But a study in Scientific Reports highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as "shortcut learning."

The researchers analyzed more than 25,000 knee X-rays from the National Institutes of Health-funded Osteoarthritis Initiative and found that AI models can "predict" unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved surprising levels of accuracy by exploiting subtle and unintended patterns in the data.

"While AI has the potential to transform medical imaging, we must be cautious," says the study's senior author, Dr. Peter Schilling, an orthopaedic surgeon at Dartmouth Health's Dartmouth Hitchcock Medical Center and an assistant professor of orthopaedics in Dartmouth's Geisel School of Medicine.

"These models can see patterns humans cannot, but not all patterns they identify are meaningful or reliable," Schilling says. "It's crucial to recognize these risks to prevent misleading conclusions and ensure scientific integrity."

The researchers examined how AI algorithms often rely on confounding variables -- such as differences in X-ray equipment or clinical site markers -- to make predictions rather than medically meaningful features. Attempts to eliminate these biases were only marginally successful -- the AI models would just "learn" other hidden data patterns.

"This goes beyond bias from clues of race or gender," says Brandon Hill, a co-author of the study and a machine learning scientist at Dartmouth Hitchcock. "We found the algorithm could even learn to predict the year an X-ray was taken. It's pernicious -- when you prevent it from learning one of these elements, it will instead learn another it previously ignored. This danger can lead to some really dodgy claims, and researchers need to be aware of how readily this happens when using this technique."

The findings underscore the need for rigorous evaluation standards in AI-based medical research. Overreliance on standard algorithms without deeper scrutiny could lead to erroneous clinical insights and treatment pathways.




"The burden of proof just goes way up when it comes to using models for the discovery of new patterns in medicine," Hill says. "Part of the problem is our own bias. It is incredibly easy to fall into the trap of presuming that the model 'sees' the same way we do. In the end, it doesn't."

"AI is almost like dealing with an alien intelligence," Hill continues. "You want to say the model is 'cheating,' but that anthropomorphizes the technology. It learned a way to solve the task given to it, but not necessarily how a person would. It doesn't have logic or reasoning as we typically understand it."

Schilling, Hill, and study co-author Frances Koback, a third-year medical student in Dartmouth's Geisel School, conducted the study in collaboration with the Veterans Affairs Medical Center in White River Junction, Vt.
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Feeling itchy? Study suggests novel way to treat inflammatory skin conditions | ScienceDaily
A new approach to treat rosacea and other inflammatory skin conditions could be on the horizon, according to a University of Pittsburgh study published today in Science Translational Medicine.


						
The researchers found that a compound called SYM2081 inhibited inflammation-driving mast cells in mouse models and human skin samples, paving the way for new topical treatments to prevent itching, hives and other symptoms of skin conditions driven by mast cells.

"I'm really excited about the clinical possibilities of this research," said senior author Daniel Kaplan, M.D., Ph.D., professor of dermatology and immunology at Pitt. "Currently, there aren't a lot of good therapies that target mast cells, so we think that our approach could potentially have huge benefits in many skin conditions, including rosacea, eczema, urticaria and mastocytosis."

Mast cells are filled with tiny packages, or granules, each brimming with histamine and other compounds that act as signals or activators of inflammatory pathways. When mast cells are activated, the packages spill open, releasing compounds that trigger a suite of immune responses. This process, known as degranulation, is essential for protection against threats such as bee venom, snake bites and pathogenic bacteria, but erroneous activation of mast cells also triggers allergic reactions, including swelling, hives, itching and, in severe cases, anaphylaxis.

In a previous Cellpaper, Kaplan and his team found that neurons in the skin release a neurotransmitter called glutamate that suppresses mast cells. When they deleted these neurons or inhibited the receptor that recognizes glutamate, mast cells became hyperactive, leading to more inflammation.

"This finding led us to wonder if doing the opposite would have a beneficial effect," said Kaplan. "If we activate the glutamate receptor, maybe we can suppress mast cell activity and inflammation."

To test this hypothesis, lead author Youran Zhang, a medical student at Tsinghua University who did this research as a visiting scholar in Kaplan's lab, and Tina Sumpter, Ph.D., a research assistant professor in the Pitt Department of Dermatology, looked at a compound called SYM2081, or 4-methylglutamate, that activates a glutamate receptor called GluK2 found almost exclusively on mast cells.




Sure enough, they found that SYM2081 effectively suppressed mast cell degranulation and proliferation in both mice and human skin samples. And when the mice received a topical cream containing SYM2081 before the induction of rosacea- or eczema-like symptoms, skin inflammation and other symptoms of disease were much milder.

According to Kaplan, these findings suggest that suppressing mast cells with a daily cream containing a GluK2-activating compound could be a promising way to prevent rosacea and other inflammatory skin conditions.

Rosacea is a chronic skin condition that may cause acne-like pimples, broken blood vessels, skin thickening and facial flushing.

"Although there are excellent therapies available for different types of rosacea, many are antibiotic-based and they only target some of the symptoms," said Kaplan. "There are no good therapies for flushing, so this is a significant unmet need. Our study suggests that suppressing mast cells by activating GluK2 could reduce the flushing associated with rosacea."

Now that the researchers have demonstrated proof-of-concept of their approach, they hope to engineer new GluK2-activating compounds that could eventually be tested in clinical trials. Through the Pitt Office of Innovation and Entrepreneurship's Innovation Institute, they have also applied for a patent for the use of SYM2081 to suppress mast cell function.

Other authors on the study were Swapnil Keshari, Kazuo Kurihara, M.D., Ph.D., James Liu, Lindsay M. McKendrick, Chien-Sin Chen, Ph.D., Louis D. Falo Jr., M.D., Ph.D., and Jishnu Das, Ph.D., all of Pitt; and Yufan Yang, of Pitt and Tsinghua University.

This work was supported by the National Institute for Health (NIH; R01AR071720, R01 AR077341, R01AR079233, R01AR074285, DP2AI164325, U01EY034711 and T32AI089443) and the Pitt Center for Research Computing, which is supported by the NIH (S10OD028483).
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Minuscule robots for targeted drug delivery | ScienceDaily
In the future, delivering therapeutic drugs exactly where they are needed within the body could be the task of miniature robots. Not little metal humanoid or even bio-mimicking robots; think instead of tiny bubble-like spheres.


						
Such robots would have a long and challenging list of requirements. For example, they would need to survive in bodily fluids, such as stomach acids, and be controllable, so they could be directed precisely to targeted sites. They also must release their medical cargo only when they reach their target, and then be absorbable by the body without causing harm.

Now, microrobots that tick all those boxes have been developed by a Caltech-led team. Using the bots, the team successfully delivered therapeutics that decreased the size of bladder tumors in mice. A paper describing the work appears in the journal Science Robotics.

"We have designed a single platform that can address all of these problems," says Wei Gao, professor of medical engineering at Caltech, Heritage Medical Research Institute Investigator, and co-corresponding author of the new paper about the bots, which the team calls bioresorbable acoustic microrobots (BAM).

"Rather than putting a drug into the body and letting it diffuse everywhere, now we can guide our microrobots directly to a tumor site and release the drug in a controlled and efficient way," Gao says.

The concept of micro- or nanorobots is not new. People have been developing versions of these over the past two decades. However, thus far, their applications in living systems have been limited because it is extremely challenging to move objects with precision in complex biofluids such as blood, urine, or saliva, Gao says. The robots also have to be biocompatible and bioresorbable, meaning that they leave nothing toxic behind in the body.

The Caltech-developed microrobots are spherical microstructures made of a hydrogel called poly(ethylene glycol) diacrylate. Hydrogels are materials that start out in liquid or resin form and become solid when the network of polymers found within them becomes cross-linked, or hardens. This structure and composition enable hydrogels to retain large amounts of fluid, making many of them biocompatible. The additive manufacturing fabrication method also enables the outer sphere to carry the therapeutic cargo to a target site within the body.




To develop the hydrogel recipe and to make the microstructures, Gao turned to Caltech's Julia R. Greer, the Ruben F. and Donna Mettler Professor of Materials Science, Mechanics and Medical Engineering, the Fletcher Jones Foundation Director of the Kavli Nanoscience Institute, and co-corresponding author of the paper. Greer's group has expertise in two-photon polymerization (TPP) lithography, a technique that uses extremely fast pulses of infrared laser light to selectively cross-link photosensitive polymers according to a particular pattern in a very precise manner. The technique allows a structure to be built up layer by layer, in a way reminiscent of 3D printers, but in this case, with much greater precision and form complexity.

Greer's group managed to "write," or print out, microstructures that are roughly 30 microns in diameter -- about the diameter of a human hair.

"This particular shape, this sphere, is very complicated to write," Greer says. "You have to know certain tricks of the trade to keep the spheres from collapsing on themselves. We were able to not only synthesize the resin that contains all the biofunctionalization and all the medically necessary elements, but we were able to write them in a precise spherical shape with the necessary cavity."

In their final form, the microrobots incorporate magnetic nanoparticles and the therapeutic drug within the outer structure of the spheres. The magnetic nanoparticles allow the scientists to direct the robots to a desired location using an external magnetic field. When the robots reach their target, they remain in that spot, and the drug passively diffuses out.

Gao and colleagues designed the exterior of the microstructure to be hydrophilic -- that is, attracted to water -- which ensures that the individual robots do not clump together as they travel through the body. However, the inner surface of the microrobot cannot be hydrophilic because it needs to trap an air bubble, and bubbles are easy to collapse or dissolve.

To construct hybrid microrobots that are both hydrophilic on their exterior and hydrophobic, or repellent to water, in their interior, the researchers devised a two-step chemical modification. First, they attached long-chain carbon molecules to the hydrogel, making the entire structure hydrophobic. Then the researchers used a technique called oxygen plasma etching to remove some of those long-chain carbon structures from the interior, leaving the outside hydrophobic and the interior hydrophilic.




"This was one of the key innovations of this project," says Gao, who is also a Ronald and JoAnne Willens Scholar. "This asymmetric surface modification, where the inside is hydrophobic and the outside is hydrophilic, really allows us to use many robots and still trap bubbles for a prolonged period of time in biofluids, such as urine or serum."

Indeed, the team showed that the bubbles can last for as long as several days with this treatment versus the few minutes that would otherwise be possible.

The presence of trapped bubbles is also crucial for moving the robots and for keeping track of them with real-time imaging. For example, to enable propulsion, the team designed the microrobot sphere to have two cylinder-like openings -- one at the top and another to one side. When the robots are exposed to an ultrasound field, the bubbles vibrate, causing the surrounding fluid to stream away from the robots through the opening, propelling the robots through the fluid. Gao's team found that the use of two openings gave the robots the ability to move not only in various viscous biofluids, but also at greater speeds than can be achieved with a single opening.

Trapped within each microstructure is an egg-like bubble that serves as an excellent ultrasound imaging contrast agent, enabling real-time monitoring of the bots in vivo. The team developed a way to track the microrobots as they move to their targets with the help of ultrasound imaging experts Mikhail Shapiro, Caltech's Max Delbruck Professor of Chemical Engineering and Medical Engineering, a Howard Hughes Medical Institute Investigator; co-corresponding author Di Wu, research scientist and director of the DeepMIC Center at Caltech; and co-corresponding author Qifa Zhou, professor of ophthalmology and biomedical engineering at USC.

The final stage of development involved testing the microrobots as a drug-delivery tool in mice with bladder tumors. The researchers found that four deliveries of therapeutics provided by the microrobots over the course of 21 days was more effective at shrinking tumors than a therapeutic not delivered by robots.

"We think this is a very promising platform for drug delivery and precision surgery," Gao says. "Looking to the future, we could evaluate using this robot as a platform to deliver different types of therapeutic payloads or agents for different conditions. And in the long term, we hope to test this in humans."

The work was supported by the Kavli Nanoscience Institute at Caltech as well as by funding from the National Science Foundation; the Heritage Medical Research Institute; the Singapore Ministry of Education Academic Research Fund; the National Institutes of Health; the Army Research Office through the Institute for Collaborative Biotechnologies; the Caltech DeepMIC Center, with support of the Caltech Beckman Institute and the Arnold and Mabel Beckman Foundation; and the David and Lucile Packard Foundation.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241211143603.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Noninvasive imaging method can penetrate deeper into living tissue | ScienceDaily
Metabolic imaging is a noninvasive method that enables clinicians and scientists to study living cells using laser light, which can help them assess disease progression and treatment responses.


						
But light scatters when it shines into biological tissue, limiting how deep it can penetrate and hampering the resolution of captured images.

Now, MIT researchers have developed a new technique that more than doubles the usual depth limit of metabolic imaging. Their method also boosts imaging speeds, yielding richer and more detailed images.

This new technique does not require tissue to be preprocessed, such as by cutting it or staining it with dyes. Instead, a specialized laser illuminates deep into the tissue, causing certain intrinsic molecules within the cells and tissues to emit light. This eliminates the need to alter the tissue, providing a more natural and accurate representation of its structure and function.

The researchers achieved this by adaptively customizing the laser light for deep tissues. Using a recently developed fiber shaper -- a device they control by bending it -- they can tune the color and pulses of light to minimize scattering and maximize the signal as the light travels deeper into the tissue. This allows them to see much further into living tissue and capture clearer images.

Greater penetration depth, faster speeds, and higher resolution make this method particularly well-suited for demanding imaging applications like cancer research, tissue engineering, drug discovery, and the study of immune responses.

"This work shows a significant improvement in terms of depth penetration for label-free metabolic imaging. It opens new avenues for studying and exploring metabolic dynamics deep in living biosystems," says Sixian You, assistant professor in the Department of Electrical Engineering and Computer Science (EECS), a member of the Research Laboratory for Electronics, and senior author of a paper on this imaging technique.




She is joined on the paper by lead author Kunzan Liu, an EECS graduate student; Tong Qiu, an MIT postdoc; Honghao Cao, an EECS graduate student; Fan Wang, professor of brain and cognitive sciences; Roger Kamm, the Cecil and Ida Green Distinguished Professor of Biological and Mechanical Engineering; Linda Griffith, the School of Engineering Professor of Teaching Innovation in the Department of Biological Engineering; and other MIT colleagues. The research will appear in Science Advances.

Laser-focused

This new method falls in the category of label-free imaging, which means tissue is not stained beforehand. Staining creates contrast that helps a clinical biologist see cell nuclei and proteins better. But staining typically requires the biologist to section and slice the sample, a process that often kills the tissue and makes it impossible to study dynamic processes in living cells.

In label-free imaging techniques, researchers use lasers to illuminate specific molecules within cells, causing them to emit light of different colors that reveal various molecular contents and cellular structures. However, generating the ideal laser light with certain wavelengths and high-quality pulses for deep-tissue imaging has been challenging.

The researchers developed a new approach to overcome this limitation. They use a multimode fiber, a type of optical fiber which can carry a significant amount of power, could couple it with a compact device called a "fiber shaper." This shaper allows them to precisely modulate the light propagation by adaptively changing the shape of the fiber. Bending the fiber changes the color and intensity of the laser.

Building on prior work, the researchers adapted the first version of the fiber shaper for deeper multimodal metabolic imaging.




"We want to channel all this energy into the colors we need with the pulse properties we require. This gives us higher generation efficiency and a clearer image, even deep within tissues," says Cao.

Once they had built the controllable mechanism, they developed an imaging platform to leverage the powerful laser source to generate longer wavelengths of light, which are crucial for deeper penetration into biological tissues.

"We believe this technology has the potential to significantly advance biological research. By making it affordable and accessible to biology labs, we hope to empower scientists with a powerful tool for discovery," Liu says.

Dynamic applications

When the researchers tested their imaging device, the light was able to penetrate more than 700 micrometers into a biological sample, whereas the best prior techniques could only reach about 200 micrometers.

"With this new type of deep imaging, we want to look at biological samples and see something we have never seen before," Liu adds.

The deep imaging technique enabled them to see cells at multiple levels within a living system, which could help researchers study metabolic changes that happen at different depths. In addition, the faster imaging speed allows them to gather more detailed information on how a cell's metabolism affects the speed and direction of its movements.

This new imaging method could offer a boost to the study of organoids, which are engineered cells that can grow to mimic the structure and function of organs. Researchers in the Kamm and Griffith labs pioneer the development of brain and endometrial organoids that can grow like organs for disease and treatment assessment.

However, it has been challenging to precisely observe internal developments without cutting or staining the tissue, which kills the sample.

This new imaging technique allows researchers to noninvasively monitor the metabolic states inside a living organoid while it continues to grow.

With these and other biomedical applications in mind, the researchers plan to aim for even higher-resolution images. At the same time, they are working to create low-noise laser sources, which could enable deeper imaging with less light dosage.

They are also developing algorithms that react to the images to reconstruct the full 3D structures of biological samples in high resolution.

In the long run, they hope to apply this technique in the real world to help biologists monitor drug response in real-time to aid in the development of new medicines.

"By enabling multimodal metabolic imaging that reaches deeper into tissues, we're providing scientists with an unprecedented ability to observe nontransparent biological systems in their natural state. We're excited to collaborate with clinicians, biologists, and bioengineers to push the boundaries of this technology and turn these insights into real-world medical breakthroughs," You says.

This research is funded, in part, by MIT startup funds, a U.S. National Science Foundation CAREER Award, an MIT Irwin Jacobs and Joan Klein Presidential Fellowship, and an MIT Kailath Fellowship.
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Tumors grow larger in female fruit flies than males: Here's what that could mean for humans | ScienceDaily
A study by Tulane University researchers has uncovered new insights into how biological sex differences can influence tumor growth.


						
The findings, published in Science Advances, could lead to a better understanding of cancer development and potentially boost efforts to identify a method to stop tumors in their tracks.

The study found that tumors in female fruit flies grew 2.5 times larger than tumors in male fruit flies over the same time period.

Fruit flies are an often used biological research model due to their genetic similarity to humans. In this study, researchers found that the female fruit flies had a stronger innate immune response to the tumors than the males. This response accelerated the growth of tumors by triggering a signaling pathway between cells.

"It was a surprise to see females having such a difference in tumor size. The question now is, do we see this same difference in humans?" said corresponding author Wu-Min Deng, PhD, professor of biochemistry and molecular biology and the Gerald & Flora Jo Mansfield Piltz Endowed Professor in Cancer Research at Tulane University School of Medicine. "Genetically, many of these signaling pathways are well preserved between mammals and insects so this finding is highly relevant to our knowledge of cancer development."

The study found that once a tumor formed, female fruit flies' immune cells (hemocytes) produced more of an inflammatory response signal than their male counterparts. This signal protein, called Eiger, is comparable to a similar protein in mammals, which also regulates immune system and inflammatory responses.

While inflammation is often effective at combatting outside invaders, too much inflammation can create an environment that allows tumors to thrive.




"We found that in female fruit flies, their stronger immune response caused a downstream cascade of events, culminating in the release of insulin-like peptides which allowed the tumors to accelerate their growth," Deng said.

Questions about how cancers develop remain abundant, and researchers are only beginning to scratch the surface of how sex differences impact different cancers.

''Cancer is a systemic disease that affects the entire body,'' said first author Xianfeng Wang, PhD, instructor of biochemistry and molecular biology, Tulane School of Medicine. "Our work has uncovered a mechanism involving the local tumor microenvironment and multiple organs that regulate the sex-specific differences in tumor growth at the systemic level."

Deng said the next step is to determine if the bias in tumor growth is regulated by hormones or sex chromosomes, work that may shed further light on why and how tumors grow.

"Hopefully by understanding this difference we can learn how to control this tumor growth and how tumors work to kill their hosts," Deng said. "And if we can find a way to block that process, we're can hopefully find clues as to how to prevent and potentially cure cancer."
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You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues | ScienceDaily
You are what you eat, as the adage goes. But a new study from Tulane University found that what's missing from your diet may also impact the health of your descendants across multiple generations.


						
Recent research supports the idea that famine in one generation can lead to harmful genetic outcomes in the next. But questions have persisted about how many generations could be affected when an ancestor endures a nutritional crisis.

In a study published in the journal Heliyon, Tulane researchers found that when paired mice were fed a low-protein diet their offspring over the next four generations had lower birthweights and smaller kidneys, leading risk factors for chronic kidney disease and hypertension.

Researchers found that correcting the diets in offspring had no impact, and subsequent generations continued to be born with low nephron counts, the vital filtration units that help kidneys remove waste from the bloodstream. Though further work remains to determine if the findings translate to humans, the outcomes underscore the potential for food scarcity or malnutrition to result in decades of adverse health outcomes.

"It's like an avalanche," said lead author Giovane Tortelote, assistant professor of pediatric nephrology at Tulane University School of Medicine. "You would think that you can fix the diet in the first generation so the problem stops there, but even if they have a good diet, the next generations -- grandchildren, great grandchildren, great-great grandchildren -- they may still be born with lower birth weight and low nephron count despite never facing starvation or a low-protein diet."

Correcting the diet in any of the generations failed to return kidney development in offspring to normal levels.

While maternal nutrition is crucial to an infant's development, the study found first generation offspring were negatively impacted regardless of whether the mother or the father ate a protein-deficient diet.




This novel finding of how diet can have transgenerational impact on kidney development is one of the latest in the field of epigenetics, the study of how environmental factors can impact gene expression without changing the DNA sequence.

The researchers studied four generations of offspring with nephron counts beginning to show signs of normalizing by the third and fourth generations. Tortelote said further research is needed to determine which generation returns to proper kidney development -- and why the trait is passed on in the first place.

"The mother's diet is absolutely very important, but it appears there's also something also epigenetically from the father that governs proper kidney development," Tortelote said.

The study also illuminates further understanding of the underlying causes of chronic kidney disease, the eighth leading cause of death in the U.S.

"If you're born with fewer nephrons, you are more prone to hypertension, but the more hypertension you have, the more you damage the kidney, so it's a horrible cycle, and a public health crisis that could affect people across 50 to 60 years if we apply this to humans' lifespans," Tortelote said. "There are two main questions now: Can we fix it and how do we fix it?"
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Adoption of AI calls for new kind of communication competence from sales managers | ScienceDaily
Artificial intelligence, AI, is rapidly transforming work also in the financial sector. Conducted at the University of Eastern Finland, a recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related to overcoming fears and resistance to change.


						
"Members of sales teams needed encouragement in the use AI, and their self-direction also needed support. Sales managers' contribution was also vital in adapting to constant digital changes and in maintaining trust within the team," says Associate Professor Jonna Koponen of the University of Eastern Finland.

The longitudinal study is based on 35 expert interviews conducted over a five-year period in 2019-2024, as well as on secondary data gathered from one of Scandinavia's largest financial groups. The findings show that besides traditional managerial interpersonal communication competence, consideration of ethical perspectives and adaptability were significant when integrating AI into the work of sales teams.

Sales managers play a crucial role in leading their teams, managing daily operations and implementing strategic changes. Already now, AI plays a major role in the digital transformation of sales teams, requiring new skills from both sales managers and team members.

The study highlighted the benefits, concerns and communication challenges brought by AI integration, which require both traditional communication skills and new AI-related skills. In addition to routine tasks, more advanced AI performed tasks requiring learning and adaptation, such as customer interaction, in collaboration with humans.

Emphasis on people management

Effective sales team management whilst navigating an evolving technological landscape requires sales managers to combine traditional interpersonal communication competence with new AI-related skills. Sales managers' traditional interpersonal communication competence consists of four components. The first involves motivation to interact with people and willingness to be a team leader. The second component pertains to knowledge and understanding: sales managers need knowledge of communication and leadership, as well as an understanding of how to use AI-generated data in sales and team management.




The third component is related to communication skills, which include empathy, listening skills, argumentation skills, the ability to share information openly and supporting co-management within the team. In addition, the study highlighted the ability to craft effective prompts to AI and to speak in a polite manner, similarly as AI does. The fourth component is adaptability. The study found that in the work of sales managers, it is important to be able to adapt interpersonal communication behaviour to different contexts, various employees, and their different communication needs.

"Our findings suggest that the introduction of AI by sales teams also created a need for sales managers to focus more on the management of people, and less on the management of things. Furthermore, with the introduction of AI, ethical perspectives and understanding the role of AI as that of a team member also became central."

The study suggests that sales managers' interpersonal communication competence has a major impact on team relationships and tasks, such as building of trust, maintaining a sense of community, supporting employee engagement and enhancing job satisfaction.

"With good interpersonal communication competence, sales managers can ensure that work goals get achieved. Good interpersonal communication competence can also promote decision-making and be used to communicate the significance of human work in the era of AI."
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Organoids represent the complex cell landscape of pancreatic cancer | ScienceDaily
A team led by researchers at the Technical University of Munich (TUM) has, for the first time, grown tumor organoids -- three-dimensional miniature tumors in the laboratory -- that mimic the different structures and characteristics of pancreatic cancer. The scientists investigated how the various tumor organoids react to established and novel treatments. This opens the door to the development of effective new therapies.


						
Pancreatic cancer ranks among the most lethal cancers, with an exceptionally high mortality rate. One of the reasons is the lack of efficacious treatments, since different cancer cells within the same tumor can react very differently to one and the same therapy. The cells of a pancreatic cancer tumor are highly diverse not only in terms of their structure, but also in their associated malignant properties, for example how aggressive they are.

Pancreatic cancer cells can be roughly divided into two main subtypes: epithelial and mesenchymal, based on their appearance and their molecular profile. "However, the tumor cells can change their structure and function during the course of the illness. It has been shown previously that a wide range of different manifestations exists within these two main categories. These can vary greatly in their biological characteristics," says Maximilian Reichert, Professor of Translational Pancreatic Cancer Research at the TUM University Hospital Klinikum rechts der Isar.

Complexity of pancreatic cancer reproduced in the laboratory 

A team led by Reichert has now, for the first time, reproduced the morphological complexity of pancreatic cancer cell clusters in the laboratory. "Tumor cell clusters in the body are shaped like glands, with many duct-like branches. When individual tumor cells are isolated and used to grow artificial 3D cell clusters in the laboratory, referred to as organoids, the conventional approach produces only spherical like structures. These don't have the same morphology and properties as the tumor nodules in the body," says Aristeidis Papargyriou, the study's lead author. "Now we can generate organoids that greatly resemble the real, branched cell clusters found in the body. This lets us reproduce the complexity of pancreatic cancer in the laboratory for the first time."

Which therapies work? Different organoids react differently 

The team used machine learning to categorize the newly grown organoids based on their morphologies in defined groups for further systematic analyses. "We identified different phenotypes within the two subtypes epithelial and mesenchymal. In simple terms, these are groups within the same tumor subtype that differ in their appearance as well as their malignant behavior," says Papargyriou.




Initially, they worked with organoids from mouse tumor cells. "For example, 'star-like organoids' are round in the center and highly branched towards the ends, while 'TEBBO organoids' can have thick branches with hollow lumen and end-bud formations." Not only do the phenotypes have markedly different appearances, they are also distinct in terms of the way they proliferate, how their metabolisms work, and how they behave when deprived of oxygen, among other things. In particular, they react differently to treatments: Thus, for example, the star-like organoids were resistant to the chemotherapeutic used in the study, but were highly affected by irradiation.

The team then succeeded in applying the technology to tumor cells taken from patients with pancreatic cancer. In the laboratory, they generated several phenotypes from these cells and tested them against treatments to identify weaknesses of cancer cells.

Approaches for future therapies

The new organoids could be beneficial in the development of new therapies. Physicians could apply therapies on a more individual and targeted basis when they know the specific phenotypes occurring in a given patient and how these react to various treatments.

The researchers are also pursuing a second approach in order to develop more effective treatments based on the knowledge gained. "Fighting several tumor phenotypes at the same time is very difficult. If we treat them all with the same medication, they may react in completely distinct ways or avoid the treatment by transforming into other phenotypes and becoming resistant to therapy," says Reichert. "That's what gave us the idea of first reducing the number of different phenotypes within a tumor until, in the ideal case, only a small number are left which no longer change. Then it would be possible in a second step to develop a therapy for these remaining few phenotypes and combat them specifically."

The researchers tested this approach on the newly developed organoids, adding various different drugs. Some phenotypes were suppressed, while others transformed into related phenotypes or developed into new ones. As intended, in the end only two main phenotypes remained which did not change any further. In the future, the researchers plan to find substances which can be used to treat these persisting phenotypes, and to further develop the approach.
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Intelligence requires the whole brain | ScienceDaily
The human brain is the central control organ of our body. It processes sensory information and enables us, among other things, to form thoughts, make decisions and store knowledge. With how much our brain is capable of, it seems almost paradoxical how little we still know about it.


						
Jonas Thiele and Dr. Kirsten Hilger, head of the "Networks of Behavior and Cognition" research group at the Department of Psychology I at Julius-Maximilians-Universitat Wurzburg (JMU), are among those who are on the trail of the most complex and complicated organ. Their latest study was recently published in the scientific journal PNAS Nexus: "Choosing explanation over performance: Insights from machine learning-based prediction of human intelligence from brain connectivity."

Predicting Intelligence from Brain Connections

The researchers used data sets from a large-scale data sharing project based in the US: the Human Connectome Project. With the help of fMRI -- an imaging method that measures changes in brain activity -- over 800 people were examined. Both at rest and while they performed various tasks.

The Wurzburg-led team looked at various connections that map the communication strength between different brain regions and made predictions about individual intelligence scores based on these observations.

"Many studies predicting intelligence from brain connections have been published in the last years and they also achieve quite good predictive performance," says Kirsten Hilger. However, the neuroscientists question their deeper meaning, as the predictions would never be as accurate as the results of an intelligence test. "We therefore intended to move away from the pure prediction of intelligence scores and instead better understand the fundamental processes in the brain. We hope that this will give us a better understanding of the neural code of individual differences in intelligence."

Kirsten Hilger hopes that colleagues will follow her example and that more studies will be designed in the future aiming at improving the conceptual understanding of human cognition with a focus on interpretability.




Three Types of Intelligence

The team distinguished three types of intelligence in their predictions: Fluid intelligence refers to the ability to solve logical problems, recognize patterns and process new information, independent of existing knowledge or learned skills.

Crystallized intelligence encompasses the knowledge and skills that a person acquires over the course of their life. This includes general knowledge, experience and understanding of language and concepts. It arises through education and experience.

Together, these two forms make up general intelligence. The best predictive performance was achieved with general intelligence, followed by crystallized and fluid intelligence.

Brain-wide Connections Best Predict Intelligence

Various theoretical considerations determined which different connections in the brain were examined. In addition, randomly selected connections were also tested. One crucial observation: the distribution of connections across the entire brain as well as the pure number of connections were most important for predictive performance, more important than between which exact brain regions the individual connections were located.




"The interchangeability of the selected connections suggests that intelligence is a global property of the whole brain. We were able to predict intelligence not just from a specific set of brain connections, but from different combinations of connections distributed throughout the brain," says Hilger.

Results Outperform Established Theories

While established theories of intelligence often focus on specific areas of the brain -- such as the prefrontal cortex -- the results of the study suggest that connections between additional brain regions are important for intelligence: "The connections of brain regions proposed in the most popular neurocognitive models of intelligence produced better results than randomly selected connections. However, the results were even better when complementary connections were added," reports Kirsten Hilger.

Overall, this suggests that there are even more aspects of intelligence than previously assumed that are waiting to be understood in future.
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Persistent tobacco smoking from childhood may cause heart damage by the mid-twenties | ScienceDaily
The majority of children who started smoking tobacco at age 10 years or in their later teens continued to smoke until their mid-twenties. Continuous smoking from childhood significantly increased the risk of premature heart damage, a new study shows. The study was conducted in collaboration between the Universities of Bristol and Exeter in the UK, and the University of Eastern Finland, and the results were published in the Journal of the American College of Cardiology (JACC).


						
In the present study, 1,931 children drawn from the University of Bristol's Children of the 90s cohort were followed up from age 10 until 24 years. At baseline, 0.3% children smoked cigarettes at age 10 years, which significantly increased to 26% in young adults by their mid-twenties. Nearly two-thirds of children who started tobacco smoking in childhood or adolescence continued smoking in young adulthood.

Active smoking of tobacco from age 10 years through 24 years was associated with a 52% increased risk of premature heart damage, such as excessively enlarged heart, decreased relaxation of the heart, and increased pressure in blood flow to the heart by age 24 years. After accounting for other risk factors like increased blood pressure, obesity, inflammation, dyslipidemia, and sedentariness, the direct effect of tobacco smoking on increased heart size during growth from age 17 through 24 years was 30 %.

Previous studies among adults have shown that adolescent smoking increased the risk of cardiovascular death in the mid-fifties. However, no study in the world has previously examined the earliest manifestation of the consequence of long-term active tobacco smoking from childhood on the heart. This is because repeated echocardiography assessments of the heart in a large population of healthy youth are rare.

The current study is the largest and the longest follow-up of active tobacco smoking and repeated echocardiography study in the world. The participants filled out questionnaires on tobacco smoking at ages 10, 13, 15, 17, and 24 years and had echocardiography measurements of the heart structure and function at ages 17 and 24 years. Their fasting blood samples were also repeatedly measured for low-density lipoprotein cholesterol, high-density lipoprotein cholesterol, triglycerides, glucose, insulin, and high-sensitivity C-reactive protein. Blood pressure, heart rate, socio-economic status, family history of cardiovascular disease, accelerometer measure of sedentary behaviour and physical activity as well as dual-energy X-ray absorptiometry measured fat mass and lean mass were accounted for in the analyses.

"Adolescence is a critical period for initiating smoking. The recent upsurge in vaping among teenagers is a serious health concern as well. We now know that vaping and e-cigarette products contain substances that can damage the lungs, in addition to the abnormal heart rhythm that nicotine causes to the heart. This current study could be extrapolated to vaping and e-cigarette users who might unknowingly be at risk of significant and irreversible heart damage. Studies in adults have reported that the risk of heart failure continued for 30 years after tobacco smoking has been stopped," says Andrew Agbaje, an award-winning physician and associate professor (docent) of Clinical Epidemiology and Child Health at the University of Eastern Finland.

"This study shows that teen smoking doesn't just increase the risk of heart disease later in life -- it causes early and lasting damage to heart muscle and function," said Emily Bucholz MD, PhD, MPH, Assistant Professor of Pediatrics at the University of Colorado School of Medicine and Associate Editor of JACC. "It's a wake-up call for prevention efforts to protect young hearts early."

"Parents and caregivers must lead by example and government agencies should be bold to address the preventable heart disease risk by creating a smoke and nicotine-free country. Raising tobacco taxes is insufficient because the cost of health care due to smoking-related diseases twice exceeds tobacco tax profits. Why should we pay for what is killing us softly? Let us say NO to tobacco and its fancy products in order to save the lives and future health of our children and adolescents," Agbaje concludes.

Agbaje's research group (urFIT-child) is supported by research grants from Jenny and Antti Wihuri Foundation, the Finnish Cultural Foundation Central Fund, the Finnish Cultural Foundation North Savo Regional Fund, the Orion Research Foundation, the Aarne Koskelo Foundation, the Antti and Tyyne Soininen Foundation, the Paulo Foundation, the Yrjo Jahnsson Foundation, the Paavo Nurmi Foundation, the Finnish Foundation for Cardiovascular Research, Ida Montin Foundation, Eino Rasanen Fund, Matti and Vappu Maukonen Fund, Foundation for Pediatric Research, Alfred Kordelin Foundation and Novo Nordisk Foundation.
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The maternal microbiome during pregnancy impacts offspring's stem cells in mice | ScienceDaily
Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report December 11 in the Cell Press journal Cell Stem Cell. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.


						
Exposing offspring to the microbe after birth did not result in the same stem cell activation. The team showed that the microbeimpacted stem cell growth by altering the abundance of other gut microbes and increasing the microbial production of metabolites that cross the placenta and induce stem cell growth and proliferation.

"This is a major advancement in developing microbiota-based intervention strategies to improve child health," says senior author Parag Kundu of the Institut Pasteur of Shanghai.

Researchers treated the pregnant mice with Akkermansia muciniphila, a common gut microbe whose low abundance is associated with obesity, diabetes, and liver steatosis.

Previous studies have shown that the maternal microbiome is associated with offspring immunity, metabolism, and neurological development, but how gut microbes impact these processes is unclear. Since stem cells are responsible for controlling growth, development, and organ maturation during early life, Kundu's team decided to investigate whether there is crosstalk between gut microbes and fetal stem cells during pregnancy.

To do this, they treated pregnant mice with Akkermansia muciniphila and found that prenatal exposure had big impacts on the offspring's stem cells. The offspring of Akkermansia-exposed mothers had more stem cells in their brains and intestines, and these stem cells were also more active compared to the stem cells of mice that were not exposed to Akkermansia in utero.

These changes to stem cell development had long-term impacts on the mice's behavior and health. In behavioral tests, the offspring of Akkermansia-exposed mothers were less anxious and more exploratory. They also rebounded faster from chemically induced intestinal inflammation due to faster regeneration and turnover of intestinal epithelial cells.




Treating newborn mice with Akkermansia did not have the same impact on stem cell development as prenatal exposure.

"When we exposed the offspring postnatally to Akkermansia, we saw some differences in differentiation, but we didn't see the entire phenomena what we observed when mothers were exposed to Akkermansia during pregnancy," says Kundu. "That's why we think that this pregnancy period is critical, and microbiome alterations during this period can really do miracles."

The effect appears to be Akkermansia specific, since treating pregnant mice with a different gut microbe, Bacteroidetes thetaiotaomicron, did not impact offspring stem cell development. However, Akkermansia was only able to exert its effects in the presence of an otherwise complex gut microbiome.

The team showed that Akkermansia altered the abundance of other species of gut microbe and promoted other gut microbes to become more metabolically active to produce larger quantities of metabolites like short-chain fatty acids and amino acids. Unlike gut microbes, these metabolites can cross the placenta, and they're known to stimulate cell growth and proliferation via a protein called mTOR. When the researchers treated pregnant mice with both Akkermansia and rapamycin, a chemical that inhibits mTOR, they no longer saw any impacts on the offspring's stem cells.

Looking ahead, the researchers plan to further study how microbiome metabolites influence stem cells. To test whether this phenomenon also occurs in humans, they're planning to create "humanized mice" by transplanting human microbiota into mice and to examine human cohorts who consume probiotics during pregnancy.

"Promoting child health is a major challenge worldwide, and extrapolating these findings to humans is crucial," says Kundu.
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New insights about how 'bad' cholesterol works in the body | ScienceDaily
National Institute of Health (NIH)scientists have made a significant breakthrough in understanding how "bad" cholesterol, known as low-density lipoprotein-cholesterol or LDL-C, builds up in the body. The researchers were able to show for the first time how the main structural protein of LDL binds to its receptor -- a process that starts the clearing of LDL from the blood -- and what happens when that process gets impaired.


						
The findings, published in Nature, further the understanding of how LDL contributes to heart disease, the world's leading cause of death, and could open the door to personalizing LDL-lowering treatments like statins to make them even more effective.

"LDL is one of the main drivers of cardiovascular disease which kills one person every 33 seconds, so if you want to understand your enemy, you want to know what it looks like," said Alan Remaley, M.D., Ph.D., co-senior author on the study who runs the Lipoprotein Metabolism Laboratory at NIH's National Heart, Lung, and Blood Institute.

Until now scientists have been unable to visualize the structure of LDL, specifically what happens when it links up with its receptor, a protein known as LDLR. Typically, when LDL binds to LDLR, the process of clearing LDL from the blood begins. But genetic mutations can prevent that work, causing LDL to build up in the blood and get deposited into the arteries as plaque, which can lead to atherosclerosis, a precursor for heart disease.

In the new study, the researchers were able to use high-end technology to get a view of what's happening at a critical stage of that process and see LDL in a new light.

"LDL is enormous and varies in size, making it very complex," explained Joseph Marcotrigiano, Ph.D., chief of the Structural Virology Section in the Laboratory of Infectious Diseases at NIH's National Institute of Allergy and Infectious Diseases and co-senior author on the study. "No one's ever gotten to the resolution we have. We could see so much detail and start to tease apart how it works in the body."

Using advanced imaging technique called cryo-electron microscopy, the researchers were able to see the entirety of the structural protein of LDL when it bound to LDLR. Then, with artificial intelligence-driven protein prediction software, they were able to model the structure and locate the known genetic mutations that result in increased LDL. The developers of the software, who were not involved in the study, were recently awarded the 2024 Nobel Prize in Chemistry.

The researchers found that many of the mutations that mapped to the location where LDL and LDLR connected, were associated with an inherited condition called familial hypercholesterolemia (FH). FH is marked by defects in how the body uptakes LDL into its cells, and people with it have extremely high levels of LDL and can have heart attacks at a very young age. They found that FH-associated variants tended to cluster in particular regions on LDL.

The study findings could open new avenues to develop targeted therapies aimed at correcting these kinds of dysfunctional interactions caused by mutations. But, as importantly, the researchers said, they could also help people who do not have genetic mutations, but who have high cholesterol and are on statins, which lower LDL by increasing LDLR in cells. By knowing precisely where and how LDLR binds to LDL, the researchers say they may now be able to target those connection points to design new drugs for lowering LDL from the blood.
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The distinct nerve wiring of human memory | ScienceDaily
The black box of the human brain is starting to open. Although animal models are instrumental in shaping our understanding of the mammalian brain, scarce human data is uncovering important specificities. In a paper published in Cell, a team led by the Jonas group at the Institute of Science and Technology Austria (ISTA) and neurosurgeons from the Medical University of Vienna shed light on the human hippocampal CA3 region, central for memory storage.


						
Many of us have relished those stolen moments with a grandparent by the fireplace, our hearts racing to the intrigues of their stories from good old times, recounted with vivid imagery and a pinch of fantasy. Our human brain has a remarkable capacity for storing and recollecting memories over a lifetime. A physical space, a smell, or a familiar situation can alone bring back a memory, and our brain uses these associations to complete the pattern. Although the human brain is optimized for this purpose, we are only starting to understand how it integrates information about our surroundings. This pattern-completion process is a remarkable computational property of our brain called associative memory.

The bulk of our neuroscience knowledge about the brain stems from well-studied animal models, like rodents, which are indispensable for science. But is the human brain simply a scaled-up version of the mouse brain, or does it have distinct features that make it human? Now, researchers at the Institute of Science and Technology Austria (ISTA) and neurosurgeons at the Medical University of Vienna shed light on how the human brain forms and retrieves associative memories. Magdalena Walz Professor for Life Sciences at ISTA Peter Jonas and ISTA postdoc Jake Watson, who initiated the collaboration with Professor Karl Rossler from the Department of Neurosurgery of the Medical University of Vienna, examined samples from epilepsy patients who underwent neurosurgery to gain insights directly from intact, living human tissue.

Humans do not have a 'big mouse brain'

The brain's center for learning and associative memory is the hippocampus. Within it, a region called CA3 is responsible for storing and processing information and completing patterns. Because healthy human material is scarce, most studies have so far focused on animal models. Jonas and Watson overcame this problem by teaming up with Rossler, a neurosurgeon specializing in treatment-resistant forms of epilepsy. "While patients undergoing neurosurgery have a wide variety of clinical presentations, Prof. Rossler identified a subpopulation of epilepsy patients who presented an intact hippocampus," says Jonas. The scientists could not possibly miss this opportunity. "In this form of epilepsy, a unilateral resection of the hippocampus is necessary to ensure the patients have a chance to recover and lead an epilepsy-free life," explains Jonas. Thus, the team could obtain intact hippocampal tissue from 17 epilepsy patients with informed consent. The researchers combined cutting-edge experimental techniques -- multicellular patch-clamp recording to measure dynamic functional properties of neurons and super-resolution microscopy -- with modeling and made eye-opening findings. Far from being a scaled-up version of the well-studied mouse hippocampus, the neural connectivity in the human CA3 region was sparser, and its synapses -- the connections that allow signals to be passed between the neurons -- appeared more reliable and precise. Thus, the team uncovered distinct properties of the human brain's wiring.

"It felt like we didn't know a thing"

Despite the important differences in the cellular structure and synaptic connectivity of the human hippocampus compared to that of mice and rats, data from animal models remains very important. It serves as a reference and helps scientists develop the technology for studying human tissue. "Coming from a background working with rodents, it can feel like everything about the hippocampus is already known," says Watson. "As soon as I started examining the first patient samples, I realized how much we didn't know about the human hippocampus. Although this is the best-studied brain region in rodents, it felt like we didn't know a thing about human physiology, cellular organization, or connectivity." Thus, based on their experience working with rodent hippocampal tissue, Watson and Jonas needed to find new ways to re-examine this part of the brain in humans.




Modeling the human brain's computational power

With their experimental data, the team sought to build a model of the computational power of the CA3 network in the human hippocampus. They realized the human-specific circuitry and synaptic connectivity allowed them to measure the extent to which memories were stored and retrieved reliably. "We could test how many patterns fit in this model. This helped us demonstrate that the human-specific sparse synaptic connectivity and enhanced synaptic reliability increased storage capacity," says Jonas. In other words, they uncovered how the human CA3 network codes information efficiently to maximize associations and memory storage.

The best day in a physiologist's career

The present study helps change how scientists and healthcare professionals perceive the human brain. "Our work highlights the need to rethink our understanding of the brain from a human perspective. Future research on brain circuitry, even if using rodent model organisms, must be conducted with the human brain in mind," says Jonas. According to the scientists, this work is the fruit of a synergy between the right neurosurgeon and the right physiologists. "Prof. Rossler is very keen on promoting basic research and has developed sophisticated techniques to extract patient tissue in the best possible condition for laboratory examination," emphasizes Watson. This collaboration has given the ISTA researchers access to a scarce resource in science: intact, living human brain tissue. Since tissue availability depended on the surgeries, the scientists only received new biological material sporadically every few months. This has impacted their lab's logistics: they often needed to interrupt all projects using non-human material on short notice and clear the space to receive and examine the fresh human samples. "It felt surreal thinking that the epilepsy patient who underwent neurosurgery the same morning was recovering in hospital while we were examining an intact and living slice of tissue from their brain," says Watson. "Looking back, the best day in my career as a physiologist was when the first human tissues arrived in our lab."

Information on human patient tissue samples

Human tissue samples were obtained with informed patient consent from 17 individuals with temporal lobe epilepsy. This work was approved by the Ethics Committee of the Medical University Vienna (MUW) (EK Nr: 2271/2021). Further information can be found in the paper's experimental model and study participant details section.




Information on human postmortem tissue samples

Three blocks (each approximately 1 cm3) of postmortem tissue were acquired from the Normal Ageing Brain Collection Amsterdam (NABCA) biobank (Project agreement METC: 2023.0733; ISTA Ethics committee application: 2023-03). Further information can be found in the paper's experimental model and study participant details section.

Information on animal studies

To better understand fundamental processes, for example, in the fields of neuroscience, immunology, or genetics, the use of animals in research is indispensable. No other methods, such as in silico models, can serve as an alternative. The animals are raised, kept, and treated according to strict regulations. The research with animals was conducted at ISTA.
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Personalized blood count could lead to early intervention for common diseases | ScienceDaily
A complete blood count (CBC) screening is a routine exam requested by most physicians for healthy adults. This clinical test is a valuable tool for assessing a patient's overall health from one blood sample. Currently, the results of CBC tests are analyzed using a one-size-fits-all reference interval, but a new study led by researchers from Mass General Brigham suggests that this approach can lead to overlooked deviations in health. In a retrospective analysis, researchers show that these reference intervals, or setpoints, are unique to each patient. The study revealed that one healthy patient's CBC setpoints can be distinguishable from 98 percent of other healthy adults. Results are published in Nature.


						
"Complete blood counts are common tests, and our study suggests CBCs vary a lot from person to person even when completely healthy, and a more personalized and precision medicine approach could give more insight into a person's health or disease," said senior author John Higgins, MD, of the Center for Systems Biology and Department of Pathology at Massachusetts General Hospital (MGH), a founding member of Mass General Brigham. "The long-term stability and patient-specificity of setpoints may provide new opportunities for the personalized management of healthy adults envisioned by precision medicine."

CBC indices are known to shift due to genetics, disease history, and age. But the new study suggests that individual patients have a "setpoint" -- a stable value around which measures fluctuate. By considering CBC setpoints tailored to an individual, clinicians may be able to diagnose diseases in their early stages in adults that appear otherwise healthy, including disorders such as diabetes, heart disease, and kidney failure, all of which can benefit from early intervention.

The study, with first author Brody H. Foy, a research fellow at the MGH who is now a faculty member in the Department of Laboratory Medicine & Pathology at the University of Washington, found that for multiple diseases, setpoints produce a two- to four-fold relative risk stratification which is comparable to that provided by common disease screening factors.

The researchers note that these setpoints create new opportunities to investigate the mechanisms of varying CBC thresholds and that the information from CBC setpoints could be used to create more specific treatment plans, including determining if additional screening is needed for an accurate diagnosis.
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Scientists transform ubiquitous skin bacterium into a topical vaccine | ScienceDaily
Imagine a world in which a vaccine is a cream you rub onto your skin instead of a needle a health care worker pushes into your one of your muscles. Even better, it's entirely pain-free and not followed by fever, swelling, redness or a sore arm. No standing in a long line to get it. Plus, it's cheap.


						
Thanks to Stanford University researchers' domestication of a bacterial species that hangs out on the skin of close to everyone on Earth, that vision could become a reality.

"We all hate needles -- everybody does," said Michael Fischbach, PhD, the Liu (Liao) Family Professor and a professor of bioengineering. "I haven't found a single person who doesn't like the idea that it's possible to replace a shot with a cream."

The skin is a terrible place to live, according to Fischbach. "It's incredibly dry, way too salty for most single-celled creatures and there's not much to eat. I can't imagine anything would want to live there."

But a few hardy microbes call it home. Among them is Staphylococcus epidermidis, a generally harmless skin-colonizing bacterial species.

"These bugs reside on every hair follicle of virtually every person on the planet," Fischbach said.

Immunologists have perhaps neglected our skin-colonizing bacteria, Fischbach said, because they don't seem to contribute much to our well-being. "We've just assumed there's not much going on there."

That turns out to be wrong. In recent years, Fischbach and his colleagues have discovered that the immune system mounts a much more aggressive response against S. epidermidis than anyone expected.




In a study to be published Dec. 11 in Nature, Fischbach and his colleagues zeroed in on a key aspect of the immune response -- the production of antibodies. These specialized proteins can stick to specific biochemical features of invading microbes, often preventing them from getting inside of cells or traveling unmolested through the bloodstream to places they should not go. Individual antibodies are extremely picky about what they stick to. Each antibody molecule typically targets a particular biochemical feature belonging to a single microbial species or strain.

Fischbach and postdoctoral scholar Djenet Bousbaine, PhD, respectively the study's senior and lead author, and their colleagues wanted to know: Would the immune system of a mouse, whose skin isn't normally colonized by S. epidermidis, mount an antibody response to that microorganism if it were to turn up there?

(Antibody) levels without a cause?

The initial experiments, performed by Bousbaine, were simple: Dip a cotton swab into a vial containing S. epidermidis. Rub the swab gently on the head of a normal mouse -- no need to shave, rinse or wash its fur -- and put the mouse back in its cage. Draw blood at defined time points over the next six weeks, asking: Has this mouse's immune system produced any antibodies that bind to S. epidermidis?

The mice's antibody response to S. epidermidis was "a shocker," Fischbach said. "Those antibodies' levels increased slowly, then some more -- and then even more." At six weeks, they'd reached a higher concentration than one would expect from a regular vaccination -- and they stayed at those levels.

"It's as if the mice had been vaccinated," Fischbach said. Their antibody response was just as strong and specific as if it had been reacting to a pathogen.




"The same thing appears to be occurring naturally in humans," Fischbach said. "We got blood from human donors and found that their circulating levels of antibodies directed at S. epidermidis were as high as anything we get routinely vaccinated against."

That's puzzling, he said: "Our ferocious immune response to these commensal bacteria loitering on the far side of that all-important anti-microbial barrier we call our skin seems to have no purpose."

What's going on? It could boil down to a line scrawled by early-20th-century poet Robert Frost: "Good fences make good neighbors." Most people have thought that fence was the skin, Fischbach said. But it's far from perfect. Without help from the immune system, it would be breached very quickly.

"The best fence is those antibodies. They're the immune system's way of protecting us from the inevitable cuts, scrapes, nicks and scratches we accumulate in our daily existence," he said.

While the antibody response to an infectious pathogen begins only after the pathogen invades the body, the response to S. epidermidis happens preemptively, before there's any problem. That way, the immune system can respond if necessary -- say, when there's a skin break and the normally harmless bug climbs in and tries to thumb a ride through our bloodstream.

Engineering a living vaccine 

Step by step, Fischbach's team turned S. epidermidis into a living, plug-and-play vaccine that can be applied topically. They learned that the part of S. epidermidis most responsible for tripping off a powerful immune response is a protein called Aap. This great, treelike structure, five times the size of an average protein, protrudes from the bacterial cell wall. They think it might expose some of its outermost chunks to sentinel cells of the immune system that periodically crawl through the skin, sample hair follicles, snatch samples of whatever is flapping in Aap's "foliage," and spirit them back inside to show to other immune cells responsible for cooking up an appropriate antibody response aiming at that item.

(Fischbach is a co-author of a study led by Yasmine Belkaid, PhD, director of the Pasteur Institute and a co-author of the Fischbach team's study, which will appear in the same issue of Nature. This companion study identifies the sentinel immune cells, called Langerhans cells, that alert the rest of the immune system to the presence of S. epidermidis on the skin.)

Aap induces a jump in not only blood-borne antibodies known to immunologists as IgG, but also other antibodies, called IgA, that home in on the mucosal linings of our nostrils and lungs.

"We're eliciting IgA in mice's nostrils," Fischbach said. "Respiratory pathogens responsible for the common cold, flu and COVID-19 tend to get inside our bodies through our nostrils. Normal vaccines can't prevent this. They go to work only once the pathogen gets into the blood. It would be much better to stop it from getting in in the first place."

Having identified Aap as the antibodies' main target, the scientists looked for a way to put it to work.

"Djenet did some clever engineering," Fischbach said. "She substituted the gene encoding a piece of tetanus toxin for the gene fragment encoding a component that normally gets displayed in this giant treelike protein's foliage. Now it's this fragment -- a harmless chunk of a highly toxic bacterial protein -- that's waving in the breeze." Would the mice's immune systems "see" it and develop a specific antibody response to it?

The investigators repeated the dip-then-swab experiment, this time using either unaltered S. epidermidis or bioengineered S. epidermidis encoding the tetanus toxin fragment. They administered several applications over six weeks. The mice swabbed with bioengineered S. epidermidis, but not the others, developed extremely high levels of antibodies targeting tetanus toxin. When the researchers then injected the mice with lethal doses of tetanus toxin, mice given natural S. epidermidis all succumbed; the mice that received the modified version remained symptom-free.

A similar experiment, in which the researchers snapped in the gene for diphtheria toxin instead of the one for tetanus toxin into the Aap "cassette player," likewise induced massive antibody concentrations targeting the diphtheria toxin.

The scientists eventually found they could still get life-saving antibody responses in mice after only two or three applications.

They also showed, by colonizing very young mice with S. epidermidis, that the bacteria's prior presence on these mice's skin (as is typical in humans but not mice) didn't interfere with the experimental treatment's ability to spur a potent antibody response. This implies, Fischbach said, that our species' virtually 100% skin colonization by S. epidermidis should pose no problem to the construct's use in people.

Look, ma, no limits

In a change of tactics, the researchers generated the tetanus-toxin fragment in a bioreactor, then chemically stapled it to Aap so it dotted S. epidermidis's surface. To Fischbach's surprise, this turned out to generate a surprisingly powerful antibody response. Fischbach had initially reasoned that the surface-stapled toxin's abundance would get ever more diluted with each bacterial division, gradually muting the immune response. Just the opposite occurred. Topical application of this bug generated enough antibodies to protect mice from six times the lethal dose of tetanus toxin.

"We know it works in mice," Fischbach said. "Next, we need to show it works in monkeys. That's what we're going to do." If things go well, he expects to see this vaccination approach enter clinical trials within two or three years.

"We think this will work for viruses, bacteria, fungi and one-celled parasites," he said. "Most vaccines have ingredients that stimulate an inflammatory response and make you feel a little sick. These bugs don't do that. We expect that you wouldn't experience any inflammation at all."

Researchers from the University of California, Davis; the National Human Genome Research Institute; the National Institute of Allergy and infectious Diseases; and the National Institute of Arthritis and Musculoskeletal and Skin Diseases contributed to the work.

The study was funded by the National Institutes of Health (grants 5R01AI175642-02, 1K99AI180358-01A1, P51OD0111071 and F32HL170591-01), the Leona M. and Harry B. Helmsley Charitable Trust, the Chan Zuckerberg Biohub, the Bill and Melinda Gates Foundation, Open Philanthropy, and the Stanford Microbiome Therapies Initiative.
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Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV | ScienceDaily
Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels. The research led by a team from Mass General Brigham is published in JAMA Cardiology.


						
"Individuals with HIV tend to have an excess of noncalcified plaques that are vulnerable to rupture at a younger age, putting them at high risk for strokes, heart attacks, and sudden cardiac death," said senior author Steven Grinspoon, MD, chief of the Metabolism Unit at Massachusetts General Hospital, a founding member of the Mass General Brigham healthcare system. "Understanding how statins benefit this population could lead to additional and more targeted therapies to protect their cardiovascular health."

The work is a secondary analysis of the phase 3 Randomized Trial to Prevent Vascular Events in HIV (REPRIEVE), which demonstrated that the cholesterol-lowering medication pitavastatin reduced the risk of adverse cardiovascular events by 36% over a median follow-up of 5.6 years in people with HIV. The effect was greater than what would be expected from cholesterol lowering alone.

In this latest research, Grinspoon and his colleagues measured the levels of 255 different proteins circulating in the blood of 558 REPRIEVE participants. Analyses revealed that pitavastatin treatment increases the levels of an enzyme called procollagen C-endopeptidases enhancer 1 (PCOLCE) that is involved in the production of collagen that may help to stabilize vulnerable plaques during atherosclerosis buildup. Additional experiments showed that an abundance of PCOLCE was associated with reduced noncalcified plaques and, simultaneously, with more fibrous stabilized plaques. These effects, occurring with simultaneous reduction in lipid content of blood vessel plaques, may help to keep the plaques from rupturing.

"By showing that statins raise PCOLCE, which is associated with favorable changes in plaques, our findings expand our knowledge about how the benefits of statins go beyond cholesterol lowering," said Grinspoon. "Although additional research is needed, these findings are potentially generalizable to individuals without HIV."
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Soda taxes don't just affect sales: They help change people's minds | ScienceDaily
It wasn't that long ago when cigarettes and soda were go-to convenience store vices, glamorized in movies and marketed toward, well, everyone.


						
Then, lawmakers and voters raised taxes on cigarettes, and millions of dollars went into public education campaigns about smoking's harms. Decades of news coverage chronicled how addictive and dangerous cigarettes were and the enormous steps companies took to hide the risks and hook more users. The result: a radical shift in social norms that made it less acceptable to smoke and pushed cigarette use to historic lows, especially among minors.

New UC Berkeley research suggests sugar-sweetened beverages may be on a similar path.

The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks, said Kristine A. Madsen, a professor at UC Berkeley's School of Public Health and senior author of a paper published Nov. 25 in the journal BMC Public Health.

Over the span of just a few years, taxes coupled with significant media attention significantly affected the public's overall perceptions of sugar-sweetened beverages, which include sodas, some juices and sports drinks. Such a shift in the informal rules surrounding how people think and act could have major implications for public health efforts more broadly, Madsen said.

"Social norms are really powerful. The significant shift we saw in how people are thinking about sugary drinks demonstrates what else we could do," Madsen said. "We could reimagine a healthier food system. It starts with people thinking, 'Why drink so much soda?' But what if we also said, 'Why isn't most of the food in our grocery stores food that makes us healthy?'"

Madsen and colleagues from UC San Francisco and UC Davis analyzed surveys from 9,128 people living in lower-income neighborhoods in Berkeley, Oakland, San Francisco and Richmond. Using data from 2016 to 2019 and 2021, they studied year-to-year trends in people's perception of sugar-sweetened beverages.




They wanted to understand how the four taxes in the Bay Area might have affected social norms surrounding sugary beverages -- the unwritten and often unspoken rules that influence the food and drinks we buy, the clothes we wear and our habits at the dinner table. Although social norms aren't visible, they are incredibly powerful forces on our actions and behaviors; just ask anyone who has bought something after an influencer promoted it on TikTok or Instagram.

Researchers asked questions about how often people thought their neighbors drank sodas, sports drinks and fruity beverages. Participants also rated how healthy several drinks were, which conveyed their own attitudes about the beverages.

The researchers found a 28% decline in the social acceptability of drinking sugar-sweetened beverages.

In Oakland, positive perceptions of peers' consumption of sports drinks declined after the tax increase, relative to other cities. Similarly, in San Francisco, attitudes about the healthfulness of sugar-sweetened fruit drinks also declined.

In other words, people believed their neighbors weren't drinking as many sugar-sweetened beverages, which affected their own interest in consuming soda, juices and sports drinks.

"What it means when social norms change is that people say, 'Gosh, I guess we don't drink soda. That's just not what we do. Not as much. Not all the time,'" Madsen said. "And that's an amazing shift in mindsets."

The research is the latest from UC Berkeley that examines how consumption patterns have changed in the decade since Berkeley implemented the nation's first soda tax. A 2016 study found a decrease in soda consumption and an increase in people turning to water. Research in 2019 documented a sharp decline in people turning to sugar-sweetened drinks. And earlier this year, Berkeley researchers documented that sugar-sweetened beverage purchases declined dramatically and steadily across five major American cities after taxes were put in place.




The penny-per-ounce tax on beverages, which is levied on distributors of sugary drinks -- who ultimately pass that cost of doing business on to consumers -- is an important means of communicating about health with the public, Madsen said. Researchers tallied more than 700 media stories about the taxes on sugar-sweetened beverages during the study period. That level of messaging was likely a major force in driving public awareness and norms.

It's also something Madsen said future public health interventions must consider. It was part of the progress made in cutting cigarette smoking and seems to be working with sugary drinks. And it's those interventions that can lead to individual action.

"If we change our behaviors, the environment follows," Madsen said. "While policy really matters and is incredibly important, we as individuals have to advocate for a healthier food system."
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Enabling AI to explain its predictions in plain language | ScienceDaily
Machine-learning models can make mistakes and be difficult to use, so scientists have developed explanation methods to help users understand when and how they should trust a model's predictions.


						
These explanations are often complex, however, perhaps containing information about hundreds of model features. And they are sometimes presented as multifaceted visualizations that can be difficult for users who lack machine-learning expertise to fully comprehend.

To help people make sense of AI explanations, MIT researchers used large language models (LLMs) to transform plot-based explanations into plain language.

They developed a two-part system that converts a machine-learning explanation into a paragraph of human-readable text and then automatically evaluates the quality of the narrative, so an end-user knows whether to trust it.

By prompting the system with a few example explanations, the researchers can customize its narrative descriptions to meet the preferences of users or the requirements of specific applications.

In the long run, the researchers hope to build upon this technique by enabling users to ask a model follow-up questions about how it came up with predictions in real-world settings.

"Our goal with this research was to take the first step toward allowing users to have full-blown conversations with machine-learning models about the reasons they made certain predictions, so they can make better decisions about whether to listen to the model," says Alexandra Zytek, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on this technique.




She is joined on the paper by Sara Pido, an MIT postdoc; Sarah Alnegheimish, an EECS graduate student; Laure Berti-Equille, a research director at the French National Research Institute for Sustainable Development; and senior author Kalyan Veeramachaneni, a principal research scientist in the Laboratory for Information and Decision Systems. The research will be presented at the IEEE Big Data Conference.

Elucidating explanations

The researchers focused on a popular type of machine-learning explanation called SHAP. In a SHAP explanation, a value is assigned to every feature the model uses to make a prediction. For instance, if a model predicts house prices, one feature might be the location of the house. Location would be assigned a positive or negative value that represents how much that feature modified the model's overall prediction.

Often, SHAP explanations are presented as bar plots that show which features are most or least important. But for a model with more than 100 features, that bar plot quickly becomes unwieldy.

"As researchers, we have to make a lot of choices about what we are going to present visually. If we choose to show only the top 10, people might wonder what happened to another feature that isn't in the plot. Using natural language unburdens us from having to make those choices," Veeramachaneni says.

However, rather than utilizing a large language model to generate an explanation in natural language, the researchers use the LLM to transform an existing SHAP explanation into a readable narrative.




By only having the LLM handle the natural language part of the process, it limits the opportunity to introduce inaccuracies into the explanation, Zytek explains.

Their system, called EXPLINGO, is divided into two pieces that work together.

The first component, called NARRATOR, uses an LLM to create narrative descriptions of SHAP explanations that meet user preferences. By initially feeding NARRATOR three to five written examples of narrative explanations, the LLM will mimic that style when generating text.

"Rather than having the user try to define what type of explanation they are looking for, it is easier to just have them write what they want to see," says Zytek.

This allows NARRATOR to be easily customized for new use cases by showing it a different set of manually written examples.

After NARRATOR creates a plain-language explanation, the second component, GRADER, uses an LLM to rate the narrative on four metrics: conciseness, accuracy, completeness, and fluency. GRADER automatically prompts the LLM with the text from NARRATOR and the SHAP explanation it describes.

"We find that, even when an LLM makes a mistake doing a task, it often won't make a mistake when checking or validating that task," she says.

Users can also customize GRADER to give different weights to each metric.

"You could imagine, in a high-stakes case, weighting accuracy and completeness much higher than fluency, for example," she adds.

Analyzing narratives

For Zytek and her colleagues, one of the biggest challenges was adjusting the LLM so it generated natural-sounding narratives. The more guidelines they added to control style, the more likely the LLM would introduce errors into the explanation.

"A lot of prompt tuning went into finding and fixing each mistake one at a time," she says.

To test their system, the researchers took nine machine-learning datasets with explanations and had different users write narratives for each dataset. This allowed them to evaluate the ability of NARRATOR to mimic unique styles. They used GRADER to score each narrative explanation on all four metrics.

In the end, the researchers found that their system could generate high-quality narrative explanations and effectively mimic different writing styles.

Their results show that providing a few manually written example explanations greatly improves the narrative style. However, those examples must be written carefully -- including comparative words, like "larger," can cause GRADER to mark accurate explanations as incorrect.

Building on these results, the researchers want to explore techniques that could help their system better handle comparative words. They also want to expand EXPLINGO by adding rationalization to the explanations.

In the long run, they hope to use this work as a stepping stone toward an interactive system where the user can ask a model follow-up questions about an explanation.

"That would help with decision-making in a lot of ways. If people disagree with a model's prediction, we want them to be able to quickly figure out if their intuition is correct, or if the model's intuition is correct, and where that difference is coming from," Zytek says.
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Research shows new treatment could delay cancer progression in patients with high-risk smoldering multiple myeloma | ScienceDaily
A new treatment is showing promise for people with high-risk smoldering multiple myeloma (SMM). This precancerous condition can progress to active multiple myeloma, a type of blood cancer. High-risk SMM carries a higher likelihood of progression.


						
Results from a phase 3 clinical trial, published in the New England Journal of Medicine and presented at this week's American Society of Hematology meeting, demonstrated that daratumumab, a monoclonal antibody that targets CD38, a protein found on the surface of myeloma cells, significantly reduces the risk of progression to active multiple myeloma and improves overall survival compared to active monitoring.

Smoldering multiple myeloma is a condition in which abnormal plasma cells accumulate in the bone marrow but do not display symptoms of active multiple myeloma. High-risk SMM, however, carries a significant risk of progressing to active disease. Until now, there has been no approved treatment for this high-risk group.

The multicenter, international AQUILA study randomly assigned 390 patients with high-risk SMM to receive either daratumumab or active monitoring. After a median follow-up of 65.2 months, the study demonstrated a 51% reduction in the risk of disease progression or death for those receiving daratumumab. At five years, 63.1% of patients in the daratumumab group remained progression-free, compared to 40.8% in the active monitoring group. Survival at five years was also significantly higher in the daratumumab group (93% vs. 86.9%).

"These results are a major advancement in the treatment of high-risk smoldering multiple myeloma," says S. Vincent Rajkumar, M.D., hematologist, Mayo Clinic Comprehensive Cancer Center and lead investigator of the trial. "For the first time, we have a treatment option that can significantly delay or prevent the progression to active disease, improving the lives of patients and offering them a chance at a longer, healthier future."

While hypertension was the most common side effect, occurring in a small percentage of patients in both groups, no new safety concerns were identified with daratumumab.

"This study provides strong evidence for the use of daratumumab as a treatment for high-risk smoldering multiple myeloma," says Dr. Rajkumar, the Edward W. and Betty Knight Scripps Professor of Medicine in honor of Edward C. Rosenow III, M.D.

Patients should discuss this new treatment option with their healthcare team to determine if it is appropriate for their individual circumstances.
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Mothers' language choices have double the impact in bilingual families | ScienceDaily
New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice.


						
Parents hoping to raise bilingual children have long been given the advice to follow a strict one-parent-one-language approach. However, a recent Concordia University study reveals that bilingual Montreal families are charting their own path -- with mothers having an extensive impact on children's language exposure.

The study found that instead of following the one-parent-one-language approach, in Montreal families it is more common for both parents to speak both languages to their children.

"This made sense to us, because there are a lot of adults in Montreal who are actively bilingual," says Andrea Sander-Montant, a PhD student at the Concordia Infant Research Lab and the study's lead author.

"It's also telling us that families are using approaches that they feel comfortable with, despite traditional advice given to parents about raising bilingual children."

The researchers analyzed questionnaires filled out by hundreds of families that had participated in the lab's studies between 2013 and 2020. They identified four main strategies: one-parent-one-language, both-parents-bilingual, one-parent-bilingual (where one parent used both languages and the other used one) and one-language-at-home (where one language is used at home and another one is used outside the home, such as at daycare).

"We found that none of these strategies told us much about what the children actually heard at home. There was very little association between the strategies used and how much they were hearing of either language," explains Krista Byers-Heinlein, a professor in the Department of Psychology and the study's supervising author.




'A new way of talking about transmitting languages'

This means that there wasn't a single strategy that could be singled out as "best" to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, the researchers had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers.

"In the average family, if the mother is speaking only French, for example, the child will hear a lot of French. If the father is the only one speaking French, the child will hear a lot less," says Byers-Heinlein.

The outside influence of mothers was particularly clear in heritage-language families. Among a subgroup of 60 families within the nearly 300 studied who were using a community language (either English or French) and a heritage language at home, mothers were typically the ones transmitting the heritage language, even if both parents were heritage-language speakers.

"We think this may be the case because mothers still spend more time at home than fathers. There may also be cultural factors at play, where mothers feel it is their responsibility to transmit the language," adds Sander-Montant.

"This points to a new way of talking about transmitting languages," says Byers-Heinlein, the Concordia University Research Chair on Bilingualism and Open Science. "We estimate that young children need 20 to 30 waking hours weekly hearing each of the languages they are acquiring. Rather than stressing about using this or that strategy, families can make a calculation of who is spending time with the child and then work backwards to figure out how the child can receive enough experience in each language from fluent speakers."

The researchers believe these findings will have real-world impact for policymakers, health-care workers and professionals who closely work with and give advice to bilingual families. The research points out the need for flexible, family-centred recommendations to support bilingual development.
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Social factors affect pediatric cardiac arrest outcomes | ScienceDaily
The odds on whether a child survives a cardiac arrest may depend on where they live, according to a new study from the University of Missouri School of Medicine.


						
This study found that certain social factors that influence health are associated with lower odds of children receiving CPR, application of automated external defibrillators (AEDs) and surviving after experiencing a cardiac arrest. These factors include socioeconomic or poverty status, education level and minority racial makeup.

"This may be due in part to a lack of education on how to administer CPR and AED," said emergency pediatrics doctor and study author Dr. Mary Bernardin. "The areas with highest educational attainment had the highest odds of performing CPR and using AEDs."

While several studies show that social factors affect care for adults experiencing cardiac arrests, few focused on children and had small data groups. This study is the largest of its kind, having analyzed 21,137 data entries across 54 states and territories in the United States.

Bystanders performed CPR on children in about 62% of cases and used AEDs in about 23% of cases. Only 21% of children survived, and survival was lowest in communities with lower education levels, higher rates of poverty and high racial or ethnic minority prevalence.

The most common cause for a pediatric cardiac arrest involved an acute, traumatic event. When discussing factors that impact patient outcomes, Bernadin says it is imperative to address firearm injuries, which is the most common cause of death among children in the United States.

"Children of racial or ethnic minorities have suffered the majority of firearm injuries for decades," Bernardin said. "Implementing interventions or community prevention of gun violence could save the lives of children most at risk."

In addition, building educational programs may help those most at risk of seeing or experiencing a pediatric cardiac arrest. These programs would offer CPR and AED training as well as targeted interventions.

Dr. Mary Bernardin is an assistant professor of emergency medicine and pediatrics at the MU School of Medicine and a pediatric emergency medicine doctor at MU Health Care. She is the medical director of Emergency Medical Services for Children, the assistant medical director of Pediatric Emergency Medicine, and the director of Pediatric Emergency Medicine Education.
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Updated Hep B vaccine more effective for people with HIV | ScienceDaily
A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination, according to the results of an international study led by a Weill Cornell Medicine investigator.


						
The study, reported Dec. 1 in JAMA, showed that hepatitis B vaccine with a cytosine phosphoguanine adjuvant, known as HepB-CpG, (trade name Heplisav-B) induced protective levels of antibodies in up to 99.4% of the subjects who received it. Such protection was seen in only 80.6% of subjects who received hepatitis B vaccine with an aluminum hydroxide adjuvant, known as HepB-alum, (trade name Engerix-B).

"These results suggest a potential path forward for the large number of people living with HIV who can't get protection from older hepatitis B vaccines," said study corresponding author Dr. Kristen Marks, an associate professor of medicine at Weill Cornell Medicine and an infectious disease specialist at NewYork-Presbyterian/Weill Cornell Medical Center.

Hepatitis B virus is spread mostly by the transfer of body fluids during childbirth, sex, needle-sharing during drug use. It can establish a chronic, often symptomless, liver infection that can progress to liver cirrhosis and/or liver cancer. The World Health Organization estimated in 2022 that more than 250 million people globally were living with chronic hepatitis B infection, and that more than a million would die from it that year.

In the United States, the large population of people with hepatitis B includes an estimated 5 to 10 percent of people living with HIV. People with HIV often have impaired immunity that limits their ability to fight the hepatitis B virus or to mount a protective immune response following vaccination.

The NIH-sponsored BEe-HIVe (B-Enhancement of HBV Vaccination in Persons Living With HIV) trial is a phase 3 study with 561 participants at 40 sites across North and South America, Africa and Asia. The participants are people with HIV who reported prior vaccination against hepatitis B but lacked protective levels of antibodies. The Weill Cornell Medicine HIV Clinical Trials Unit, with sites in Chelsea and the Upper East Side, enrolled participants in New York City and contributed to the overall success of the study.

Each participant received either HepB-CpG or HepB-alum. Both types of vaccine use the same quantity of the same lab-made hepatitis B virus protein to induce anti-hepatitis-B responses; they differ primarily in their "adjuvants," which are compounds added to provide general stimulation to the immune system's ability to mount an antibody response.




The United States Food and Drug Administration (FDA) approved HepB-CpG for use in adults in 2017. The results suggest that clinicians will now prefer it over alum-adjuvant vaccines for boosting immunity against hepatitis B in adults with HIV who have little or no existing antibody protection.

Prior research has found that Heplisav-B induces high rates of protective antibody responses in patients with diabetes or end-stage kidney disease who tend to respond poorly to traditional hepatitis B vaccines. In an earlier part of the current study, Dr. Marks and colleagues also found that Heplisav-B induced protective antibody responses in 100% of people with HIV who had otherwise never been vaccinated against hepatitis B.

The new analysis included three arms: the HepB-CpG vaccine in three doses, the HepB-alum vaccine in three doses, and the HepB-CpG vaccine in its standard regimen of two doses. Both of the Hep-CpG arms were superior to HepB-alum, with 99.4% (three-doses) and 93.1% (two doses) of people in those groups showing protective levels of vaccine-induced antibodies, compared with 80.6% of those in the HepB-alum group. The trial did not uncover new safety issues.

Dr. Marks and her colleagues currently are conducting a follow-up analysis of the durability of the antibody responses.

This research was supported in part by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health, through grants UM1 AI068634, UM1 AI068636, and UM1AI106701.
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Resolving ambiguity: How the brain uses context in decision-making and learning | ScienceDaily
Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain, according to researchers at UC Santa Barbara, work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.


						
"I would argue that that's the foundation of cognition," said UCSB neuroscientist Ron Keiflin, whose lab investigates the neural circuits behind valuation and decision-making. "That's what makes us not behave like simple robots, always responding in the same manner to every stimulus. Our ability to understand that the meaning of certain stimuli is context-dependent is what gives us flexibility; it is what allows us to act in a situation-appropriate manner."

For instance, he said, your phone could be ringing, but whether you answer it will depend on a variety of factors, including where you are, what you're doing, what time it is, who may be calling and other details. It's a single stimulus, Keiflin said, "but depending on the background circumstances, it's going to be processed differently and you might decide to engage with it in a different manner."

The research, published in the journal Current Biology, is the first to causally test the relative contributions of the orbitofrontal cortex and hippocampus in this contextual disambiguation process.

Making meaning 

The orbitofrontal (OFC) occupies the front part of the brain right above the eyes. It's associated with reward valuation, planning, decision-making and learning. The dorsal hippocampus (DH) is located farther back, deeper into the brain, and it's associated with spatial navigation and episodic memory.

"Historically, research on the orbitofrontal cortex and the hippocampus has proceeded largely in parallel, but ultimately these different lines of research reached very similar conclusions for these two brain regions," Keiflin said.




"The idea is that these two brain regions encode a 'cognitive map' of the structure of the world," he said, noting that it doesn't have to be a purely spatial map. "It's a map of the causal structure of the environment; you can use this map to mentally simulate consequences of your actions and choose the best path forward.

This cognitive map is precisely what one needs to understand that the meaning of a cue depends on the context. But studies before this one hadn't explicitly tested the role of these regions in contextual disambiguation.

To understand how these two regions contributed to contextual disambiguation, the researchers devised an experiment in which rats were exposed to brief auditory cues, presented in either a bright or a dark context (the context was changed by turning a light bulb on or off). The auditory cues would sometimes lead to reward (a little bit of sugar water), but not always; other times the same cues would have no consequence, making them ambiguous predictors of rewards. Eventually the rats would learn that one auditory cue was rewarded only in the light-, but not the dark- context; while the opposite was true for the other auditory cue. In other words, they would learn that the meaning of the cues was context-dependent.

The researchers knew when the rat had learned to discriminate between the two situations when the rats approached and licked the sugar water cup in anticipation of the reward in one setting, or not, in the other setting.

To determine how the orbitofrontal cortex and hippocampus were involved in this contextual disambiguation process, the researcher used "chemogenetics" -- a tool that allowed them to temporarily inactivate either of these structures during the task.

They found that inactivation of the OFC had profound effects in the task. Without a functional OFC, rats were no longer able to use the context to inform their prediction and regulate their reward seeking behavior. Surprisingly, DH was largely dispensable in this task; rats were completely unfazed by the inactivation of their hippocampus and they continued to perform the task with high accuracy.




Does this mean that the DH is not involved in contextual disambiguation? Not exactly. A key moment in their lab was when the researchers realized that knowledge is not only important for the recall of past learning, but also essential for future learning.

"If I walked into an advanced math lecture, I would understand -- and learn -- very little," Keiflin said. "But someone more mathematically knowledgeable would be able to understand the material, which would greatly facilitate learning.

Applied to our task, we thought that prior knowledge of context-dependent relationships would facilitate learning of new context-dependent relationships," he continued. "And indeed, this is exactly what we observed."

It took more than four months of training for rats to learn the initial context-dependent pairs, he said; however, once equipped with a cognitive map of context-dependent relationships, rats could learn new context-dependent relationships in just a few days.

Using the same chemogenetic approach, researchers examined the role of the OFC and DH is this knowledge-accelerated form of learning. This time, they found that both the OFC and the DH were essential. Without these structures, rats could not use their prior knowledge to make inferences about new context-dependent relationships.

The conclusion is that the OFC and DH both contribute to contextual disambiguation, but in partially different ways: OFC is essential for using contextual knowledge to regulate behavior, DH on the other hand is more important for using contextual knowledge to facilitate new contextual learning.

The fact that prior knowledge influences learning is well established in psychology and well known by educators, however it is often ignored in neuroscience research, Keflin pointed out.

"A better neurobiological understanding of this rapid learning and inference of context-dependent relations is critical, as this form of learning is probably much more representative of the human learning experience."
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When does waiting stop being worth it? | ScienceDaily
You're standing at a bus stop, waiting for a ride that seems like it will never come. At first, you're hopeful that it will be here any second. But as the minutes laggardly drag on, doubt creeps in. Should you keep waiting, or is it smarter to start walking or call for a ride?


						
"It's a classic dilemma. "Do you persist with the belief that the bus is on its way, or do you cut your losses and move on to something else?" asks Joe Kable, a psychologist in the School of Arts & Sciences at the University of Pennsylvania. The question isn't just whether you have the patience to wait, he says. "It's about understanding when it pays off to stick with something and when cutting your losses is the better choice."

Kable draws parallels to two competing ideas on perseverance: Penn professor Angela Duckworth's bestseller "Grit," which champions the value of persistence, and "Quit" by Penn alum Annie Duke, which explores the wisdom of knowing when to let go.

In a paper published in the Journal of Neuroscience, Kable, collaborator Joe McGuire of Boston University, and a team of researchers examine the neural underpinnings that belie one's decision to persist or quit, "and how the brain's executive function helps us decide when to wait or walk away." The research looks at individuals with damage to different parts of the prefrontal cortex, the seat of executive decision-making, revealing how the brain evaluates uncertainty and guides those split-second decisions.

These findings could bear implications for understanding and potentially treating conditions like anxiety, depression, substance abuse, and addiction, which often involve altered reward processing and persistence behaviors.

Lessons gleaned from the waiting game

Kable and his team investigated how different regions of the frontal cortex influence decisions to persist or quit using a task designed to mimic real-world dilemmas. In the experiment, participants decided when to "cash out" coins that increased in value over time. Some coins matured quickly while others required a longer wait, depending on the task condition.




"We wanted to create a situation where persistence sometimes paid off and sometimes didn't," Kable says. In the high-persistence (HP) condition, maturation times were uniformly distributed, so always waiting until the coin reached its maximum value was optimal. In the limited-persistence condition, the maturation times followed a heavy-tailed distribution, meaning that if the coin did not mature within the first couple of seconds, it was better to stop waiting. Participants weren't told about these distributions, forcing them to learn from experience.

Their study had 18 controls and 31 participants with brain lesions, grouped by the affected regions of their frontal cortex. The lesion groups included people with damage to the ventromedial prefrontal cortex (vmPFC), the dorsomedial prefrontal cortex (dmPFC), or anterior insula (AI), and a "frontal control" group with lesions in other areas of the frontal cortex. By comparing these groups, the researchers aimed to pinpoint the specific contributions of different brain regions to persistence and quitting.

"By studying individuals with these specific lesions, we could directly test how different parts of the brain contribute to persistence versus quitting," says Camilla van Geen, first author of the study and a Ph.D. candidate in the Kable Lab.

The team found that participants with vmPFC damage waited less overall, particularly in the HP condition where persistence was the optimal strategy. "The vmPFC seems to play a crucial role in evaluating the subjective value of waiting," van Geen says. "Damage to this area doesn't just reduce patience; it fundamentally alters how people assess whether persistence is worthwhile in the first place."

However, participants with lesions in the dmPFC or AI showed a different pattern of impairment, Kable says. They waited about the same amount of time in both conditions, failing to distinguish between situations where persistence was advantageous and those where it wasn't. "It wasn't just a matter of self-control," Kable says. "These participants couldn't adjust their strategies based on feedback from the environment, particularly from experiences where quitting was the better decision."

Van Geen also used a computational model to further analyze these decision-making processes, which revealed that the vmPFC group had a lower baseline willingness to wait, while the dmPFC/AI group struggled to learn from quit trials.




A dynamic relationship with rewards

"This isn't just about self-control or impulsivity; it's about how our brains estimate value and adapt in real time to decide when waiting pays off," van Geen says.

One surprising finding was that individuals with lesions in the lateral prefrontal cortex, a region often associated with self-control, performed just as well as healthy controls. This result suggests that while the vmPFC helps determine the baseline value of waiting and the dmPFC and AI contribute to learning from feedback, the lateral prefrontal cortex may not be as central to persistence as previously thought.

"We often think of persistence as a good thing and quitting as a failure," van Geen says. "But really, they're two sides of the same coin. Both require complex mental calculations and both can be the right choice depending on the situation."

As a follow-up, the researchers are turning their attention to neurotransmitters like dopamine and serotonin to better understand how these systems influence persistence. "We've completed a study where participants take drugs that enhance these systems to see how it affects their willingness to wait," Kable says. "The preliminary results suggest serotonin plays a particularly interesting role, but we're still working through the data."

Future work will also focus on how brain regions and neurotransmitter systems interact. "Do these systems influence each other, or do they operate independently? That's one of the big questions we're tackling next," Kable says.

Joseph W. Kable is the Jean-Marie Kneeley President's Distinguished Professor of Psychology at the University of Pennsylvania's School of Arts & Sciences.

Camilla van Geen is a Ph.D. candidate in Penn Arts & Sciences.

Other authors are Yixin Chen of Boston University, Rebecca Kazinka of the University of Minnesota, and Avinash R Vaidya of the NIDA Intramural Research Program.

The research was supported by the National Institutes of Health (grants R01-DA029149, F32-DA030870, and R21-MH124095 and award ZIA DA000642), and the National Science Foundation (Grant BCS-1755757).
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Flood disasters associated with preterm births and low birth weights | ScienceDaily
Floods can shape someone's health before they're even born, according to new research. The findings will be presented on Tuesday, 10 December at AGU's 2024 Annual Meeting in Washington, D.C.


						
A new analysis of more than 3,000 studies from around the world reveals that globally, flooding increases preterm births by about 3%. Children who were in utero during a flood event are also more likely to have a low birth weight. Both these outcomes are risk factors for developing chronic health conditions such as asthma and diabetes later in life.

The study did not pinpoint the physical mechanisms by which floods might cause preterm births or low birth weights, but research into other disasters suggests stress, disruption and delayed access to health care are likely factors.

This analysis shows that flooding "has lifelong impacts," said Julia Gohlke, an environmental health scientist at Virginia Tech who led the research. As climate change is already increasing flooding, this research will help give "a better estimate of what's at stake."

Higher waters, lower birth weights

Floods can impact human health directly, such as by causing injury or death, or spreading diseases. They can also have less direct impact, including prolonged stress and loss of income. But researchers are still working to understand the full suite of negative impacts on human health. Some studies have suggested that flooding can lead to worse outcomes for pregnant people and their babies, but results have been inconsistent.

To get a clearer idea of the impact of flooding on pregnancy, Gohlke and her colleagues analyzed findings from 3,177 studies that collected data on pregnancy length and birth weight and flooding from the 1800s to present. Data varied widely between floods and regions: While some researchers found no impact from flooding on pregnancy, others found compelling evidence that flooding increased the risk for complications during pregnancy and birth. For example, one 2008 study looking at pre-term birth following Hurricane Katerina concluded that a flood had caused around a 230% increase in pre-term births.




Altogether, the researchers found that any given flood increases the pre-term birth rate by around 3%, compared to an unflooded region. Around 7% more children who were in utero during a flood event were born with a low birth weight.

Stress can last a lifetime

Flooding might induce early labor and low birth weight for several reasons, Gohlke said. Stress can induce early labor. For instance, heat waves are linked to more pre-term births, possibly due to dehydration. Something similar might happen during flood events if water supplies are compromised or people must travel long distances on foot to get away from dangerous areas, as people had to in North Carolina due to Hurricane Helene this September.

Early births might also increase during floods because people are unable to get to healthcare in time to avoid going into labor. Pre-term birth can be halted if someone has access to healthcare services, but flooded or damaged roads might prevent them from getting there in time.

Low birth weights are often associated with pre-term births, but that's not always the case, Gohlke said. People who eat less during pregnancy give birth to babies with lower birth weights, even if they go into labor on schedule. Because flooding can imperil people's access to food, either by destroying crops or blocking access to food supplies, people who are pregnant during flooding might be more likely to give birth to smaller babies.

Pre-term birth and low birth weights don't guarantee that a baby will develop neurological issues, obesity or diabetes later in life. But they do increase the risk. With that in mind, emergency services should aim to evacuate pregnant people before flooding events,




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210115912.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



New gene therapy reverses heart failure in large animal model | ScienceDaily
A new gene therapy can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival, in what a paper describing the results calls "an unprecedented recovery of cardiac function."


						
Currently, heart failure is irreversible. In the absence of a heart transplant, most medical treatments aim to reduce the stress on the heart and slow the progression of the often-deadly disease. But if the gene therapy shows similar results in future clinical trials, it could help heal the hearts of the 1 in 4 people alive today who will eventually develop heart failure.

A "night and day" change

The researchers were focused on restoring a critical heart protein called cardiac bridging integrator 1 (cBIN1). They knew that the level of cBIN1 was lower in heart failure patients -- and that, the lower it was, the greater the risk of severe disease. "When cBIN1 is down, we know patients are not going to do well," says Robin Shaw, MD, PhD, director of the Nora Eccles Harrison Cardiovascular Research and Training Institute (CVRTI) at the University of Utah and a co-senior author on the study. "It doesn't take a rocket scientist to say, 'What happens when we give it back?'"

To try and increase cBIN1 levels in cases of heart failure, the scientists turned to a harmless virus commonly used in gene therapy to deliver an extra copy of the cBIN1 gene to heart cells. They injected the virus into the bloodstream of pigs with heart failure. The virus moved through the bloodstream into the heart, where it delivered the cBIN1 gene into heart cells.

For this heart failure model, heart failure generally leads to death within a few months. But all four pigs that received the gene therapy in their heart cells survived for six months, the endpoint of the study.

Importantly, the treatment didn't just prevent heart failure from worsening. Some key measures of heart function actually improved, suggesting the damaged heart was repairing itself.




Shaw emphasizes that this kind of reversal of existing damage is highly unusual. "In the history of heart failure research, we have not seen efficacy like this," Shaw says. Previous attempted therapies for heart failure have shown improvements to heart function on the order of 5-10%. cBIN1 gene therapy improved function by 30%. "It's night and day," Shaw adds.

The treated hearts' efficiency at pumping blood, which is the main measure of the severity of heart failure, increased over time -- not to fully healthy levels, but to close that of healthy hearts. The hearts also stayed less dilated and less thinned out, closer in appearance to that of non-failing hearts. Despite the fact that, throughout the trial, the gene-transferred animals experienced the same level of cardiovascular stress that had led to their heart failure, the treatment restored the amount of blood pumped per heartbeat back to entirely normal levels.

"Even though the animals are still facing stress on the heart to induce heart failure, in animals that got the treatment, we saw recovery of heart function and that the heart also stabilizes or shrinks," says TingTing Hong, MD, PhD, associate professor of pharmacology and toxicology and CVRTI investigator at the U and co-senior author on the study. "We call this reverse remodeling. It's going back to what the normal heart should look like."

A keystone of the heart

The researchers think that cBIN1's ability to rescue heart function hinges on its position as a scaffold that interacts with many of the other proteins important to the function of heart muscle. "cBIN1 serves as a centralized signaling hub, which actually regulates multiple downstream proteins," says Jing Li, PhD, associate instructor at CVRTI. By organizing the rest of the heart cell, cBIN1 helps restore critical functions of heart cells. "cBIN1 is bringing benefits to multiple signaling pathways," Li adds.

Indeed, the gene therapy seemed to improve heart function on the microscopic level, with better-organized heart cells and proteins. The researchers hope that cBIN1's role as a master regulator of heart cell architecture could help cBIN1 gene therapy succeed and introduce a new paradigm of heart failure treatment that targets heart muscle itself.

Along with industry partner TikkunLev Therapeutics, the team is currently adapting the gene therapy for use in humans and intend to apply for FDA approval for human clinical trial in fall of 2025. While the researchers are excited about the results so far, the therapy still has to pass toxicology testing and other safeguards. And, like many gene therapies, it remains to be seen if it will work for people who have picked up a natural immunity to the virus that carries the therapy.

But the researchers are optimistic. "When you see large animal data that's really close to human physiology, it makes you think," Hong says. "This human disease, which affects more than six million Americans -- maybe this is something we can cure."
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Shape-changing device helps visually impaired people perform location task as well as sighted people | ScienceDaily
A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new Imperial-led research.


						
Researchers from Imperial College London, working with the company MakeSense Technology and the charity Bravo Victor, have developed a shape-changing device called Shape that helps people with visual impairment navigate through haptic perception -- the way people understand information about objects through touch. The device, which looks like a torch, bends to indicate where a person needs to move and straightens when the user is facing the correct direction.

In a study published in Nature Scientific Reports, researchers tested how well people with visual impairment were able to locate targets in a 3D virtual reality (VR) space using Shape and vibration feedback technology -- which is commonly used to help visually impaired people navigate. Sighted individuals were also recruited for the study to locate the targets in the VR space using only their natural vision.

Dr Ad Spiers, lead researcher for the study, from Imperial's Department of Electrical and Electronic Engineering, said: "The exciting thing about this study is we've managed to demonstrate that Shape can help people with visual impairment perform a navigation task as well as sighted people. This is something that we haven't seen before with other navigation devices.

"Shape is unusual because it uses our ability to understand information through touch in a way that goes beyond vibration. Humans have an innate ability to feel and interpret shapes through our hands, with very little concentration. Exploiting this allows us to create a device that is simple to learn and isn't tiring to use."

The study compared the results of 10 participants with visual impairment and 10 sighted participants, testing their ability to locate targets as quickly as possible in a controlled indoor environment, measuring the time taken to locate virtual targets and the efficiency in locating these targets.

The trial found that there was no significant difference in the performance between visually impaired participants using Shape and sighted participants using only natural vision. It also found that participants with visual impairment located targets significantly faster using Shape than with vibration technology. Feedback showed that participants with visual impairment preferred using Shape to vibration technology.




It is hoped that the device, which is believed to be the most advanced of its kind, could be the future of navigation technology for visual impairment, as the Shape device has notable advantages over current tools used to guide people with visual impairment.

Dr Robert Quinn, CEO of MakeSense Technology, said: "The impressive results from this study demonstrate the enormous potential of this technology to make life changing improvements in mobility for people with visual impairment.

"Building upon the research described in this paper, MakeSense is developing a blind wayfinding product which leverages the latest advancements in spatial artificial intelligence and computer vision without the need for interpretive training. We are aiming for our first product to be available from the end of 2025."

Currently, individuals with visual impairment most commonly use aids such as white canes or guide dogs. While guide dogs are often effective, they require expensive expert training and can cost thousands of pounds per year to keep. White canes enable navigation through a process of elimination by telling users where not to go, rather than where they should go. This process limits a user's ability to navigate freely in complex environments.

Recent developments with technology have tended to focus on using auditory interfaces, which give audio cues such as "turn left at the next corner," or vibration feedback, which alerts a user through vibration patterns that indicate where to move.

Auditory interfaces can prevent people from hearing important warning sounds of imminent hazards and can dampen users' ability to engage fully with the world. Vibration feedback can lead to numbness after prolonged periods of use and studies have shown users can become quickly irritated and distracted by frequent vibration sensations.




In order to test the performance of Shape against vibration technology and natural sight in a controlled environment, the researchers designed a simulation of real-world navigation that reduced the possibility of significant variation between experiments.

In a real-world navigation scenario, it is expected that there would be significant variation in conditions due to changes in weather and the presence of other pedestrians or objects. It is also expected that there will often be multiple potential target options in a real-world scenario rather than the single targets which were presented individually in the experiment.

Further research is needed to understand how the Shape device performs in more variable real-world scenarios.

The Shape device was developed working with MakeSense Technology, a startup company which was co-founded at Imperial by Dr Robert Quinn -- an Imperial PhD graduate in Mechanical Engineering. The company received support in its early stages from Imperial's thriving entrepreneurial ecosystem, which aims to develop innovative solutions with the potential to change the world for better.

Following the completion of the Shape study, MakeSense has worked on developing the technology further to be used for real-world outdoor navigation. It is hoped that the device could be ready for practical use in real-world environments in the coming years.

The research published in Nature Scientific Reports was supported by funding from Innovate UK's SMART Grant, which was awarded to MakeSense Technology Ltd, Bravo Victor, and Imperial College London.
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Delivering medicines with microscopic 'flowers' | ScienceDaily
These small particles are reminiscent of paper flowers or desert roses. Physicians can use them to guide medicines to a precise destination within the body. Better yet, the particles can easily be tracked using ultrasound as they scatter sound waves.


						
How can medicines be directed to the precise location within the body where they need to act? Scientists have been researching this question for a long time. An example would be delivering cancer drugs directly to a tumour so that they only take effect at this specific location, without causing side effects in the rest of the body. Research is under way to identify carrier particles to which active ingredients can be bound. Particles of this kind must meet an array of requirements, including the following three: firstly, they must be able to absorb as many molecules of the active substance as possible; secondly, it must be possible to guide them through the bloodstream using a simple technique such as ultrasound; and thirdly, it must be possible to track their journey through the body with a non-invasive imaging procedure. This final point is the only way of verifying whether the medicines have successfully been delivered.

Finding a single solution that meets all of these requirements has been challenging. Research lead by ETH Zurich have now unveiled a special class of particle meeting all these criteria. Not only are these particles effective; they appear visually striking under a microscope too, resembling tiny paper flowers or desert roses. They are made of extremely thin petals that arrange themselves into flowers. These flower particles are one to five micrometres in diameter, which is slightly smaller than a red blood cell.

Their shape has two main advantages. Firstly, the flower particles have an enormous surface area in relation to their size. The spaces between the many densely packed flower petals are only a few nanometres wide and act like pores. This means they can absorb very large amounts of therapeutically active substances. Secondly, the flower petals scatter sound waves or they can be coated with molecules that absorb light, thus can easily be made visible using ultrasound or optoacoustic imaging.

These findings have just been reported by the groups led by Daniel Razansky and Metin Sitti in a study published in the journal Advanced Materials. Razansky is Professor of Biomedical Imaging with double appointment at ETH Zurich and the University of Zurich. Sitti is an expert in microrobotics and, until recently, was a professor at ETH Zurich and the Max Planck Institute for Intelligent Systems in Stuttgart prior to moving to Koc University in Istanbul.

Better than gas bubbles

"Previously, researchers primarily investigated tiny gas bubbles as a method of transport through the bloodstream using ultrasound or other acoustic methods," said Paul Wrede, co-author of the study and doctoral student in Razansky's group. "We have now demonstrated that solid microparticles can also be acoustically guided." The advantage of the flower particles over the bubbles is that they can be loaded with larger quantities of active ingredient molecules.

The researchers demonstrated that the flower particles could be loaded with a cancer drug in Petri dish experiments. They also injected the particles into the bloodstreams of mice. Using focused ultrasound, they were able to keep the particles in a pre-determined position within the circulatory system. This was successful despite the rapid blood circulation surrounding the particles. Focused ultrasound is a technique whereby sound waves are concentrated at a localized spot. "In other words, we don't just inject the particles and hope for the best. We actually control them," said Wrede. The researchers are hoping that this technology will one day be used to deliver medicines to tumours or clots that block blood vessels.

The particles may be made from a variety of materials and have different coatings depending on what they are being used for and the researchers' preferred imaging procedure for controlling the position of the particles. "The underlying working principle is based on their shape, not the material they are made from," said Wrede. In their study, the researchers investigated flower particles made of zinc oxide in detail. They also tested particles made of polyimide and a composite material consisting of nickel and organic compounds.

Now the researchers would like to refine their concept. They are planning to conduct more animal tests first, after which the technology may become beneficial for patients with cardiovascular disease or cancer.
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Empowering older adults with home-care robots | ScienceDaily
Advances in medicine have led to an increase in human longevity. Estimates suggest that by 2030, one in every six individuals globally will be aged over 60 years. This rapid increase in the aging population implies a larger number of aged individuals requiring care. Family members and professional caregivers may not be able to meet this increasing demand. Furthermore, reports suggest a significant shortage of workforce, including nurses, in several developed countries, underscoring the need for additional strategies that cater to the needs of older adults.


						
Simple and effective technologies such as robots can bridge this gap and help provide the care needed for older individuals to age in the comfort of their homes. However, despite their significant potential, social acceptance of assistive home-care robots in aging societies remains an issue. Further, their widespread use is impeded by challenges in developing robots that can cater to the specific needs of older individuals requiring long-term care across different countries, given the cultural, ethical, and financial differences.

In a new study, researchers from Chiba University, Japan, sought to elucidate the factors that affect users' willingness to use home-care robots. Previous studies have shown that public involvement in research has a positive impact on the study design and patient engagement. Building on this, the researchers examined a user-centric approach that involves potential users in the research and development process of home-care robots. This approach takes into consideration real-life expectations and problems faced by users.

Giving further insight into their work published in Scientific Reports, on November 12, 2024, Professor Sayuri Suwa, the corresponding author of the article, says, "In countries where the population is aging, the use of home-care robots will enable many people to achieve 'aging in place.' Each country has its own unique history, culture, and legal system, so we wanted to clarify how home-care robots could be developed and implemented in a way that respects these differences." This research was actively co-authored by Dr. Hiroo Ide from the Institute for Future Initiatives, The University of Tokyo; Dr. Yumi Akuta from the Division of Nursing, Faculty of Healthcare, Tokyo Healthcare University; Dr. Naonori Kodate from the UCD School of Social Policy, Social Work and Social Justice, University College Dublin; Dr. Jaakko Hallila from Seinajoki University of Applied Sciences; and Dr. Wenwei Yu from the Center for Frontier Medical Engineering, Chiba University.

The team conducted a questionnaire-based survey of care recipients and caregivers across Japan, Ireland, and Finland. The questionnaire assessed four different aspects of users' willingness, namely -- familiarity with robots, important points about home-care robots, functions expected from home-care robots, and ethically acceptable uses, through 48 different items. The researchers analyzed the responses of 525 Japanese, 163 Irish, and 170 Finnish participants for common and distinct factors influencing their willingness to use robots.

The analysis revealed that "willingness to participate in research and development," "interest in robot-related news," and "having a positive impression of robots" were common factors among respondents from the three countries. On the other hand, "convenience" in Japan, "notifying family members and support personnel when an unexpected change occurs in an older person" in Ireland, and "design" in Finland were found to be distinct factors influencing the use of robots.

Additionally, the study highlights how historic, cultural, and demographic variables across the countries influence the implementation of home-care robots. In Japan, robot development is being encouraged by the government, industry, and academia, with a general optimism towards their application. While robot development is slightly behind in Ireland, its use for older adults is being increasingly recognized, and artificial intelligence and robotics are being applied in health and social care. The Finnish respondents' choice of 'design' is in line with Finnish design, which is widely known worldwide, suggesting that it is important in robot manufacturing.

Overall, the study highlights the importance of user participation and their perspective in the development of home-care technology. Home-care robots hold significant potential in empowering older adults. "Developing home-care robots in collaboration with potential users, such as older people and care providers, will foster better product acceptance in the future. This is beneficial not only for validating the home-care products under development but also for truly expanding the use of home-care robots. Ultimately, this would lead to greater well-being for users," Prof. Suwa concludes.
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Increased area income improves birthweight rates, researchers find | ScienceDaily
Higher incomes are often correlated with healthier pregnancies and babies, but is it really the money that matters? Sedimentary rocks that formed 390 million years ago, surprisingly, help provide the answer, at least for those who live above the Marcellus Shale formation, according to a team led by researchers at Penn State.


						
Using the Marcellus Shale economic boom -- which originated with extracting natural gas from the formation and pumped billions of dollars into Pennsylvania between 2007 and 2012 -- the researchers examined area incomes and birth weights, among other variables, in school districts sitting atop the black rock that stretches under much of Pennsylvania. In areas where the shale had the highest natural gas yield potential but not necessarily where wells were drilled, the researchers found an increase in area income across the socioeconomic spectrum led to a decrease in low birthweights, defined as less than five and a half pounds.

More specifically, in a group comprising 12,930 sibling pairs -- one born pre-boom between 2005 and 2007 and another born post-boom between 2012 and 2013 -- the researchers found the percentage of babies born at a low weight decreased by 1.5%, from 6.3% to 5.8%. The percentage change represents nearly 600 babies in the study born at higher birthweight, a key indicator for better health outcomes, according to the researchers. They published their findings in Demography.

"We know that infants who are born with low birthweight have greater risk of developing cognitive and health challenges, which are associated with lower educational attainment, lifetime earnings and adult health," said lead author Molly Martin, professor of sociology and demography at Penn State. "What we didn't know is whether income gains would improve pregnancy and infant health."

Birthweight is tied to multiple health outcomes for babies, from immediate indicators, such as the ability to breathe, strength of their immune system and infant mortality, to long-term developmental factors and disease risk. To better understand how area income increases impact birthweight, pre-term birth rates, maternal health and behaviors before and during pregnancy, such as smoking and prenatal care compliance, the researchers used a "quasi-experimental" design. This is a common approach in the social sciences that can help estimate cause-and-effect relationships, not just identify correlations, among variables.

"It is impossible to randomly assign people to different lives with different resources," Martin said, explaining that the shale formation provided an independent touchstone completely divided from any social or cultural influence. "All of the things that encourage or accompany an economic boom, such as development or job creation or pollution, influence outcomes at the surface. The areas of the shale formation with the greatest potential value serve as the predictor of economic improvement on the surface above."

The Marcellus Shale economic boom served as a "natural experiment" of changing factors, Martin said. Her team used 21 datasets comprising information on demographics, taxes, births, expanded development like building roads for drilling well access, environmental impacts, including pollution, and more from national and state sources to crosscheck and control for potential confounding influences. The sibling group, which represented 271 districts, allowed the researchers to tighten controls even more and rule out things like differences in parenting style and genetic predisposition. With all factors made equal, income increase benefits came down to the potential economic value of the shale underpinning a community.




"Our map doesn't focus on drilling but rather the potential economic impact based on the quality of the Marcellus Shale formation itself," Martin said. "If communities lived above areas estimated to contain more natural gas, they had more money -- even if drilling was not as extensive. And those communities had decreased rates of low birth weight."

Income gains at the community level also led to a 1.8 percentage point increase in the rate of people receiving adequate prenatal care. However, income improvements did not bolster all pregnancy-related outcomes. Martin said they were surprised to find that they did not see improvements in pregnancy health and health behaviors -- such as gestational weight or smoking rates.

Alexander Chapman, postdoctoral fellow in Penn State's Edna Bennett Pierce Prevention Research Center, explained that their findings suggest income increases, even at the community-level, improve the well-being of pregnant people and their newborns, even if it doesn't necessarily change individual behaviors.

"Income gains potentially reduce the number of stressors and hardships -- or their consequences -- leading to improvements in infant health," Chapman said.

The researchers are continuing to examine the data to further explore how income gains affect children and families and inform public policies aimed at improving population health. According to Martin, their findings specifically highlight the benefits of community-wide economic improvements.

"This finding backs up other studies that show how important improvements in living standards are for health," Martin said. "The development of the Marcellus Shale formation brought millions of dollars to parts of Pennsylvania, much more than the typical increases in targeted government funding for public assistance or infant health. The community-wide economic improvement benefitted people across the income spectrum."

Tiffany L. Green, associate professor of obstetrics and gynecology and population health sciences, University of Wisconsin-Madison, also contributed to this project.

This work was supported by the Russell Sage Foundation, the National Institutes of Health, the National Institute on Drug Abuse, the Society of Family Planning Research Fund, the County Health Rankings and Roadmaps Program, Penn State's Social Science Research Institute, Penn State's Population Research Institute, Penn State's Edna Bennett Pierce Prevention Research Center, and the University of Wisconsin's Center for Demography and Ecology and School of Medicine and Public Health Centennial Scholars Program.
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Identifying a proliferating repairman for tissue in damaged lungs | ScienceDaily
Veins in the lungs, or pulmonary veins, play a critical role not only in lung functioning but also in maintaining sufficient oxygen in tissue throughout the body. When a person sustains pulmonary injury from an illness like influenza or COVID, repair of blood vessels and the creation of new ones is vital to meet oxygen demands; however, research in these areas remains underexplored.


						
Researchers from the University of Pennsylvania's School of Veterinary Medicine and Perelman School of Medicine, Children's Hospital of Philadelphia (CHOP), and Vanderbilt University Medical Center have been studying the role of pulmonary venous endothelial cells (VECs) in endothelial regeneration after adult lung injury. VECs line the inside of blood vessels in the lungs, playing an essential role in blood flow and angiogenesis, the creation of new blood vessels.

Their new paper shows that venous endothelial cells can help fix damaged blood vessels in the lungs. The researchers found that following influenza, COVID, and hyperoxia injury, VECs proliferate into the adjacent capillary bed -- a network of blood vessels facilitating gas exchange -- and contribute to its regeneration.

They also show that VECs differentiate into capillary cells, and that this remodeling is a response to lung injury, not one that occurs during normal lung development after birth. Their findings are published in Nature Cardiovascular Research.

"A lot of patients who encounter respiratory viruses, especially if they're immunocompromised, can develop something called acute respiratory distress and end up in the intensive care unit," says first author Joanna Wong, a doctoral student in the lab of Andrew E. Vaughan at Penn Vet. "Trying to figure out ways to promote the regeneration of their vascular bed or lungs in general would advance modern medicine and patient care."

Vaughan is co-senior author on the study with David B. Frank, a pediatric cardiologist and assistant professor at CHOP. Vaughan notes that most of the people with COVID who died in the ICU died from acute respiratory distress syndrome, which has a mortality rate above 30%. "Now that we have identified an important progenitor population, we might be able to figure out how to mess around with the cells in those veins and improve their ability to contribute to repair," Vaughan says, making these cells a potential target for therapeutics.

The inspiration for this study came from research in zebrafish and mice. Vaughan explains that past studies in these animals suggested that "at least in some organs in some contexts, a lot of the capillary bed is built by expansion of the veins." But nobody had ever looked at the lungs.




Wong also points to work done in the Vaughan Lab, before she joined. Then, postdoctoral fellow Gan Zhao led a study that found knocking out a certain vein-specifying transcription factor exacerbated lung injury and reduced proliferation of endothelial cells.

Taken together, Vaughan and Wong say, these studies led them and their colleagues to hypothesize that endothelial cells lining the veins in the lungs would also contribute to repair of the capillary bed after injury.

There was one problem: There were no existing tools to single out these cells and follow them over time. Wong set about going through single-cell RNA sequencing data of pulmonary endothelial cells at zero, 20, and 30 days after influenza injury, information the lab had previously generated. She identified the perfect marker: a gene called Slc6a2 that only showed up in pulmonary veins. They teamed up with Frank to proceed with generating a mouse model based on this gene.

"It was really weird, because it's also a norepinephrine transporter, which is normally associated with neurons, and we're still not sure why it would be expressed in the pulmonary veins," she says. But it was fortuitous, and she was able to use Slc6a2 to track the fate of VECs in a genetically modified mouse model.

Looking ahead, Wong says researchers are trying to determine what mechanisms contribute to VEC sprouting and are also looking at angiogenesis in other contexts, such as cancer.

Vaughan says the methodology from this paper doesn't work until after birth, but he would like to know if, during lung development, early embryonic veins play a role in building the rest of the blood vessels.




Joanna Wong is a developmental, stem cell, and regenerative biology doctoral candidate in the Cell & Molecular Biology Graduate Group at the University of Pennsylvania.
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Ultra-processed foods may drive colorectal cancer risk, study finds | ScienceDaily
Colorectal cancer, the second leading cause of cancer-related deaths in the United States, may be fueled by the food on our plates. Researchers at the University of South Florida and Tampa General Hospital Cancer Institute have uncovered a potential link between the Western diet -- dominated by ultra-processed foods and unhealthy oils -- and the chronic inflammation that drives tumor growth.


						
The researchers, through a five-year, $3.1 million grant from the National Institutes of Health, have already made major advancements in the understanding of colorectal cancer. The project's first study examines how processed foods are likely hindering the body's natural healing processes. Their findings will publish online in Gut, a leading international journal in gastroenterology and hepatology, on Tuesday, Dec. 10.

"It is well known that patients with unhealthy diets have increased inflammation in their bodies," said Dr. Timothy Yeatman, a renowned physician-scientist and professor of surgery in the USF Health Morsani College of Medicine and associate center director for Translational Research and Innovation at the TGH Cancer Institute. "We now see this inflammation in the colon tumors themselves, and cancer is like a chronic wound that won't heal -- if your body is living off of daily ultra-processed foods, its ability to heal that wound decreases due to the inflammation and suppression of the immune system that ultimately allows the cancer to grow."

According to Yeatman, the findings emphasize the urgent need to reevaluate the components of the Western diet, which typically consists of excessive consumption of added sugars, saturated fats, ultra-processed foods, chemicals and inflammatory seed oils. In previous studies, the USF Health Heart Institute found an imbalanced diet not only impacts colorectal cancer, but also plays a role in other diseases, including Alzheimer's, diabetes and cardiovascular conditions.

"Our bodies are designed to actively resolve inflammation through bioactive lipid compounds derived from the healthy fats, like avocados, that we consume," said Ganesh Halade, associate professor in the USF Health Heart Institute and a member of the Cancer Biology Program at TGH Cancer Institute. "Bioactive lipids are very small molecules derived from the foods that we eat and, if the molecules are coming from processed food products, they directly imbalance the immune system and drive chronic inflammation."

While the molecules are difficult to detect, Halade used a highly sensitive analytical technique to identify trace amounts of lipids in 162 tumor samples from patients at Tampa General Hospital. The tumors were frozen within 30 minutes of removal and transported to his lab via USF and TGH Cancer Institute's Biobank, in collaboration with USF Health Colorectal Surgery and the Gastrointestinal Oncology Program at TGH Cancer Institute.

Inside the tumors, the team observed an excess number of molecules that promote inflammation and a shortage of those that help resolve it and promote healing. These findings pave the way for a new, natural approach -- resolution medicine -- which focuses on restoring balance in the patient's diet to treat colorectal cancer more effectively.




"A human's immune system can be extremely powerful and drastically impact the tumor microenvironment, which is great if harnessed correctly for health and wellness," Yeatman said. "But not if it's suppressed by inflammatory lipids from processed foods."

Resolution medicine would focus on reversing inflammation using healthy, unprocessed foods rich with omega-3 fatty acids and derivatives of fish oil called "specialized pro-resolving mediators," to restore the body's healing mechanisms along with balanced sleep and exercise.

"This has the potential to revolutionize cancer treatment, moving beyond drugs to harness natural healing processes," Yeatman said. "It's a vital step toward addressing chronic inflammation and preventing diseases before they start."

Early trials using specialized derivatives of fish oil have shown promise in addressing inflammation at its root cause. The trials are underway at TGH Cancer Institute and the team will continue studying resolution medicine and its impact on patient treatment and disease prevention.

Examples of healthy, unprocessed foods: crab, salmon, halibut, spinach, brussels sprouts, seaweed, algae and grass-fed, pasture-raised meats, etc.

Examples of ultra-processed foods: ice cream, sausages, chips, mass-produced bread, breakfast cereals, doughnuts, carbonated drinks, instant soups, some alcoholic drinks, etc.

This research was performed in collaboration with national and international partners at Moffitt Cancer Center, Buck Institute for Research on Aging in California, Vanderbilt University Medical Center in Nashville, Merck Research Laboratories in Boston, Florida Digestive Health Specialists in Bradenton and Hokkaido University in Japan.
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How this cancer drug could make radiation a slam dunk therapy | ScienceDaily
UCSF scientists combine a precision drug therapy with an antibody and radiation to eliminate tumors without causing side effects.


						
Radiation is one of the most effective ways to kill a tumor. But these therapies are indiscriminate, and they can damage healthy tissues.

Now, UC San Francisco scientists have developed a way to deliver radiation just to cancerous cells. The therapy combines a drug to mark the cancer cells for destruction and a radioactive antibody to kill them.

It wiped out bladder and lung tumors in mice without causing lethargy or weight loss -- the typical side effects of radiation therapy.

"This is a one-two punch," said Charly Craik, PhD, a professor of pharmaceutical chemistry at UCSF and co-senior author of the study, which appears Dec. 10 in Cancer Research. "We could potentially kill the tumors before they can develop resistance."

A cancer drug becomes a molecular flag for cancer 

The project began 10 years ago when UCSF's Kevan Shokat, PhD, discovered how to attack KRAS, a notorious cancer-causing protein. When mutated, KRAS spurs out-of-control cell growth. Such mutations lead to up to a third of all cancer.




Shokat's breakthrough led to the development of drugs that latched onto cancerous KRAS. But the drugs could only shrink tumors for a few months before the cancer came roaring back.

The drugs stayed bound to KRAS, however, and Craik, wondered whether they might make cancer cells more "visible" to the immune system.

"We suspected early on that the KRAS drugs might serve as permanent flags for cancer cells," Craik said.

In 2022, a UCSF team that included Craik and Shokat demonstrated this was indeed possible.

The team designed an antibody that recognized the unique drug/KRAS surface fragment and beckoned to immune cells.

But the approach needed the immune system to have the strength to beat the cancer by itself, which turned out not to be that effective.




Bringing atomic-level radiation to cancer cells

Around the same time, Craik began working with Mike Evans, PhD, a professor of radiology at UCSF, to develop a different approach to destroy cancer cells.

They still used the KRAS drug to flag cancerous cells, but this time they armed the antibodies with radioactive payloads.

The combination worked, eliminating lung cancer in mice with minimal side effects.

"Radiation is ruthlessly efficient in its ability to ablate cancer cells, and with this approach, we've shown that we can direct it exclusively to those cancers," Evans said.

Added Craik, "The beauty of this approach is that we can calculate an extremely safe dose of radiation. Unlike external beam radiation, this method uses only the amount of radiation needed to beat the cancer."

A radiation therapy for all patients

To make this therapy work in most patients, scientists will have to develop antibodies that account for the different ways that people's cells display KRAS.

The UCSF team is now working on this -- motivated by their own evidence that it can work.

Kliment Verba, PhD, an assistant professor of cellular and molecular pharmacology at UCSF, used cryo-electron microscopy to visualize the 'radiation sandwich' in atomic detail, giving the field a structure to develop even better antibodies.

"The drug bound to the KRAS peptide sticks out like a sore thumb, which the antibody then grabs," said Verba, who like Craik is a member of UCSF's Quantitative Biosciences Institute (QBI). "We've taken a significant step toward patient-specific radiation therapies, which could lead to a new paradigm for treatment."
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Cancer 'fingerprint' can improve early detection | ScienceDaily
Different types of cancer have unique molecular 'fingerprints' which are detectable in early stages of the disease and can be picked up with near-perfect accuracy by small, portable scanners in just a few hours, according to a study published today in the journal Molecular Cell.


						
The discovery by researchers at the Centre for Genomic Regulation (CRG) in Barcelona sets the foundation for creating new, non-invasive diagnostic tests that detect different types of cancer faster and earlier than currently possible.

The study centres around the ribosome, the protein factories of a cell. For decades, ribosomes were thought to have the same blueprint across the human body. However, researchers discovered a hidden layer of complexity -- tiny chemical modifications which vary between different tissues, developmental stages, and disease.

"Our ribosomes are not all the same. They are specialised in different tissues and carry unique signatures that reflect what's happening inside our bodies," says ICREA Research Professor Eva Novoa, lead author of the study and researcher at the CRG. "These subtle differences can tell us a lot about health and disease."

Ribosomes are made of proteins and a special type of RNA molecule called ribosomal RNA (rRNA). rRNA molecules are the target of chemical modifications, affecting the ribosome's function. "95% of human RNA is ribosomal RNA. They are very prevalent in our cells," adds Dr. Novoa.

The researchers looked for all types of chemical modifications across human and mouse rRNA from many different tissues including the brain, heart, liver, and testis. They discovered that each tissue has a unique pattern of rRNA modifications -- which they call an 'epitranscriptomic fingerprint'.

"The fingerprint on a ribosome tells us where a cell comes from," says Dr. Ivan Milenkovic, first author of the study. "It's like each tissue leaves its address on a tag in case its cells end up in the lost and found."

The team found different sets of fingerprints in diseased tissue samples from patients with cancer, particularly in the lung and testis. "The cancer cells are 'hypomodified', meaning they constantly lose some of these chemical marks," says Dr. Milenkovic. "We thought this could be a powerful biomarker," he adds.




The study looked at lung cancer more closely. The researchers obtained normal and diseased tissues from 20 patients with stage I or stage II lung cancer and confirmed that the rRNA from cancer cells is hypomodified. They used the data to train an algorithm which can classify the samples based solely on data from this unique molecular fingerprint.

The test achieved near-perfect accuracy in distinguishing between lung cancer and healthy tissue. "Most lung cancers aren't diagnosed until late stages of development. Here we could detect it much earlier than usual, which could one day help buy patients valuable time," says Dr. Milenkovic.

The study was possible thanks to a new technology called nanopore direct RNA sequencing, which permits the direct analysis of rRNA molecules with all its modifications. "It allows us to see the modifications as they are, in their natural context," says Dr. Novoa.

Before the advent of nanopore sequencing, conventional techniques would process RNA molecules in such a way that it would remove the chemical modifications before researchers could study them.

"Scientists typically got rid of ribosomal RNAs because they saw it as redundant information that would get in the way of our experiments. Fast forward a few years, we've taken this data out of the junkyard and turned it into a gold mine, especially when information about chemical modifications is captured. It's an incredible turnaround," says Dr. Novoa.

The advantage of nanopore sequencing is that it relies on small, portable sequencing devices that can fit in the palm of a hand. Researchers can insert biological samples into the machine, which captures and scans RNA molecules in real time.




The study could distinguish cancer and normal cells by scanning as few as 250 RNA molecules obtained from tissue samples. This is a fraction of what a typical nanopore sequencing device is capable of. "It is feasible to develop a rapid, highly accurate test that looks for cancer's ribosomal fingerprint using minimal amounts of tissue," says Dr. Novoa.

In the long term, the researchers want to create a diagnostic method which can detect cancer's fingerprint in circulating RNA in the blood. This would be a less invasive approach because it would only require a blood sample rather than taking tissue samples from patients.

The authors of the study caution that more work is needed before the approach can be used for clinical benefits. "We're just scratching the surface," says Dr. Milenkovic. "We need larger studies to validate these biomarkers across diverse populations and cancer types."

One of the big questions yet to explore is why the modifications change in cancer in the first place. If rRNA modifications are helping cells produce proteins that promote uncontrolled growth and survival, researchers could identify the mechanisms responsible for adding or removing the modifications, potentially leading to new ways of reversing harmful changes.

"We are slowly but surely unravelling this complexity," says Dr. Novoa. "It's only a matter of time before we can start understanding the language of the cell," she concludes.
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Rethinking the brain pacemaker: How better materials can improve signals | ScienceDaily
Two years ago, a medical professional approached scientists at the University of Tabriz in Iran with an interesting problem: Patients were having headaches after pacemaker implants. Working together to investigate, they began to wonder if the underlying issue is the materials used in the pacemakers.


						
"Managing external noise that affects patients is crucial," author Baraa Chasib Mezher said. "For example, a person with a brain pacemaker may experience interference from external electrical fields from phones or the sounds of cars, as well as various electromagnetic forces present in daily life. It is essential to develop novel biomaterials for the outlet gate of brain pacemakers that can effectively handle electrical signals."

In an article published this week in AIP Advances, from AIP Publishing, Mezher, who is an Iraqi doctoral student studying in Iran, and her colleagues at the Nanostructured and Novel Materials Laboratory at the University of Tabriz created organic materials for brain and heart pacemakers, which rely on uninterrupted signal delivery to be effective.

"We developed nanocomposites that have excellent mechanical properties and can effectively reduce noise," Mezher said. "For pacemakers, we are interested in understanding how a material absorbs and disperses energy."

Using a plastic base known as polypropylene, the researchers added a specially formulated clay called Montmorillonite and different ratios of graphene, one of the strongest lightweight materials. They created five different materials that could be performance-tested.

The authors took detailed measurements of the structure of the composite materials using scanning electron microscopy. Their analysis revealed key characteristics that determine the noise-absorption and signal transmission of the material, including the density and distribution of clay and graphene and the sizes of pores in the material.

"Research groups are actively investigating ways to enhance the performance of pacemakers, and our team focuses specifically on the mechanical, thermal, and other properties of these materials," Mezher said.

The authors measured the signal-to-noise ratio and how the material performs with different levels of noise. They also tested the impact of the material thickness on performance measures.

"The focus of our ongoing work extends beyond simply identifying biocompatible materials for pacemakers; we aim to improve the connection between the generated signal source and the electrodes," Mezher said. "Our team is also focused on further developing biomaterials for use within the body, such as materials to enhance the performance of hearing aids."
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Americans are uninformed about and undervaccinated for HPV | ScienceDaily
The human papillomavirus (HPV), a common sexually transmitted infection, accounts for 70% of all throat cancers, according to the National Cancer Institute. While commonly associated with cervical cancer, throat cancer is now the most common type of HPV-related cancer.


						
However, the majority of American adults are unaware that HPV can cause throat cancer and are not taking advantage of the one proven method for prevention -- the HPV vaccine.

These are the conclusions of two recent studies from the USC Head and Neck Center, part of Keck Medicine of USC and the USC Caruso Department of Otolaryngology -- Head and Neck Surgery, that examined public knowledge of the link between HPV and throat cancer and HPV vaccination rates among adults, respectively.

The research suggests that less than one-third of Americans associate HPV with throat cancer and less than 7% of adults eligible for the vaccine have completed the full course of the HPV vaccine, which is three doses for adults.

"This data is very worrisome because knowledge is the first step toward disease prevention," said Daniel Kwon, MD, a head and neck surgeon with Keck Medicine and lead author of a study examining trends in HPV vaccination rates for adults. "The public is missing crucial information about the link between throat cancer and HPV, as well as the fact that vaccines may prevent HPV-related throat cancer."

The need for greater HPV-related throat cancer awareness 

Each year, some 43 million Americans are infected with HPV, and most sexually active adults will contract HPV at some time in their lives. Most HPV infections are asymptomatic and resolve on their own. However, in some cases, the infection can lead to cancer, including throat cancer.




In 2006, an HPV vaccine was made available to females ages 9-26, then expanded to males ages 9-26 in 2009. In 2018, the vaccine was expanded to adults ages 27-45. While HPV vaccination for this older group may provide less benefit because most have already been exposed to HPV, there still may be benefits of vaccination, according to the Centers for Disease Control and Prevention (CDC).

To determine public awareness of HPV-related throat cancer, Dr. Kwon and fellow researchers compared data between the 2018 and 2020 iterations of the National Cancer Institute Health Information National Trends Survey, which tracks Americans' knowledge about cancer and health information related to cancer.

They focused on adults ages 27 to 45, who were newly eligible for the vaccine in 2018, to see how much of an impact the expansion of eligibility had on knowledge of HPV and throat cancer.

Study authors compared data from 3,504 adults in the 2018 survey with data from 3,865 adults in the 2020 survey assessing people's knowledge of HPV, the vaccine, the link between HPV and throat cancer and changes in awareness between 2018 and 2020.

While they found that most respondents were aware of HPV in both years studied, they were disappointed to discover that knowledge of the connection between HPV and throat cancer remained poor. In 2018, 27% of respondents reported they were aware of the link between HPV and throat cancer; in 2020, that number barely moved upward to 29.5%.

"These results are particularly disheartening because since the vaccine eligibility was expanded in 2018, health advocates have issued many guidelines and recommendations about HPV and throat cancer," said Kwon. "Clearly, more efforts are needed to educate the public about this risk."

Cervical cancer used to be the most widespread HPV-related cancer, but cervical cancer rates have declined through concerted efforts of the health care industry, according to Kwon. "HPV-related cervical cancer cases have decreased in large part due to successful HPV awareness campaigns targeting women," he said. He also notes that women get screenings for cervical cancer through regular Pap smears, but there is no screening available for throat cancer.




He emphasized the need for more education about the risk of HPV and throat cancer in men, as throat cancer affects men at a higher rate than women, he added.

Investigating HPV vaccination rates 

In a second study, researchers from the USC Head and Neck Center examined HPV vaccination rates among a nationally representative cohort of more than 26,000 adults ages 30-44 who completed questions on HPV vaccination from 2018-2022 through the Behavioral Risk Factor Surveillance System survey, a nationwide telephone survey conducted by the CDC.

The authors discovered that only 6.5% of those surveyed were fully vaccinated, and only 15.8% had completed any HPV vaccination.

Many factors play into the low HPV vaccination rate, according to the lead author of the study, Niels Kokot, MD, a head and neck surgeon with Keck Medicine. He cites not only a lack of general knowledge of the link between HPV and cancer, but also a lack of advertising about the HPV vaccine in comparison to other well-publicized campaigns such as for the flu or COVID-19 vaccines and growing vaccine hesitancy in the United States.

Socioeconomic status, race, education level, access to health care, sexual orientation and gender also play roles in who is getting vaccinated, he added, with men, Asian Americans, African Americans, Hispanics and those not having a personal health care provider among those less likely to be vaccinated.

Kokot hopes these findings will help spur greater public education on the HPV vaccine. He also recommends that any eligible adult who has not yet been vaccinated talk to a health care provider about vaccinations. "Every patient's circumstances are different, and the subject is worth a discussion to see if an individual would benefit from the vaccine," he said.

Besides cervical and throat cancer, HPV can also cause anal, penile, vaginal and vulvar cancers.
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Researchers 'see' vulnerability to gaming addiction in the adolescent brain | ScienceDaily
Playing video games is a rite of passage for many adolescents, but for some, it could also be the first step to a gaming addiction.


						
"A number one concern for parents of children and teenagers is how much screen time and how much gaming is enough gaming and how to figure out where to draw the line," said John Foxe, PhD, director of the Del Monte Institute for Neuroscience at the University of Rochester and co-author of a study out today in the Journal of Behavioral Addictions that discovered a key marker in the brain of teens who develop gaming addiction symptoms. "These data begin to give us some answers."

Researchers looked at data collected from 6,143 identified video game users ages 10-15 over four years. In the first year, researchers took brain scans using an fMRI as participants completed the task of pushing a button fast enough to receive a $5 reward. Researchers subsequently had the same participants answer Video Game Addiction Questionnaires over the next three years. They found that the participants with more symptoms of gaming addiction over time showed lower brain activity in the region involved in decision-making and reward processing during the initial brain scan taken four years earlier. Previous research in adults has provided similar insight, showing that this blunted response to reward anticipation is associated with higher symptoms of gaming addiction and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

"Gaming itself is not unhealthy, but there is a line, and our study clearly shows that some people are more susceptible to symptoms of gaming addiction than others," said Daniel Lopez, PhD ('23), a postdoctoral fellow at the Developmental Brain Imaging Lab at Oregon Health & Science University and first author of the study. "I think for parents, that's really key because you could restrict children entirely from gaming, but that's going to be really, really difficult and crucial to their development as well as their social development. But we want to know the right balance between healthy gaming and unhealthy gaming, and this research starts to point us in the direction of the neural markers we can use to help us identify who might be at risk of unhealthy gaming behaviors."

Longitudinal Study is Transforming Teen Brain Health 

The data used in this research came from the Adolescent Brain Cognitive Development (ABCD) Study. Launched in 2015, the ABCD Study follows a cohort of 11,878 children from pre-adolescence to adulthood to create baseline standards of brain development. The open-source data model has allowed researchers nationwide to shed light on various facets of social, emotional, cognitive, and physical development during adolescence. The University of Rochester joined the study in 2017 and is one of 21 sites collecting this data from nearly 340 participants. Ed Freedman, PhD, professor of Neuroscience at the University and co-principal investigator of the University study site, led this recent research on gaming.

"The large data set that contains this understudied developmental window is transforming recommendations for everything from sleep to screen time. And now we have specific brain regions that are associated with gaming addiction in teens," Freedman said. "This allows us to ask other questions that may help us understand if there are ways to identify at-risk kids and if there are other behaviors or recommendations that could mitigate risk."

"We're very proud that this Rochester cohort is a part of this national and international dialogue around adolescent health," said Foxe, who is also a co-PI on the ABCD Study in Rochester. "We have already seen how this data, including the data gathered here from our community, is having a major impact on policy across the world."

Additional authors on the Journal of Behavioral Addictions study include Edwin van Wijngaarden, PhD, of the University of Rochester Medical Center, and Wesley Thompson, PhD, of the Laureate Institute for Brain Research. The research was supported by the National Institutes of Health and the University of Rochester Intellectual and Developmental Disabilities Research Center.
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Toxoplasma gondii parasite uses unconventional method to make proteins for evasion of drug treatment | ScienceDaily
A study by Indiana University School of Medicine researchers sheds new light on how Toxoplasma gondii parasites make the proteins they need to enter a dormant stage that allows them to escape drug treatment. It was recently published with special distinction in the Journal of Biological Chemistry.


						
Toxoplasma gondii is a single-celled parasite that people catch from cat feces, unwashed produce or undercooked meat. The parasite has infected up to one-third of the world's population, and after causing mild illness, it persists by entering a dormant phase housed in cysts throughout the body, including the brain.

Toxoplasma cysts have been linked to behavior changes and neurological disorders like schizophrenia. They can also reactivate when the immune system is weakened, causing life-threatening organ damage. While drugs are available to put toxoplasmosis into remission, there is no way to clear the infection. A better understanding of how the parasite develops into cysts would help scientists find a cure.

Through years of collaborative work, IU School of Medicine Showalter Professors Bill Sullivan, PhD, and Ronald C. Wek, PhD, have shown that Toxoplasma forms cysts by altering which proteins are made. Proteins govern the fate of cells and are encoded by mRNAs.

"But mRNAs can be present in cells without being made into protein," Sullivan said. "We've shown that Toxoplasma switches which mRNAs are made into protein when converting into cysts."

Lead Author Vishakha Dey, PhD, a postdoctoral fellow at the IU School of Medicine and a member of the Sullivan lab, examined the so-called leader sequences of genes named BFD1 and BFD2, both of which are necessary for Toxoplasma to form cysts.

"mRNAs not only encode for protein, but they begin with a leader sequence that contains information on when that mRNA should be made into protein," Dey said.




All mRNAs have a structure called a cap at the beginning of their leader sequence. Ribosomes, which convert mRNA into protein, bind to the cap and scan the leader until it finds the right code to begin making the protein.

"What we found was that, during cyst formation, BFD2 is made into protein after ribosomes bind the cap and scan the leader, as expected," Dey said. "But BFD1 does not follow that convention. Its production does not rely on the mRNA cap like most other mRNAs."

The team further showed that BFD1 is made into protein only after BFD2 binds specific sites in the BFD1 mRNA leader sequence.

Sullivan said this is a phenomenon called cap-independent translation, which is more commonly seen in viruses.

"Finding it in a microbe that has cellular anatomy like our own was surprising," Sullivan said. "It speaks to how old this system of protein production is in cellular evolution. We're also excited because the players involved do not exist in human cells, which makes them good potential drug targets."

"This paper describes a mechanism by which a parasite that causes toxoplasmosis in humans can respond to stress and allow the parasite to thrive," said George N. DeMartino, PhD, associate editor of the Journal of Biological Chemistry and a professor at the University of Texas Southwestern Medical Center. "The discovery of this mechanism provides a basis for treating these infections. Moreover, a similar mechanism is important in cancer, suggesting that it may be a therapeutic target for multiple human diseases."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241209203736.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



'Missing link' between brain and body inflammatory signals identified in the skull | ScienceDaily
New research from the Institute of Psychiatry, Psychology & Neuroscience (IoPPN) at King's College London provides valuable insights into the brain-body immune connection identifying key communication hubs in the dural sinuses and skull bone marrow at the back of the head.


						
The research, which was supported by funding from the National Institute for Health and Care Research (NIHR) Maudsley Biomedical Research Centre (BRC) and published in the journal Brain, used neuroimaging techniques to establish that the dural sinuses, a region at the back of the head that drains deoxygenated blood from the brain, as well as the skull bone marrow act as a likely interface between the central and peripheral immune systems.

While the central immune system protects the brain from infection and disease, the peripheral immune system monitors and responds to threats to the rest of the body. Traditionally thought to function independently due to the protective blood-brain barrier, this study highlights a potential link between the two systems, suggesting they could influence one another via other mechanisms.

Previous research has observed significant elevations in inflammatory markers in both the brain and the body in depression, but no direct correlation has been established.

Researchers analysed a dataset of 51 adults with depression, as well as 25 healthy age matched participants that were originally recruited as part of the BIODEP study to investigate the role of inflammatory processes in depression. Each subject provided a blood sample before undergoing a PET scan and MRI during the original data collection. Peripheral inflammatory markers were assessed from blood while inflammatory activity in the anterior cingulate cortex, skull marrow, and dural sinuses was assessed with PET sensitive to immune cell density.

An analysis of the data revealed that the inflammatory activity in dural sinuses and skull marrow, which the researchers identified as a potential reservoir of immune cells, is closely associated with inflammatory activity in both the body and the brain, and this association was present in those with depression and in healthy controls. This association was stronger in the dural sinuses than in the skull marrow.

Dr Julia Schubert, a research associate at King's IoPPN and the study's senior author, said, "Despite extensive research into the central and peripheral immune systems, the skull has always been overlooked as a location of interest in scanning research and discarded as unimportant.




"Excitingly, our study has established that the interface between skull and brain may be the missing link that we have been looking for -- an intermediary between two sets of signals that until now were not clearly correlated."

Researchers now want to explore this in greater detail with other conditions to better understand the nature of this relationship.

Brandi Eiff, the study's first author from King's IoPPN said, "There are many conditions for which inflammation is a factor. By establishing this link, we can better understand how peripheral immunity interacts with brain function and mental health. As science and medicine begins to move toward a more holistic approach, considering the immune responses across the brain and body could be valuable in terms of advancing treatments of many disorders, including depression."

Co-author Valeria Mondelli, Clinical Professor of Psychoneuroimmunology at King's IoPPN and Co-lead of Psychosis and Mood Disorders Theme at the NIHR Maudsley BRC said: "Our study finds that although peripheral and brain inflammation do not seem to be directly associated, there are areas of our skull which appear to work as "traffic lights" between the two. Focusing on examining levels of inflammation in these areas could give us more precise information of what is happening in the brain and, in the case of depression, identifying those patients in need of treatment that reduces inflammation. Furthermore, these areas could be specifically targeted by future treatment to reduce the effect of increased inflammation in the brain for depression and other immune-related conditions."
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Online training could help older adults communicate in noisy environments | ScienceDaily
Online training that helps people recognise and understand new voices could be key to helping older adults improve communication in everyday environments, finds research by UCL experts.


						
The study, published in the Journal of Experimental Psychology: Applied, tested whether learned voices were easier to understand than unfamiliar voices in 20 older (55-73 years) and 20 younger (18-34 years) adults.

Participants took part in some preparatory online training, where they were trained to understand three new voices by listening to them each say 10 meaningful sentences until they became "familiar."

They then had to listen to one of these voices speak at the same time as two new "unfamiliar" voices (similar to in a social setting) to see if they could pick out a specific sentence and name which of the three "familiar" speakers they were listening to.

Participants completed this exercise 468 times each and the target "familiar" voice changed throughout the trial.

The researchers found that there was around a 30% improvement in understanding sentences spoken by new voices that participants had been trained to recognise, in both older and younger adults.

Lead author, Dr Emma Holmes (UCL Psychology & Language Sciences), said: "People often face the challenge of understanding speech in noisy environments: imagine a festive office party, a family gathering, or trying to hold a conversation in a busy cafe. This process becomes more challenging as people age.




"Yet, in these environments, we are better at understanding people who are familiar to us, such as our family members, friends and colleagues.

"In this paper we found people get as much benefit from being trained to understand newly familiarised voices, as for naturally familiar voices such as family members."

Participants were able to complete the training on a computer in the comfort of their own homes and effective results were seen in less than one hour.

Based on their findings, the team believes that if a person practices listening to voices that they regularly encounter, it could improve their everyday communication.

Dr Holmes added: "This type of training may be particularly appealing to older adults, given that people often find it increasingly difficult to understand speech in noisy places as they age."

The researchers now aim to personalise the training to voices that participants regularly encounter in their daily lives.




Eventually, after technical development, they hope the training will be publicly available via a smartphone app.

They also hope to explore how this type of training could help people who have hearing loss, who often find it difficult to communicate in noisy places.

The researchers recently published another study, funded by the Royal National Institute for Deaf People, on how people focus on a voice of interest amid multiple conversations. They found that both younger adults and older adults with excellent hearing use the location of the voice to understand speech. However, this ability decreases with age-related hearing loss.

Interestingly, this decline occurs even when the hearing loss is below the clinical diagnosis threshold. This suggests that changes in both peripheral and central auditory processes begin before clinical hearing loss is diagnosed, explaining why people with hearing loss struggle in noisy environments.

The new research was funded by Wellcome and the Experimental Psychology Society.
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Short-term cognitive boost from exercise may last for 24 hours | ScienceDaily
The short-term boost our brains get after we do exercise persists throughout the following day, suggests a new study led by UCL (University College London) researchers.


						
Previous research in a laboratory setting has shown that people's cognitive performance improves in the hours after exercise, but how long this benefit lasts is unknown.

The new study, published in the International Journal of Behavioral Nutrition and Physical Activity, found that, on average, people aged 50 to 83 who did more moderate to vigorous physical activity than usual on a given day did better in memory tests the day after.

Less time spent sitting and six hours or more of sleep were also linked to better scores in memory tests the next day.

More deep (slow-wave*) sleep also contributed to memory function, and the research team found this accounted for a small portion of the link between exercise and better next-day memory.

The research team looked at data from 76 men and women who wore activity trackers for eight days and took cognitive tests each day.

Lead author Dr Mikaela Bloomberg (UCL Institute of Epidemiology & Health Care) said: "Our findings suggest that the short-term memory benefits of physical activity may last longer than previously thought, possibly to the next day instead of just the few hours after exercise. Getting more sleep, particularly deep sleep, seems to add to this memory improvement.




"Moderate or vigorous activity means anything that gets your heart rate up -- this could be brisk walking, dancing or walking up a few flights of stairs. It doesn't have to be structured exercise.

"This was a small study and so it needs to be replicated with a larger sample of participants before we can be certain about the results."

In the short term, exercise increases blood flow to the brain and stimulates the release of neurotransmitters such as norepinephrine and dopamine which help a range of cognitive functions.

These neurochemical changes are understood to last up to a few hours after exercise. However, the researchers noted that other brain states linked to exercise were more long-lasting. For instance, evidence suggests exercise can enhance mood for up to 24 hours.

A previous study, published by a separate research team in 2016, also found more synchronised activity in the hippocampus (a marker of increased hippocampal function, which facilitates memory function) for 48 hours after high-intensity interval training (HIIT) cycling.

Co-author Professor Andrew Steptoe (UCL Institute of Epidemiology & Health Care) said: "Among older adults, maintaining cognitive function is important for good quality of life, wellbeing, and independence. It's therefore helpful to identify factors that can affect cognitive health on a day-to-day basis.




"This study provides evidence that the immediate cognitive benefits of exercise may last longer than we thought. It also suggests good sleep quality separately contributes to cognitive performance.

"However, we can't establish from this study whether these short-term boosts to cognitive performance contribute to longer term cognitive health and though there is plenty of evidence to suggest physical activity might slow cognitive decline and reduce dementia risk, it's still a matter of some debate."

For the new study, the researchers looked at data from wrist-worn activity trackers to determine how much time participants spent being sedentary, doing light physical activity, and doing moderate or vigorous physical activity. They also quantified sleep duration and time spent in lighter (rapid eye movement, or REM) sleep and deeper, slow-wave sleep.

In looking at the links between different types of activity and next-day cognitive performance, the research team adjusted for a wide variety of factors that might have distorted the results, including the amount of moderate or vigorous physical activity that participants did on the day of the tests.

They also accounted for participants' average levels of activity and sleep quality across the eight days they were tracked, as participants who are habitually more active and typically have higher-quality sleep perform better in cognitive tests.

The team found that more moderate or vigorous physical activity compared to a person's average was linked to better working memory and episodic memory (memory of events) the next day. More sleep overall was linked to improved episodic and working memory and psychomotor speed (a measure of how quickly a person detects and responds to the environment). More slow-wave sleep was linked to better episodic memory.

Conversely, more time spent being sedentary than usual was linked to worse working memory the next day.

The study is among the first to evaluate next-day cognitive performance using a "micro-longitudinal" study design where participants were tracked going about their normal lives rather than having to stay in a lab.

Among the study limitations, the researchers noted that the participants were a cognitively healthy group, meaning the results might not be true for people who have neurocognitive disorders.

The study involved researchers from the UCL Institute of Epidemiology & Health Care, UCL Division of Surgery & Interventional Science and the University of Oxford, and received funding from the UK's Economic and Social Research Council (ESRC).

*Slow-wave sleep was given its name based on the characteristic brain waves that can be observed during this stage of sleep. It is deep, restorative sleep, where a person's heart rate slows and blood pressure decreases.
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Scientists identify a probable contributor to weakness of the aorta in people with genetic disorder | ScienceDaily
Studying the cells of people and genetically engineered mice, Johns Hopkins Medicine scientists say they have uncovered a potential reason why patients with Loeys-Dietz syndrome, an inherited connective tissue disorder, are especially prone to developing aneurysms at the root of the aorta, the major artery that carries blood away from the heart and to the rest of the body.


						
Loeys-Dietz syndrome affects the craniofacial, skeletal, cutaneous, gastrointestinal and cardiovascular systems. Aneurysms, an aggressive hallmark of Loeys-Dietz syndrome that occur when a blood vessel's diameter grows 50% larger than its usual size, are bulging enlargements of an artery that predispose it to life-threatening tears (dissections) or rupture. Although patients with Loeys-Dietz syndrome are at risk of developing aneurysms in all arteries, the base of the aorta closest to the heart is the site at greatest risk, the researchers say.

The findings, published Nov. 20 in Nature Cardiovascular Research, indicate that vascular smooth muscle cells (the muscle cells in blood vessel walls) in the aortic root of mice with this disorder produce excessive amounts of the critical protein Gata4, making them susceptible to aneurysms.

The mice harbor a genetic mutation in the Tgfbr1 gene, one of seven genes known to be altered in patients with Loeys-Dietz syndrome. The mutation of TGFBR1 was previously observed in patients with this condition, "adding confidence in the relevance of these findings to people with Loeys-Dietz syndrome," says Hal Dietz III, M.D., the Victor A. McKusick Professor of Medicine and Genetics at the Johns Hopkins University School of Medicine.

Identifying risk factors for aortic aneurysms in Loeys-Dietz patients has been a central focus of research, says Elena MacFarlane, Ph.D., assistant professor of genetic medicine at Johns Hopkins University School of Medicine.

"In many patients, the aortic root is the canary in the coal mine, the first area of the aorta that dilates, indicating that the vessel is losing its integrity," MacFarlane says. "Understanding what makes it vulnerable may help us better understand how Loeys-Dietz syndrome progresses and, in that manner, how it can be slowed or prevented with treatments."

Loeys-Dietz syndrome was identified in 2005 by then Johns Hopkins researcher Bart Loeys, M.D., Ph.D., and Hal Dietz, who directs Johns Hopkins' research on Marfan syndrome, a genetic disorder similar to Loeys-Dietz syndrome. Marfan syndrome's features were systematically described by the late Victor McKusick, M.D., recognized as a father of human genetics as a medical discipline.




Loeys-Dietz syndrome is estimated to affect one in 50,000 people, according to a report by Loeys and Dietz. One of the classes of medications available to treat people with Loeys-Dietz syndrome is angiotensin II receptor blockers (ARBs), which are more generally used to treat high blood pressure. The medicines suppress progression of aneurysms in mouse models and people with Marfan syndrome, potentially reducing the risk of vascular tears, early death or the need for surgery.

"The new findings could help us better understand why the aortic root is likely to dilate in patients with Loeys-Dietz syndrome," says Dietz. "Our research could eventually help refine treatment strategies for this condition, and potentially other vascular connective tissue disorders."

To begin the current study, Emily Bramel, Ph.D., now a postdoctoral fellow at the Broad Institute in Boston, analyzed mice that were genetically engineered to show the features of Loeys-Dietz syndrome, including aortic root aneurysm. Bramel, who worked in MacFarlane's lab while a Johns Hopkins graduate student, compared her findings in mouse models with data obtained from analysis of aortic cells collected with permission from people with Loeys-Dietz syndrome. The data were shared by Stanford University cardiac surgeons Albert Pedroza, M.D., Ph.D., and Michael Fischbein, M.D., Ph.D.

This comparison between aortic cells from people and mice was facilitated by a tool created by Johns Hopkins computational scientist Genevieve Stein-O'Brien, Ph.D., M.H.S., which compared gene expression patterns across tissues and species.

"We found that cells expressing high levels of Gata4 were present in higher numbers in the aortic root of mice and humans with Loeys-Dietz syndrome, begging the question of whether this contributes to the vulnerability for aneurysm formation," MacFarlane says.

Smooth muscle cells with the Tgfbr1 mutation seem to be unable to properly degrade excess Gata4 protein, resulting in its accumulation, MacFarlane says. While Gata4 is necessary for many processes, the scientists say too much Gata4 can be harmful because it results in excess levels of the angiotensin II receptor -- the molecule targeted by ARBs.




Because Gata4 is crucial to development of systems throughout the body, MacFarlane says it's unlikely drugs could tinker safely with the protein directly. However, in future studies, the scientists hope to learn why the mutation that causes Loeys-Dietz syndrome leads to an accumulation of Gata4.

"The process that triggers an excess of Gata4 could potentially be targeted by a drug," MacFarlane says. "We just need to understand how it works."

In addition to Bramel, MacFarlane, Dietz, Stein-O'Brien, Pedroza and Fischbein, scientists who contributed to this work are Johns Hopkins scientists Wendy Espinoza Camejo, Tyler Creamer, Leda Restrepo, Muzna Saqib, Rustam Bagirzadeh, Anthony Zeng and Jacob Mitchell.

The research was funded by the National Institutes of Health (S10OD023548, R01HL147947, F31HL163924), the Marfan Foundation, the Loeys-Dietz Syndrome Foundation and the Johns Hopkins Broccoli Center for Aortic Diseases.
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Scientists create AI that 'watches' videos by mimicking the brain | ScienceDaily
Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists at Scripps Research have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.


						
This brain-inspired AI model, detailed in a study published in the Proceedings of the National Academy of Sciences on November 19, 2024, can perceive moving scenes by simulating how neurons -- or brain cells -- make real-time sense of the world. Conventional AI excels at recognizing still images, but MovieNet introduces a method for machine-learning models to recognize complex, changing scenes -- a breakthrough that could transform fields from medical diagnostics to autonomous driving, where discerning subtle changes over time is crucial. MovieNet is also more accurate and environmentally sustainable than conventional AI.

"The brain doesn't just see still frames; it creates an ongoing visual narrative," says senior author Hollis Cline, PhD, the director of the Dorris Neuroscience Center and the Hahn Professor of Neuroscience at Scripps Research. "Static image recognition has come a long way, but the brain's capacity to process flowing scenes -- like watching a movie -- requires a much more sophisticated form of pattern recognition. By studying how neurons capture these sequences, we've been able to apply similar principles to AI."

To create MovieNet, Cline and first author Masaki Hiramoto, a staff scientist at Scripps Research, examined how the brain processes real-world scenes as short sequences, similar to movie clips. Specifically, the researchers studied how tadpole neurons responded to visual stimuli.

"Tadpoles have a very good visual system, plus we know that they can detect and respond to moving stimuli efficiently," explains Hiramoto.

He and Cline identified neurons that respond to movie-like features -- such as shifts in brightness and image rotation -- and can recognize objects as they move and change. Located in the brain's visual processing region known as the optic tectum, these neurons assemble parts of a moving image into a coherent sequence.

Think of this process as similar to a lenticular puzzle: each piece alone may not make sense, but together they form a complete image in motion. Different neurons process various "puzzle pieces" of a real-life moving image, which the brain then integrates into a continuous scene.




The researchers also found that the tadpoles' optic tectum neurons distinguished subtle changes in visual stimuli over time, capturing information in roughly 100 to 600 millisecond dynamic clips rather than still frames. These neurons are highly sensitive to patterns of light and shadow, and each neuron's response to a specific part of the visual field helps construct a detailed map of a scene to form a "movie clip."

Cline and Hiramoto trained MovieNet to emulate this brain-like processing and encode video clips as a series of small, recognizable visual cues. This permitted the AI model to distinguish subtle differences among dynamic scenes.

To test MovieNet, the researchers showed it video clips of tadpoles swimming under different conditions. Not only did MovieNet achieve 82.3 percent accuracy in distinguishing normal versus abnormal swimming behaviors, but it exceeded the abilities of trained human observers by about 18 percent. It even outperformed existing AI models such as Google's GoogLeNet -- which achieved just 72 percent accuracy despite its extensive training and processing resources.

"This is where we saw real potential," points out Cline.

The team determined that MovieNet was not only better than current AI models at understanding changing scenes, but it used less data and processing time. MovieNet's ability to simplify data without sacrificing accuracy also sets it apart from conventional AI. By breaking down visual information into essential sequences, MovieNet effectively compresses data like a zipped file that retains critical details.

Beyond its high accuracy, MovieNet is an eco-friendly AI model. Conventional AI processing demands immense energy, leaving a heavy environmental footprint. MovieNet's reduced data requirements offer a greener alternative that conserves energy while performing at a high standard.




"By mimicking the brain, we've managed to make our AI far less demanding, paving the way for models that aren't just powerful but sustainable," says Cline. "This efficiency also opens the door to scaling up AI in fields where conventional methods are costly."

In addition, MovieNet has potential to reshape medicine. As the technology advances, it could become a valuable tool for identifying subtle changes in early-stage conditions, such as detecting irregular heart rhythms or spotting the first signs of neurodegenerative diseases like Parkinson's. For example, small motor changes related to Parkinson's that are often hard for human eyes to discern could be flagged by the AI early on, providing clinicians valuable time to intervene.

Furthermore, MovieNet's ability to perceive changes in tadpole swimming patterns when tadpoles were exposed to chemicals could lead to more precise drug screening techniques, as scientists could study dynamic cellular responses rather than relying on static snapshots.

"Current methods miss critical changes because they can only analyze images captured at intervals," remarks Hiramoto. "Observing cells over time means that MovieNet can track the subtlest changes during drug testing."

Looking ahead, Cline and Hiramoto plan to continue refining MovieNet's ability to adapt to different environments, enhancing its versatility and potential applications.

"Taking inspiration from biology will continue to be a fertile area for advancing AI," says Cline. "By designing models that think like living organisms, we can achieve levels of efficiency that simply aren't possible with conventional approaches."

This work for the study "Identification of movie encoding neurons enables movie recognition AI," was supported by funding from the National Institutes of Health (RO1EY011261, RO1EY027437 and RO1EY031597), the Hahn Family Foundation and the Harold L. Dorris Neurosciences Center Endowment Fund.
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What motivates Americans to eat less red meat? | ScienceDaily
Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.


						
Researchers at Baruch College and the University of Southern California (USC) surveyed more than 7,500 adults as part of the Understanding America Study -- a probability-based Internet panel of individuals 18 and older. They will present their research at the December annual meeting of the Society for Risk Analysis in Austin, Texas.

When they analyzed the survey results, the researchers found that only 12 percent of participants reported they did not eat red meat. Adults who reported not eating red meat were more likely to have indicated that they:
    	were female
    	were 65 years of age or older
    	had a college degree
    	had an annual income of $60,000 or less
    	had voted for Democrats or Independents (vs. Republicans),
    	and self-identified as non-Hispanic Black, Hispanic, or Asian (vs. non-Hispanic whites).

When asked to choose their top two concerns of the past year, the non red-meat eaters were equally likely to choose "environment and climate change" or "health/healthcare." In the analysis of survey results, environmental concerns were associated with self-reports of not eating red meat while health concerns were not.

"People may be more familiar with the environmental benefits of not eating red meat than with the potential health benefits," says lead author Patrycja Sleboda, assistant professor of psychology at Baruch College in New York City.

The authors suggest that public awareness of the environmental impacts of eating red meat may be increasing due to rising climate change concerns. Red meat production is a major source of greenhouse gas emissions, deforestation, and water usage, according to the Intergovernmental Panel on Climate Change (IPCC). Production of meat and dairy contribute to 72-78 percent of global food-related greenhouse gas emissions and 15 percent of total global emissions. By eating less red meat, people can lower their own contribution of greenhouse gas emissions.

The lack of a significant association between health concerns and red-meat eating may reflect a lack of clear dietary recommendations in the United States. Studies have shown that high levels of both unprocessed red and processed meat have been associated with elevated risk for colorectal, stomach, and pancreatic cancers. The American Cancer Society recommends "limiting red and processed meat," while the American Heart Association suggests people eat more plant-based proteins and meatless meals.
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Fetal defense: Study reveals early immune protection in the womb | ScienceDaily
Latest research from Duke-NUS Medical School has revealed that foetuses are not as defenceless as once thought; they can actually fight infections from within the womb. This new understanding could significantly change the way doctors protect foetuses from infections that lead to serious health conditions, like microcephaly, where the baby's head is significantly smaller than expected for its age.


						
In the study, published in the journal Cell, the researchers discovered that a foetus has a functional immune system that is well-equipped to combat infections in its developing nervous system, long before birth. It had previously been shown that the mother's immune system was the sole source of protection from infection for a foetus. This breakthrough discovery could potentially benefit women who contract infections during pregnancy. Congenital disorders, including those caused by diseases transmitted from mothers to foetuses during pregnancy, cause approximately 240,000 newborn deaths yearly[1].

Associate Professor Ashley St John from the Programme in Emerging Infectious Diseases at Duke-NUS, the lead author on the study, said:

"Early in pregnancy, a foetus cannot survive on its own and we have always assumed that it mostly relies on the mother's immune system for protection against infections. However, we found that the foetus' own immune system is already able to mount defences against infections much earlier than previously thought."

Investigating further, the scientists studied the foetal immune response in a preclinical model using Zika virus strains from around the world. They found that immune cells react differently to infection -- either taking on a protective role and reducing damage to the foetus' developing brain or harming the foetus' brain by causing non-protective inflammation.

The study revealed new insights into the role of microglia, a type of immune cell found in the brain. Using human brain models known as organoids or mini-brains, the researchers confirmed that these cells take on a protective role during an infection and are crucial to the foetal immune system's defence against pathogens.

Monocytes, white blood cells produced in the bone marrow, were another type of immune cell that the researchers studied. The team, which included A*STAR scientists, found that besides being drawn to the foetal brain during an infection, they triggered detrimental inflammation in the brain, killing brain cells instead of eliminating the virus. While it had previously been shown that monocytes' harmful nature only manifests after birth, this finding showed that these immune cells can also cause damage to a developing foetal brain before birth.




Additionally, monocytes produce highly reactive molecules known as reactive oxygen species that help the body combat pathogens by alerting cells to a pathogen, a state in which they release inflammatory signals. However, the researchers observed an increased release of a particular inflammatory signal, called nitric oxide synthase-2 (NOS2), caused neuron damage when combined with reactive oxygen species in large volumes. Just as bleach can damage the fibres of a piece of clothing when used in excess, so too can immune responses harm a foetus' brain if they are not properly regulated.

In response to this finding, the scientists used an experimental anti-inflammatory drug to block the function of NOS2. This led to the reduction of non-protective inflammation induced by monocytes in the brain and protected the foetal brain from the damage that Zika infections can cause.

Assoc Prof St John said that the study brings a fresh perspective to the fight against congenital disorders stemming from infections:

"Our work has shown that the immune responses of foetuses can be either protective or harmful. Knowing how various immune cells contribute to foetal immune protection will be important in our continued search for ways to improve pregnancy outcomes."

"We hope that with further testing, we can establish the safety of the anti-inflammatory drug so that it can be developed into a viable form of treatment that protects foetuses from harmful inflammation in their brains," she added.

Professor Patrick Tan, Senior Vice-Dean for Research at Duke-NUS, commented:

"Around the world, there are huge efforts underway to map the different cells in our bodies and how they contribute to human health and disease. By revealing the intricacies of our earliest immune responses, this study brings us a step closer to having a more comprehensive understanding of the human body's inner workings, potentially paving the way for new medical interventions."

This new research is part of Duke-NUS' efforts to improve global health by bringing together basic scientific research and translational applications to pioneer novel biomedical solutions.
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Rotavirus vaccine is safe for use in NICU babies, study suggests | ScienceDaily
Researchers from Children's Hospital of Philadelphia (CHOP) found that transmission of rotavirus vaccine strains in a neonatal intensive care unit (NICU) is rare and without clinical consequences, strongly suggesting that giving the rotavirus vaccine to eligible infants during their hospitalization provides immune benefits that outweigh any risks. The findings, published today in the journal Pediatrics, could serve as the basis for a change in clinical practice.


						
Rotavirus is a virus that infects the lining of the intestines and is typically characterized by symptoms such as high fever, persistent and severe vomiting and diarrhea. Before rotavirus vaccines were available, most children were infected before age 5, and the virus contributed to roughly half a million child deaths worldwide, and tens of thousands of hospitalizations of young children in the U.S., each year. Rotavirus remains the most common cause of diarrhea in infants and young children.

The first dose of a rotavirus vaccine is usually given to newborns at two months old. Historically, many NICUs do not give rotavirus vaccines to inpatients due to a theoretical risk of horizontal transmission of vaccine strains, meaning that the strains of the virus in the vaccine could potentially infect at-risk patients, since some vaccinated infants shed live, attenuated vaccine-strain rotavirus in their stool for weeks after administration. Holding vaccination until patients are discharged from the NICU often leaves infants with long hospitalizations, who are most vulnerable to severe rotavirus disease due to underlying health conditions, potentially making them ineligible to ever receive the vaccine. Prior retrospective studies found very minimal risk of horizontal transmission in NICU settings.

"As an infectious disease doctor who has worked on Infection Control in NICUs for many years, I was struck by how rarely vaccine virus was transmitted and how it did not cause clinical symptoms," said co-senior study author Susan E. Coffin, MD, an attending physician for the Division of Infectious Diseases at CHOP. "Our study, conducted in a large NICU with both multi-bed open pods and private rooms, adds to current evidence suggesting that risk of transmission of vaccine-strain rotavirus to unvaccinated infants in NICU settings is low."

Bringing together expertise from across CHOP, including the Division of Infectious Diseases, the Division of Neonatology, the CHOP Research Institute and Clinical Futures, this study included all patients admitted to CHOP's 100-bed N/IICU for one year. Stool specimens were collected weekly and tested to look for rotavirus vaccine strains. Investigations were conducted for suspected transmission events.

Among the 1238 infants admitted, 226 doses of the RotaTeq vaccine were administered. A total of 3448 stool samples were analyzed, including 2252 from 686 unvaccinated patients. The vast majority of those unvaccinated patients (681, or 99.3%) never tested positive for the rotavirus vaccine strain. The remaining five patients tested positive for a rotavirus vaccine strain. No gastroenteritis symptoms were identified in those transmission cases.

"While this study was conducted in a level 4 referral NICU, our combination of both single patient rooms as well as open pods supports its generalizability to a variety of NICUs of different layouts and sizes," said Kathleen A. Gibbs, MD, an attending neonatologist in the Division of Neonatology and Medical Director of Quality Improvement and Patient Safety of the NICU at CHOP. "Ultimately, these findings add to the existing safety data and suggest the known benefits of NICU administration of the rotavirus vaccine outweigh the low risks of vaccine-strain transmission."

This study was supported by the Centers for Disease Control and Prevention grant 00HCVGEE-2020-43693.
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Hazardous PFAS chemicals in drinking water | ScienceDaily
Per- and polyfluoroalkyl substances (PFAS) are considered "forever chemicals"; they generally do not decompose on their own even after centuries and, therefore, pose a long-term threat to humans and animals. PFAS have been used in numerous products such as textiles, fire-fighting foams, and food packaging, and have thus been released into the environment. The substances can accumulate in the body via food and drinking water, and thus cause serious health issues.


						
The team led by Nebojsa Ili from the TUM Chair of Urban Water Systems Engineering and Prof. Soumya Mukherjee, a former Alexander von Humboldt postdoctoral researcher at the TUM Chair of Inorganic and Organometallic Chemistry during the study period and now Assistant Professor of Materials Chemistry at the University of Limerick, identified water-stable metal-organic framework compounds made of zirconium carboxylate as particularly effective PFAS filters. The bespoke class of materials is characterized by the adaptable pore sizes and surface chemistry. The materials are water-resistant and highly electrostatically charged. By specifically designing the structures and combining them with polymers, the filter capacity has been significantly improved compared to materials already in use, such as activated carbon and special resins.

Prof. Jorg Drewes, Chair of Urban Water Systems Engineering, emphasizes the great social significance of the research results: "PFAS pose a constant threat to public health. For too long, the negative effects of the chemicals, which, among other things, ensure that rain jackets are waterproof and breathable, have been underestimated. The industry has now started to rethink this, but the legacy of PFAS will continue to affect us for several generations to come."

Researchers from the TUM School of Natural Sciences worked together with colleagues from the TUM School of Engineering and Design and simulation experts from the TUM School of Computation, Information, and Technology to develop and research the new filters. Prof. Roland Fischer, Chair of Inorganic and Organometallic Chemistry, emphasizes: "When solving such major challenges, experts from a wide range of disciplines have to work together. You simply can't get anywhere on your own. I am delighted that this approach has again proved its worth here."

However, it will be some time before this new filter material is adopted at large scale in waterworks. The newly discovered principle would have to be implemented with sustainably available, inexpensive materials that are safe in every respect. This will require considerable further research and engineering solutions.
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Hair growth drug safe at low doses for breast cancer patients | ScienceDaily
Hair loss during chemotherapy can cause enough distress for some women to lose self-confidence, which experts say may discourage them from seeking chemotherapy in the first place.


						
Oral minoxidil is a commonly prescribed treatment for hair loss. The drug is also the active ingredient in over-the-counter Rogaine. The prescription treatment is known, however, to dilate blood vessels, and experts worry that this could increase the heart-related side effects of chemotherapy and lead to chest pain, shortness of breath, or fluid buildup.

Now, a study in women with breast cancer suggests that low oral doses of minoxidil, taken during or after cancer treatment, appear to regrow hair in most patients and without causing any serious heart-related side effects that require additional therapies or hospitalization.

Led by researchers at NYU Langone Health, the new analysis included 51 women who were treated for various stages of breast cancer, of whom 25 had some combination of surgery or radiation in addition to chemotherapy, and 26 had only the former two therapies.

"Our results should offer reassurance to breast cancer patients that there is indeed a safe way to combat their hair loss," said study co-lead author, Devyn Zaminski, BA, a medical student at NYU Grossman School of Medicine.

While past studies have examined the use of minoxidil in breast cancer patients, the new work is among the most comprehensive to date to look at both the safety and benefits of minoxidil on breast cancer patients, the researchers say.

A report on the investigation published online Dec. 3 in the Journal of the American Academy of Dermatology.

For the analysis, the research team collected data from NYU Langone Health's electronic health record system from 2012 to 2023. Out of hundreds of breast cancer patients who were also prescribed oral minoxidil for hair loss, the investigators identified 51 women who had taken the medication for longer than one month and who had data in their charts regarding how well the drug was tolerated. Researchers took into account age, race, and past medical history. They looked at breast cancer details, other medications, and additional demographic factors.




Based on both physician assessments and the patients' self-reports, all who took a low dose of oral minoxidil saw either improvements in hair growth or stabilization of their hair loss within three to six months of starting the therapy.

"Based on these findings, minoxidil has been shown to be safe for patients while also being effective," said co-senior author, Kristen Lo Sicco, MD, associate professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman School of Medicine. "The effectiveness of minoxidil may therefore help patients restore their sense of self and some control in a situation where it has been visibly taken away," said Lo Sicco.

Lo Sicco suggests that additional research is needed to affirm the new results in more patients and people with other forms of cancer and chemotherapy regimens.

The research team cautions that patients may not have disclosed mild heart-related side effects, such as minor fluid buildup, because they could have occurred without any symptoms. As a result, issues may not have been entered into the patients' health charts. Another limitation of the study, the team notes, is that some of the assessments by physicians and patients were self-reported or observed.

Study funding was provided by NYU Langone Health.

In addition to Zaminski and Lo Sicco, other NYU Langone investigators involved in the study are Ambika Nohria, BS; Deesha Desai, BS; Michael Buontempo, MS; Avrom Caplan, MD; Mario Lacouture, MD; Michael Garshick, MD; and Jerry Shapiro, MD. Michelle Sikora, BS, served as study co-lead author, and Daniel R. Mazori, MD, served as study co-senior author.

Another investigator involved in the study is Elise Olsen, MD, at Duke University in Durham, N.C.
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      Top stories featured on ScienceDaily's Space & Time, Matter & Energy, and Computers & Math sections.


      
        A new galaxy, much like our own
        Stunning new photographs by a team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way. The extraordinary images give us an unprecedented picture of what our own galaxy might have looked like when it was being born.

      

      
        Study urges Canada to build solar power mega-projects
        Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report. The recommendation comes from a new article which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

      

      
        AI thought knee X-rays show if you drink beer -- they don't
        A new study highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as 'shortcut learning.' The researchers analyzed thousands of knee X-rays and found that AI models can 'predict' unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved high levels of accuracy by exploiting subtle and unintende...

      

      
        Minuscule robots for targeted drug delivery
        An interdisciplinary team has created tiny bubble-like microrobots that can deliver therapeutics right where they are needed and then be absorbed by the body.

      

      
        Noninvasive imaging method can penetrate deeper into living tissue
        Researchers developed a non-invasive imaging technique that enables laser light to penetrate deeper into living tissue, capturing sharper images of cells. This could help clinical biologists study disease progression and develop new medicines.

      

      
        Adoption of AI calls for new kind of communication competence from sales managers
        Artificial intelligence, AI, is rapidly transforming work also in the financial sector. A recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related t...

      

      
        Researchers harness copper versatility to enable control of CO2 reduction products
        Just like we recycle waste, repurposing excess CO2 from the atmosphere could be one way to abate the worsening climate crisis. In electrochemical reduction, CO2 is converted into industrial products like carbon monoxide, methane, or ethanol. However, scientists have difficulty tailoring the reaction to produce specific products. Now, an international research team has harnessed the versatility of copper to find a solution to this conundrum.

      

      
        'Superman' bacteria offer a sustainable boost to chemical production
        Industry -- particularly the pharmaceutical industry -- is deeply reliant on bacteria in their production. Now, researchers present a 'superman suit' to put on the bacteria, so that they can produce chemicals with less energy, fewer solvents, and reduced waste.

      

      
        Milestone 10-GeV experiment shines light on laser-plasma interactions
        With dual lasers, researchers have accelerated a high-quality beam of electrons to 10 billion electronvolts in just 30 centimeters. The experiment gives scientists a 'frame-by-frame' look at how a petawatt laser interacts with a long plasma channel, knowledge that's crucial for building future compact particle accelerators.

      

      
        Mapping the nanoscale architecture of functional materials
        Researchers have pioneered a new technique called X-ray linear dichroic orientation tomography, which probes the orientation of a material's building blocks at the nanoscale in three-dimensions. First applied to study a polycrystalline catalyst, the technique allows the visualization of crystal grains, grain boundaries and defects -- key factors determining catalyst performance. Beyond catalysis, the technique allows previously inaccessible insights into the structure of diverse functional materi...

      

      
        Researchers discover new third class of magnetism that could transform digital devices
        A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.

      

      
        Enabling AI to explain its predictions in plain language
        Researchers developed a system that converts AI explanations into narrative text that can be more easily understood by users. This system could help people determine when to trust a model's predictions.

      

      
        Discovery of new growth-directed graphene stacking domains may precede new era for quantum applications
        Researchers discovered that three-layer graphene can naturally self-organize into specific stacking patterns (ABA/ABC domains) during growth on silicon carbide, eliminating the need for manual manipulation. This breakthrough could enable scalable production of quantum devices.

      

      
        Particle that only has mass when moving in one direction observed for first time
        For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the re...

      

      
        Better environmental performance boosts profits and cuts costs
        Using a new calculation method, researchers found in an international comparative study that investors value corporate environmental performance more than mere information disclosure. In some developed countries, beyond sustainability efforts, companies can improve environmental efficiency to enhance economic performance.

      

      
        Scientists develop coating for enhanced thermal imaging through hot windows
        A team of scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows.

      

      
        A greener, cleaner way to extract cobalt from 'junk' materials
        As the demand for lithium-ion batteries escalates with the proliferation of mobile phone, electric vehicles and even pacemakers, key components in these powerhouses, like cobalt, face significant ethical and environmental concerns related to their extraction. Now, scientists have pioneered a safer, more sustainable solution to separate cobalt from ores or recycled materials via precipitate.

      

      
        Research shows feasting fungi could revolutionize carbon-fiber recycling
        A new biotechnological process shows how to break down and remove the matrix from carbon fiber reinforced polymers so that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

      

      
        A new discovery about the source of the vast energy in cosmic rays
        New research suggests that these ultra-high energy rays derive their energy from magnetic turbulence.

      

      
        Rethinking the quantum chip
        Researchers have realized a new design for a superconducting quantum processor, aiming at a potential architecture for the large-scale, durable devices the quantum revolution demands. Unlike the typical quantum chip design that lays the information-processing qubits onto a 2-D grid, the team has designed a modular quantum processor comprising a reconfigurable router as a central hub. This enables any two qubits to connect and entangle, where in the older system, qubits can only talk to the qubits...

      

      
        New algorithm boosts multitasking in quantum machine learning
        When a quantum computer processes data, it must translate it into understandable quantum data. Algorithms that carry out this 'quantum compilation' typically optimize one target at a time. However, a team has created an algorithm capable of optimizing multiple targets at once, effectively enabling a quantum machine to multitask.

      

      
        Advancing the synthesis of two-dimensional gold monolayers
        Nanostructured two-dimensional gold monolayers offer possibilities in catalysis, electronics, and nanotechnology.

      

      
        Shape-changing device helps visually impaired people perform location task as well as sighted people
        A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new research.

      

      
        10,000 times faster than traditional methods: New computational framework automatically discovers experimental designs in microscopy
        For human researchers, it takes many years of work to discover new super-resolution microscopy techniques. The number of possible optical configurations of a microscope -- for example, where to place mirrors or lenses -- is enormous. Researchers have now developed an artificial intelligence (AI) framework which autonomously discovers new experimental designs in microscopy. The framework, called XLuminA, performs optimizations 10,000 times faster than well-established methods.

      

      
        Delivering medicines with microscopic 'flowers'
        Using microparticles consisting of extremely thin petals, medicines can be delivered via the bloodstream in a precisely targeted manner, for example to a tumour or blood clot. Ultrasound and other acoustic procedures guide the particles through the body and reveal their locations. This makes the particles easy to deploy, as ultrasound procedures are common practice in medicine.

      

      
        Empowering older adults with home-care robots
        The rapidly increasing aging population will lead to a shortage of care providers in the future. While robotic technologies are a potential alternative, their widespread use is limited by poor acceptance. In a new study, researchers have examined a user-centric approach to understand the factors influencing user willingness among caregivers and recipients in Japan, Ireland, and Finland. Users' perspectives can aid the development of home-care robots with better acceptance.

      

      
        Leap in modelling human impact on climate may lead to early warning of climate disasters
        Mathematicians have applied statistical mechanics to climate change detection and attribution for first time. They have shown how to separate the 'signal' of human-made climate change from the 'noise' of natural climate fluctuations. This allows for a dramatic improvement in the ability to detect climate change and early warnings of climatic tipping points.

      

      
        Scientists develop cost-effective lasers for extended SWIR applications
        A ground-breaking study showcases a significant advancement in laser technology, promising more affordable and scalable solutions for applications ranging from environmental monitoring to biomedical imaging. Researchers have developed the first colloidal quantum dot (CQD)-based laser capable of operating across the entire extended short-wave infrared (SWIR) spectrum.

      

      
        'Strong' filters: Innovative technology for better displays and optical sensors
        New research has shown how the quantum mechanical principle of strong coupling opens unrivalled possibilities for designing optical filters.

      

      
        AI predicts Earth's peak warming
        Artificial intelligence provides new evidence that rapid decarbonization will not prevent warming beyond 1.5 degrees Celsius. The hottest years of this century are likely to shatter recent records.

      

      
        Rethinking the brain pacemaker: How better materials can improve signals
        Researchers have created organic materials for brain and heart pacemakers, which rely on uninterrupted signal delivery to be effective. Using a plastic base known as polypropylene, the researchers added a specially formulated clay called Montmorillonite and different ratios of graphene, one of the strongest lightweight materials. They created five different materials that could be performance-tested and took detailed measurements of the structure of the composite materials using scanning electron...

      

      
        Scientists developed a nanolaser: Silver nanocubes enable light generation
        Scientists have developed a unique nanolaser. Although the dimensions of this laser are so small that its structure can only be seen through a powerful microscope, its potential is vast. With applications in early medical diagnostics, data communication, and security technologies, this invention could also become a key tool for the study of light and matter interactions.

      

      
        Researchers 'see' vulnerability to gaming addiction in the adolescent brain
        Researchers found that adolescents with more symptoms of gaming addiction showed lower brain activity in the region involved in decision-making and reward processing; this blunted response to reward anticipation is associated with higher symptoms of gaming addiction over time and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

      

      
        Nature inspires self-assembling helical polymer
        Helical structures are ubiquitous across biology, from the double-stranded helix of DNA to how heart muscle cells spiral in a band. Inspired by this twisty ladder, researchers have developed an artificial polymer that organizes itself into a controlled helix. Helical structures are ubiquitous across biology, from the double-stranded helix of DNA to how heart muscle cells spiral in a band. Inspired by this twisty ladder, researchers have developed an artificial polymer that organizes itself into a...

      

      
        NASA's Hubble celebrates decade of tracking outer planets
        A NASA Hubble Space Telescope observation program called OPAL (Outer Planet Atmospheres Legacy) obtains long-term baseline observations of Jupiter, Saturn, Uranus, and Neptune in order to understand their atmospheric dynamics and evolution.

      

      
        Scientists create AI that 'watches' videos by mimicking the brain
        Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.

      

      
        Black-box forgetting: A new method for tailoring large AI models
        Pretrained large-scale AI models need to 'forget' specific information for privacy and computational efficiency, but no methods exist for doing so in black-box vision-language models, where internal details are inaccessible. Now, researchers addressed this issue through a strategy based on latent context sharing, successfully getting an image classifier to forget multiple classes it was trained on. Their findings could expand the use cases of large-scale AI models while safeguarding end users' pr...

      

      
        Virtual fences are a pollinator-friendly option for ranchlands
        Fences are an effective stationary method of corralling livestock, but their sharp borders can create sudden changes in native grassland vegetation and the pollinators and birds that live there. Virtual, GPS-based fences may be the nature-friendly future of fencing, creating more natural grassland habitat, finds new research.

      

      
        Mars' infamous dust storms can engulf the entire planet: A new study examines how
        Dust storms on Mars could one day pose dangers to human astronauts, damaging equipment and burying solar panels. New research gets closer to predicting when extreme weather might erupt on the Red Planet.

      

      
        Not so simple machines: Cracking the code for materials that can learn
        Physicists have devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

      

      
        Finding the weak points: New method to prevent train delay cascades
        To help improve punctuality by understanding how delays propagate and identifying critical trains, researchers have developed a new network-based method.

      

      
        New AI cracks complex engineering problems faster than supercomputers
        Modeling how cars deform in a crash, how spacecraft responds to extreme environments, or how bridges resist stress could be made thousands of times faster thanks to new artificial intelligence that enables personal computers to solve massive math problems that generally require supercomputers.

      

      
        Existing EV batteries may last up to 40% longer than expected
        Consumers' real-world stop-and-go driving of electric vehicles benefits batteries more than the steady use simulated in almost all laboratory tests of new battery designs, a new study finds.

      

      
        Breakthrough AI model can translate the language of plant life
        A pioneering artificial intelligence (AI) powered model able to understand the sequences and structure patterns that make up the genetic 'language' of plants, has been launched by a research collaboration.

      

      
        Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster
        Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?

      

      
        The last missing piece of silicon photonics
        Scientists have developed the first electrically pumped continuous-wave semiconductor laser composed exclusively of elements from the fourth group of the periodic table -- the 'silicon group'. Built from stacked ultrathin layers of silicon germanium-tin and germanium-tin, this new laser is the first of its kind directly grown on a silicon wafer, opening up new possibilities for on-chip integrated photonics.

      

      
        Space-time crystals, an important step toward new optical materials
        Photonic space-time crystals are materials that could increase the performance and efficiency of wireless communication or laser technologies. They feature a periodic arrangement of special materials in three dimensions as well as in time, which enables precise control of the properties of light. Scientists have shown how such four-dimensional materials can be used in practical applications.

      

      
        Judging knots throws people for a loop
        We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, research finds.

      

      
        Universe expansion study confirms challenge to cosmic theory
        New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decade-long mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.

      

      
        Battery-like computer memory keeps working above 1000degF
        Computer memory could one day withstand the blazing temperatures in fusion reactors, jet engines, geothermal wells and sweltering planets using a new solid-state memory device developed by a team of engineers.
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A new galaxy, much like our own | ScienceDaily
Stunning new photographs by a Wellesley College-led team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way.


						
The extraordinary images -- taken with NASA's James Webb Space Telescope -- show a galaxy that glitters with 10 distinct star clusters that formed at different times, much like our own Milky Way.

Cocooned in a diffuse arc, and resembling fireflies "dancing" on a summer night, the newly discovered galaxy -- which the Wellesley team have dubbed the "Firefly Sparkle" -- was taking shape around 600 million years after the Big Bang, around the same time that our own galaxy was beginning to take shape.

Wellesley College astronomer Lamiya Mowla is co-lead author of the paper, which was published Wednesday, Dec. 11, in Nature.

Mowla says the discovery is particularly important because the mass of the Firefly Sparkle is similar to what the Milky Way's mass might have been at the same stage of development. (Other galaxies Webb has detected from this time period are significantly more massive.)

"These remarkable images give us an unprecedented picture of what our own galaxy might have looked like when it was being born," Mowla says. "By examining these photos of the Firefly Sparkle, we can better understand how our own Milky Way took shape."

Glimpses of a young galaxy forming in a way so similar to our own are unparalleled, Mowla says. The JWST images show a Milky Way-like galaxy in the early stages of its assembly in a universe that's only 600 million years old.

"As an observational astronomer studying the structural evolution of astronomical objects in the early Universe, I want to understand how the first stars, star clusters, galaxies, and galaxy clusters formed in the infant Universe and how they changed as the Universe got older," Mowla notes. Of the Firefly Sparkle, she says, ""I didn't think it would be possible to resolve a galaxy that existed so early in the universe into so many distinct components, let alone find that its mass is similar to our own galaxy's when it was in the process of forming.

"There is so much going on inside this tiny galaxy, including so many different phases of star formation," Mowla told NASA. "These images are the very first glimpse of something that we'll be able to study -- and learn from -- for many years to come."

Mowla, who co-led the project with Kartheik Iyer, a NASA Hubble Fellow at Columbia University in New York, is an assistant professor of physics and astronomy at Wellesley, and a 2013 graduate of the college.
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Study urges Canada to build solar power mega-projects | ScienceDaily
Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report from Simon Fraser University's Clean Energy Research Group.


						
The recommendation comes from a new paper published in the journal Solar Compass which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

"Solar has major advantages over wind, geothermal and nuclear power as a renewable energy source," says Anil Hira, director of the Clean Energy Research Group (CERG) and a professor of political science at SFU. "The cost for installing solar panels is has dropped dramatically in the last decade, by an estimated 90 per cent, and is a vital part of energy plans in many countries, yet in Canada, that potential has barely been touched on. While solar power makes up approximately four per cent of global electricity generation, it only accounts for 0.5 per cent in Canada. Focusing on utility-scale solar projects could have a significant impact in parts of Canada, including British Columbia. Solar can help us to diversify our energy mix so we are not so reliant on hydro and reduces the intermittency problems with wind."

The paper suggests that's because much of the policy around solar power has focused on small-scale, decentralized residential and commercial generation. Those tend to be easy political wins for policy makers because it rewards individual and companies for investing in the technology for their own benefit and reduces land use headaches since panels are mostly being installed on existing buildings.

However, the authors argue that this approach doesn't generate enough electricity to achieve a green transition, fragments the electricity system and raises equity concerns because not every area is suitable for solar power and wealthy homeowners and large companies are likely to be the only ones willing to make the long-term investments in panels and batteries. More plainly, costs for utility scale solar are approximately 64 per cent cheaper than residential and 50 per cent cheaper than commercial solar installations, on average.

Utility-scale projects come with their own challenges, including massive start-up costs, public and political opposition and the space required for vast fields of solar panels, but the report found that many of the land use concerns tend to be exaggerated and there is room for innovative solutions to support multiple uses for land where solar panels are installed. The benefits, they argue, far outweigh the challenges, including. In fact, the land area needed for solar to make a major contribution to our electricity mix is far less than one might think. The authors recommend using public lands for the mega-farms to reduce NIMBY effects.

The study points to a few examples of solar projects around the world, including the U.S.

The Solar Star project in California has 1.7 million panels spread across 13 kilometres and creates enough power for 255,000 homes (579 megawatts). The Mesquite Solar 1 Power Plan in Arizona provides 150 megawatts. It cost $600 million to build in 2013, with much of that coming from a $337 million loan backed by the U.S. Department of Energy.

Pro-active policy and financial backing from senior governments is needed to harness the potential to transition to clean energy, the report concludes.

"While different scales of deployment each have a role to play, from an efficiency-of-capital perspective, policies that favor the rapid deployment of utility-scale projects in optimal sunlight locations should be prioritized," says CERG co-author Prasanna Krishnan. "All of the factors together suggest the need for national policies to help ease the development obstacles of large-scale solar and storage farms, including sorely needed interconnection reform. Support for such efforts would have a transformative effect on our electricity systems."
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AI thought knee X-rays show if you drink beer -- they don't | ScienceDaily
Artificial intelligence can be a useful tool to health care professionals and researchers when it comes to interpreting diagnostic images. Where a radiologist can identify fractures and other abnormalities from an X-ray, AI models can see patterns humans cannot, offering the opportunity to expand the effectiveness of medical imaging.


						
But a study in Scientific Reports highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as "shortcut learning."

The researchers analyzed more than 25,000 knee X-rays from the National Institutes of Health-funded Osteoarthritis Initiative and found that AI models can "predict" unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved surprising levels of accuracy by exploiting subtle and unintended patterns in the data.

"While AI has the potential to transform medical imaging, we must be cautious," says the study's senior author, Dr. Peter Schilling, an orthopaedic surgeon at Dartmouth Health's Dartmouth Hitchcock Medical Center and an assistant professor of orthopaedics in Dartmouth's Geisel School of Medicine.

"These models can see patterns humans cannot, but not all patterns they identify are meaningful or reliable," Schilling says. "It's crucial to recognize these risks to prevent misleading conclusions and ensure scientific integrity."

The researchers examined how AI algorithms often rely on confounding variables -- such as differences in X-ray equipment or clinical site markers -- to make predictions rather than medically meaningful features. Attempts to eliminate these biases were only marginally successful -- the AI models would just "learn" other hidden data patterns.

"This goes beyond bias from clues of race or gender," says Brandon Hill, a co-author of the study and a machine learning scientist at Dartmouth Hitchcock. "We found the algorithm could even learn to predict the year an X-ray was taken. It's pernicious -- when you prevent it from learning one of these elements, it will instead learn another it previously ignored. This danger can lead to some really dodgy claims, and researchers need to be aware of how readily this happens when using this technique."

The findings underscore the need for rigorous evaluation standards in AI-based medical research. Overreliance on standard algorithms without deeper scrutiny could lead to erroneous clinical insights and treatment pathways.




"The burden of proof just goes way up when it comes to using models for the discovery of new patterns in medicine," Hill says. "Part of the problem is our own bias. It is incredibly easy to fall into the trap of presuming that the model 'sees' the same way we do. In the end, it doesn't."

"AI is almost like dealing with an alien intelligence," Hill continues. "You want to say the model is 'cheating,' but that anthropomorphizes the technology. It learned a way to solve the task given to it, but not necessarily how a person would. It doesn't have logic or reasoning as we typically understand it."

Schilling, Hill, and study co-author Frances Koback, a third-year medical student in Dartmouth's Geisel School, conducted the study in collaboration with the Veterans Affairs Medical Center in White River Junction, Vt.
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Minuscule robots for targeted drug delivery | ScienceDaily
In the future, delivering therapeutic drugs exactly where they are needed within the body could be the task of miniature robots. Not little metal humanoid or even bio-mimicking robots; think instead of tiny bubble-like spheres.


						
Such robots would have a long and challenging list of requirements. For example, they would need to survive in bodily fluids, such as stomach acids, and be controllable, so they could be directed precisely to targeted sites. They also must release their medical cargo only when they reach their target, and then be absorbable by the body without causing harm.

Now, microrobots that tick all those boxes have been developed by a Caltech-led team. Using the bots, the team successfully delivered therapeutics that decreased the size of bladder tumors in mice. A paper describing the work appears in the journal Science Robotics.

"We have designed a single platform that can address all of these problems," says Wei Gao, professor of medical engineering at Caltech, Heritage Medical Research Institute Investigator, and co-corresponding author of the new paper about the bots, which the team calls bioresorbable acoustic microrobots (BAM).

"Rather than putting a drug into the body and letting it diffuse everywhere, now we can guide our microrobots directly to a tumor site and release the drug in a controlled and efficient way," Gao says.

The concept of micro- or nanorobots is not new. People have been developing versions of these over the past two decades. However, thus far, their applications in living systems have been limited because it is extremely challenging to move objects with precision in complex biofluids such as blood, urine, or saliva, Gao says. The robots also have to be biocompatible and bioresorbable, meaning that they leave nothing toxic behind in the body.

The Caltech-developed microrobots are spherical microstructures made of a hydrogel called poly(ethylene glycol) diacrylate. Hydrogels are materials that start out in liquid or resin form and become solid when the network of polymers found within them becomes cross-linked, or hardens. This structure and composition enable hydrogels to retain large amounts of fluid, making many of them biocompatible. The additive manufacturing fabrication method also enables the outer sphere to carry the therapeutic cargo to a target site within the body.




To develop the hydrogel recipe and to make the microstructures, Gao turned to Caltech's Julia R. Greer, the Ruben F. and Donna Mettler Professor of Materials Science, Mechanics and Medical Engineering, the Fletcher Jones Foundation Director of the Kavli Nanoscience Institute, and co-corresponding author of the paper. Greer's group has expertise in two-photon polymerization (TPP) lithography, a technique that uses extremely fast pulses of infrared laser light to selectively cross-link photosensitive polymers according to a particular pattern in a very precise manner. The technique allows a structure to be built up layer by layer, in a way reminiscent of 3D printers, but in this case, with much greater precision and form complexity.

Greer's group managed to "write," or print out, microstructures that are roughly 30 microns in diameter -- about the diameter of a human hair.

"This particular shape, this sphere, is very complicated to write," Greer says. "You have to know certain tricks of the trade to keep the spheres from collapsing on themselves. We were able to not only synthesize the resin that contains all the biofunctionalization and all the medically necessary elements, but we were able to write them in a precise spherical shape with the necessary cavity."

In their final form, the microrobots incorporate magnetic nanoparticles and the therapeutic drug within the outer structure of the spheres. The magnetic nanoparticles allow the scientists to direct the robots to a desired location using an external magnetic field. When the robots reach their target, they remain in that spot, and the drug passively diffuses out.

Gao and colleagues designed the exterior of the microstructure to be hydrophilic -- that is, attracted to water -- which ensures that the individual robots do not clump together as they travel through the body. However, the inner surface of the microrobot cannot be hydrophilic because it needs to trap an air bubble, and bubbles are easy to collapse or dissolve.

To construct hybrid microrobots that are both hydrophilic on their exterior and hydrophobic, or repellent to water, in their interior, the researchers devised a two-step chemical modification. First, they attached long-chain carbon molecules to the hydrogel, making the entire structure hydrophobic. Then the researchers used a technique called oxygen plasma etching to remove some of those long-chain carbon structures from the interior, leaving the outside hydrophobic and the interior hydrophilic.




"This was one of the key innovations of this project," says Gao, who is also a Ronald and JoAnne Willens Scholar. "This asymmetric surface modification, where the inside is hydrophobic and the outside is hydrophilic, really allows us to use many robots and still trap bubbles for a prolonged period of time in biofluids, such as urine or serum."

Indeed, the team showed that the bubbles can last for as long as several days with this treatment versus the few minutes that would otherwise be possible.

The presence of trapped bubbles is also crucial for moving the robots and for keeping track of them with real-time imaging. For example, to enable propulsion, the team designed the microrobot sphere to have two cylinder-like openings -- one at the top and another to one side. When the robots are exposed to an ultrasound field, the bubbles vibrate, causing the surrounding fluid to stream away from the robots through the opening, propelling the robots through the fluid. Gao's team found that the use of two openings gave the robots the ability to move not only in various viscous biofluids, but also at greater speeds than can be achieved with a single opening.

Trapped within each microstructure is an egg-like bubble that serves as an excellent ultrasound imaging contrast agent, enabling real-time monitoring of the bots in vivo. The team developed a way to track the microrobots as they move to their targets with the help of ultrasound imaging experts Mikhail Shapiro, Caltech's Max Delbruck Professor of Chemical Engineering and Medical Engineering, a Howard Hughes Medical Institute Investigator; co-corresponding author Di Wu, research scientist and director of the DeepMIC Center at Caltech; and co-corresponding author Qifa Zhou, professor of ophthalmology and biomedical engineering at USC.

The final stage of development involved testing the microrobots as a drug-delivery tool in mice with bladder tumors. The researchers found that four deliveries of therapeutics provided by the microrobots over the course of 21 days was more effective at shrinking tumors than a therapeutic not delivered by robots.

"We think this is a very promising platform for drug delivery and precision surgery," Gao says. "Looking to the future, we could evaluate using this robot as a platform to deliver different types of therapeutic payloads or agents for different conditions. And in the long term, we hope to test this in humans."

The work was supported by the Kavli Nanoscience Institute at Caltech as well as by funding from the National Science Foundation; the Heritage Medical Research Institute; the Singapore Ministry of Education Academic Research Fund; the National Institutes of Health; the Army Research Office through the Institute for Collaborative Biotechnologies; the Caltech DeepMIC Center, with support of the Caltech Beckman Institute and the Arnold and Mabel Beckman Foundation; and the David and Lucile Packard Foundation.
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Noninvasive imaging method can penetrate deeper into living tissue | ScienceDaily
Metabolic imaging is a noninvasive method that enables clinicians and scientists to study living cells using laser light, which can help them assess disease progression and treatment responses.


						
But light scatters when it shines into biological tissue, limiting how deep it can penetrate and hampering the resolution of captured images.

Now, MIT researchers have developed a new technique that more than doubles the usual depth limit of metabolic imaging. Their method also boosts imaging speeds, yielding richer and more detailed images.

This new technique does not require tissue to be preprocessed, such as by cutting it or staining it with dyes. Instead, a specialized laser illuminates deep into the tissue, causing certain intrinsic molecules within the cells and tissues to emit light. This eliminates the need to alter the tissue, providing a more natural and accurate representation of its structure and function.

The researchers achieved this by adaptively customizing the laser light for deep tissues. Using a recently developed fiber shaper -- a device they control by bending it -- they can tune the color and pulses of light to minimize scattering and maximize the signal as the light travels deeper into the tissue. This allows them to see much further into living tissue and capture clearer images.

Greater penetration depth, faster speeds, and higher resolution make this method particularly well-suited for demanding imaging applications like cancer research, tissue engineering, drug discovery, and the study of immune responses.

"This work shows a significant improvement in terms of depth penetration for label-free metabolic imaging. It opens new avenues for studying and exploring metabolic dynamics deep in living biosystems," says Sixian You, assistant professor in the Department of Electrical Engineering and Computer Science (EECS), a member of the Research Laboratory for Electronics, and senior author of a paper on this imaging technique.




She is joined on the paper by lead author Kunzan Liu, an EECS graduate student; Tong Qiu, an MIT postdoc; Honghao Cao, an EECS graduate student; Fan Wang, professor of brain and cognitive sciences; Roger Kamm, the Cecil and Ida Green Distinguished Professor of Biological and Mechanical Engineering; Linda Griffith, the School of Engineering Professor of Teaching Innovation in the Department of Biological Engineering; and other MIT colleagues. The research will appear in Science Advances.

Laser-focused

This new method falls in the category of label-free imaging, which means tissue is not stained beforehand. Staining creates contrast that helps a clinical biologist see cell nuclei and proteins better. But staining typically requires the biologist to section and slice the sample, a process that often kills the tissue and makes it impossible to study dynamic processes in living cells.

In label-free imaging techniques, researchers use lasers to illuminate specific molecules within cells, causing them to emit light of different colors that reveal various molecular contents and cellular structures. However, generating the ideal laser light with certain wavelengths and high-quality pulses for deep-tissue imaging has been challenging.

The researchers developed a new approach to overcome this limitation. They use a multimode fiber, a type of optical fiber which can carry a significant amount of power, could couple it with a compact device called a "fiber shaper." This shaper allows them to precisely modulate the light propagation by adaptively changing the shape of the fiber. Bending the fiber changes the color and intensity of the laser.

Building on prior work, the researchers adapted the first version of the fiber shaper for deeper multimodal metabolic imaging.




"We want to channel all this energy into the colors we need with the pulse properties we require. This gives us higher generation efficiency and a clearer image, even deep within tissues," says Cao.

Once they had built the controllable mechanism, they developed an imaging platform to leverage the powerful laser source to generate longer wavelengths of light, which are crucial for deeper penetration into biological tissues.

"We believe this technology has the potential to significantly advance biological research. By making it affordable and accessible to biology labs, we hope to empower scientists with a powerful tool for discovery," Liu says.

Dynamic applications

When the researchers tested their imaging device, the light was able to penetrate more than 700 micrometers into a biological sample, whereas the best prior techniques could only reach about 200 micrometers.

"With this new type of deep imaging, we want to look at biological samples and see something we have never seen before," Liu adds.

The deep imaging technique enabled them to see cells at multiple levels within a living system, which could help researchers study metabolic changes that happen at different depths. In addition, the faster imaging speed allows them to gather more detailed information on how a cell's metabolism affects the speed and direction of its movements.

This new imaging method could offer a boost to the study of organoids, which are engineered cells that can grow to mimic the structure and function of organs. Researchers in the Kamm and Griffith labs pioneer the development of brain and endometrial organoids that can grow like organs for disease and treatment assessment.

However, it has been challenging to precisely observe internal developments without cutting or staining the tissue, which kills the sample.

This new imaging technique allows researchers to noninvasively monitor the metabolic states inside a living organoid while it continues to grow.

With these and other biomedical applications in mind, the researchers plan to aim for even higher-resolution images. At the same time, they are working to create low-noise laser sources, which could enable deeper imaging with less light dosage.

They are also developing algorithms that react to the images to reconstruct the full 3D structures of biological samples in high resolution.

In the long run, they hope to apply this technique in the real world to help biologists monitor drug response in real-time to aid in the development of new medicines.

"By enabling multimodal metabolic imaging that reaches deeper into tissues, we're providing scientists with an unprecedented ability to observe nontransparent biological systems in their natural state. We're excited to collaborate with clinicians, biologists, and bioengineers to push the boundaries of this technology and turn these insights into real-world medical breakthroughs," You says.

This research is funded, in part, by MIT startup funds, a U.S. National Science Foundation CAREER Award, an MIT Irwin Jacobs and Joan Klein Presidential Fellowship, and an MIT Kailath Fellowship.
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Adoption of AI calls for new kind of communication competence from sales managers | ScienceDaily
Artificial intelligence, AI, is rapidly transforming work also in the financial sector. Conducted at the University of Eastern Finland, a recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related to overcoming fears and resistance to change.


						
"Members of sales teams needed encouragement in the use AI, and their self-direction also needed support. Sales managers' contribution was also vital in adapting to constant digital changes and in maintaining trust within the team," says Associate Professor Jonna Koponen of the University of Eastern Finland.

The longitudinal study is based on 35 expert interviews conducted over a five-year period in 2019-2024, as well as on secondary data gathered from one of Scandinavia's largest financial groups. The findings show that besides traditional managerial interpersonal communication competence, consideration of ethical perspectives and adaptability were significant when integrating AI into the work of sales teams.

Sales managers play a crucial role in leading their teams, managing daily operations and implementing strategic changes. Already now, AI plays a major role in the digital transformation of sales teams, requiring new skills from both sales managers and team members.

The study highlighted the benefits, concerns and communication challenges brought by AI integration, which require both traditional communication skills and new AI-related skills. In addition to routine tasks, more advanced AI performed tasks requiring learning and adaptation, such as customer interaction, in collaboration with humans.

Emphasis on people management

Effective sales team management whilst navigating an evolving technological landscape requires sales managers to combine traditional interpersonal communication competence with new AI-related skills. Sales managers' traditional interpersonal communication competence consists of four components. The first involves motivation to interact with people and willingness to be a team leader. The second component pertains to knowledge and understanding: sales managers need knowledge of communication and leadership, as well as an understanding of how to use AI-generated data in sales and team management.




The third component is related to communication skills, which include empathy, listening skills, argumentation skills, the ability to share information openly and supporting co-management within the team. In addition, the study highlighted the ability to craft effective prompts to AI and to speak in a polite manner, similarly as AI does. The fourth component is adaptability. The study found that in the work of sales managers, it is important to be able to adapt interpersonal communication behaviour to different contexts, various employees, and their different communication needs.

"Our findings suggest that the introduction of AI by sales teams also created a need for sales managers to focus more on the management of people, and less on the management of things. Furthermore, with the introduction of AI, ethical perspectives and understanding the role of AI as that of a team member also became central."

The study suggests that sales managers' interpersonal communication competence has a major impact on team relationships and tasks, such as building of trust, maintaining a sense of community, supporting employee engagement and enhancing job satisfaction.

"With good interpersonal communication competence, sales managers can ensure that work goals get achieved. Good interpersonal communication competence can also promote decision-making and be used to communicate the significance of human work in the era of AI."
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Researchers harness copper versatility to enable control of CO2 reduction products | ScienceDaily

Electrochemical reduction is a promising way to achieve this. Through this catalyst-driven process, CO2 is converted into products like carbon monoxide (CO), methane (CH4), ethanol (C2H6O), or formic acid (HCOOH). Yet, barriers remain in trying to achieve industrial-scale production of specific products. This is because in CO2 reduction, the reaction can lead to several potential outcomes. Scientists, therefore, are experimenting with ways to influence the reaction pathways, making it more likely that specific products will be formed.

A group of researchers from Tohoku University, the Tokyo University of Science, and Vanderbilt University have turned to the versatile metal copper, using it as a catalyst for electrochemical CO2 reduction, to achieve controllable product specificity. By controlling the structural architecture of copper at the nanoscale, they could precisely shape the copper into nanoclusters under 2 nm in diameter, thereby enhancing the efficiency of its use as a catalyst.

Details of their research were published in Small Science on November 28, 2024.

"We explored defect-induced copper nanoclusters as a cost-effective alternative to noble metal nanoclusters, tailoring them to produce specific high-energy-density products," says Yuichi Negishi, a professor at Tohoku University's Institute of Multidisciplinary Research for Advanced Materials (IMRAM).

The team enhanced the nanoclusters' performance by creating specific active sites through deliberate defects in the cubic copper structure. By slightly dislocating some copper atoms, they prevented surface-protecting ligands from attaching to certain areas, leaving these spots exposed. These dislocated atoms appeared not only at the cube's corners but also along its edges, forming a network of reactive sites ideal for CO2 reduction. This unique arrangement of copper atoms allowed the team to guide the reaction more effectively, improving the selectivity and efficiency of the desired products.

Tests showed that nanoclusters with a single modified vertex were highly selective for producing methanol (CH3OH). However, as the number of defect sites increased, the selectivity shifted toward different products.

"Our research underscores the potential of copper nanoclusters as an affordable CO2 reduction catalyst, highlighting how their structural design influences product selectivity," adds Negishi.

Such advancements could drive the development of new functional materials from readily available resources, potentially creating a more sustainable future.
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'Superman' bacteria offer a sustainable boost to chemical production | ScienceDaily
Trillions of bacteria work in the chemical and pharmaceutical industries, helping produce everything from beer and facial creams to biodiesel and fertilizer. The pharmaceutical industry, in particular, relies heavily on bacteria for producing substances like insulin and penicillin.


						
Harnessing bacteria's industrial contributions have revolutionized global health, but their work comes at a high energy cost. Additionally, solvents and continuous production of new bacteria are often necessary, as they don't last long in their jobs.

Changzhu Wu, a chemist and associate professor at the Department of Physics, Chemistry, and Pharmacy, University of Southern Denmark, is focused on making industrial bacteria more robust and useful. His goal is to reduce the energy, time, and unwanted chemicals required to maintain bacteria, while also making them reusable so they can work longer before needing to be replaced.

His latest innovation introduces a type of "super-powered" bacterium and is now published in Nature Catalysis.

"We took a common industrial bacterium, E. coli, and essentially gave it a 'Superman cape' to enhance its catalysis capabilities. This reduces energy use and makes the production process more sustainable," Changzhu Wu explains.

While E. coli is often associated with foodborne illness, it is widely used in the pharmaceutical industry to produce essential medicines like insulin and growth hormone through various chemical reactions.

The industry uses vast quantities of E. coli, and replacing them takes a toll on the environment, energy, and time due to factors like high temperatures, extreme pH levels, UV radiation, and exposure to solvents.

In developing his "Superman cape," Changzhu Wu sought a material that could envelop the bacteria while still allowing them to interact with their environment to carry out the desired complex chemical reactions.

The solution: a polymer coating that integrates with the bacterial cell membrane. Polymers are large molecules made up of billions of identical units called monomers.

"We essentially grafted an E. coli bacterium's cell membrane with polymers, achieving two important outcomes: First, the bacteria became stronger and more efficient, and could carry out complex chemical reactions more quickly. Second, the bacteria became more protected, allowing for multiple uses. So, it's a kind of 'Superman bacterium' that is more sustainable," explains Changzhu Wu.
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Milestone 10-GeV experiment shines light on laser-plasma interactions | ScienceDaily
Scientists have used a pair of lasers and a supersonic sheet of gas to accelerate electrons to high energies in less than a foot. The development marks a major step forward in laser-plasma acceleration, a promising method for making compact, high-energy particle accelerators that could have applications in particle physics, medicine, and materials science.


						
In a new study soon to be published in the journal Physical Review Letters, a team of researchers successfully accelerated high-quality beams of electrons to more than 10 billion electronvolts (10 gigaelectronvolts, or GeV) in 30 centimeters. (The preprint can be found in the online repository arXiv). The work was led by the Department of Energy's Lawrence Berkeley National Laboratory (Berkeley Lab), with collaborators at the University of Maryland. The research took place at the Berkeley Lab Laser Accelerator Center (BELLA), which set a world record of 8-GeV electrons in 20 centimeters in 2019. The new experiment not only increases the beam energy, but also produces high-quality beam at this energy level for the first time, paving the way for future high-efficiency machines.

"We've jumped from 8 GeV to 10 GeV, but we've also significantly improved the quality and energy efficiency by changing the technology we use," said Alex Picksley, lead author of the study and a research scientist in Berkeley Lab's Accelerator Technology & Applied Physics Division (ATAP). "This is a milestone step on the path to a future plasma-based collider."

Laser-plasma accelerators (LPAs) use plasma, a gaseous soup of charged particles that includes electrons. By giving the plasma an intense jolt of energy over a few quadrillionths of a second, researchers can create a powerful wave. Electrons ride the crest of this plasma wave, gathering energy like a surfer on a wave in the ocean.

The new result used a dual-laser system made possible by the completion of a second beamline at BELLA in 2022. In this system, the first laser acts like a drill, heating the plasma and forming a channel that guides the following "drive" laser pulse, which accelerates the electrons. The plasma channel directs the laser energy much like a fiber-optic cable guides light, keeping the laser pulse focused over longer distances.

In the past, researchers shaped the plasma using fixed-length glass or sapphire tubes called "capillaries." But in the new result, the team turned to a system that uses a series of gas jets, lined up like the jets in a gas fireplace. The jets create a sheet of gas traveling at supersonic speeds, which the lasers pass through to form a plasma channel. The setup allows researchers to finely tune their plasma and change its length, letting them study the process at different stages with unmatched precision.

"Before, the plasma was essentially a black box," said Carlo Benedetti, an ATAP staff scientist at BELLA who works on the theory and modeling of laser-plasma accelerators. "You knew what you put in and what came out at the end. This is the first time we can capture what's happening inside the accelerator at each point, showing how the laser and plasma wave evolve, at high power, frame by frame."

That knowledge allows researchers to compare their models and experiments, giving them confidence that they understand the physics at work and tools to tune the accelerator. To simulate the laser-plasma interaction, experts use a code called INF&RNO that was developed at BELLA. The complex computations are run at the National Energy Research Scientific Computing Center (NERSC) at Berkeley Lab. The new findings help validate the code used in these simulations, further strengthening the models.




The gas jet system has another benefit: resilience. Because the sheet of gas has no parts to break, the technology can scale to very high repetition rates, which the lab is working toward for future particle colliders and applications.

Researchers also showed that their approach made a beam that was "dark current free," meaning background electrons in the plasma were not unintentionally accelerated.

"If you have dark currents, they're sucking up the laser energy instead of accelerating your electron beam," said Jeroen van Tilborg, an ATAP staff scientist and deputy director in charge of BELLA's experimental program. "We've gotten to a point where we can control our accelerator and suppress unwanted effects, so we are making a high-quality beam without wasting energy. That's essential as we think about the ideal laser accelerator of the future."

The technology has a wide range of potential applications. For example, it could be used to produce particle beams for cancer treatments. Or it could power free-electron lasers that act like atomic microscopes, helping to create advanced materials and gain insight into chemical and biological processes.

"We've taken a big step towards enabling applications of these compact accelerators," said Anthony Gonsalves, an ATAP staff scientist who leads accelerator work at BELLA. "For me, the beauty of this result is we've taken away restrictions on the plasma shape that limited efficiency and beam quality. We have built a platform from which we can make big improvements, and are poised to realize the amazing potential of laser-plasma accelerators."

Scaled up to higher energies, laser-plasma accelerators could have applications in fundamental physics and beyond. In the near-term, LPAs could be used to produce beams of muons that help image difficult-to-explore areas, including architectural structures like ancient pyramids, geologic features like volcanoes or mineral deposits, or the interior of nuclear reactors. On a longer scale, the technology could power higher-energy particle colliders that smash charged particles together, searching for new particles and deeper insights into the forces underlying our universe. Researchers at BELLA are now working on developing these very high energy machines by connecting the building blocks together in a staged accelerator system.




"Coupling stages together gives us a realistic path to generate electrons between 10 and 100 GeV, and to build toward future particle colliders that can reach 10 TeV [teraelectronvolts]," said Eric Esarey, director of the BELLA Center. "Once the laser energy from one stage is depleted, we send in a new laser pulse, boosting the electron energy from stage to stage in series."

To create staged systems, it's essential that researchers have good diagnostics. This lets them understand how the plasma, laser, and electron beam are behaving, and gives them precision control over the timing and synchronization of steps happening in the barest fraction of a second.

"With this study, we've advanced the particle energy of high-quality beams in very short distances, and the efficiency with which we can make them, by using precision diagnostics that give us great laser-plasma control," said Cameron Geddes, director of Berkeley Lab's ATAP Division. "Advancing laser-plasma accelerator technology has been identified as an important goal by both the U.S. Particle Physics Project Prioritization Panel (P5) and the Department of Energy's Advanced Accelerator Development Strategy. This result is a milestone on our way to staged accelerators that are going to change the way we do our science."

This work was supported by the Department of Energy's Office of Science, Office of High Energy Physics, and the Defense Advanced Research Projects Agency, and used the National Energy Research Scientific Computing Center (NERSC), a DOE Office of Science user facility.
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Mapping the nanoscale architecture of functional materials | ScienceDaily
Researchers have pioneered a new technique at the Swiss Light Source SLS called X-ray linear dichroic orientation tomography, which probes the orientation of a material's building blocks at the nanoscale in three-dimensions. First applied to study a polycrystalline catalyst, the technique allows the visualisation of crystal grains, grain boundaries and defects -- key factors determining catalyst performance. Beyond catalysis, the technique allows previously inaccessible insights into the structure of diverse functional materials, including those used in information technology, energy storage and biomedical applications. The researchers present their method in Nature.


						
Zoom in to the micro or nanostructure of functional materials, both natural and humanmade, and you'll find they consist of thousands upon thousands of coherent domains or grains -- distinct regions where molecules and atoms are arranged in a repeating pattern.

Such local ordering is inextricably linked to the material properties. The size, orientation, and distribution of grains can make the difference between a sturdy brick or a crumbling stone; it determines the ductility of metal, the efficiency of electron transfer in a semiconductor, or the thermal conductivity of ceramics. It is also an important feature of biological materials: collagen fibres, for example, are formed from a network of fibrils and their organisation determines the biomechanical performance of connective tissue.

These domains are often tiny: tens of nanometres in size. And it is their arrangement in three-dimensions over extended volumes that is property-determining. Yet until now, techniques to probe the organisation of materials at the nanoscale have largely been confined to two-dimensions or are destructive in nature.

Now, using X-rays generated by the Swiss Light Source SLS, a collaborative team of researchers from Paul Scherrer Institute PSI, ETH Zurich, the University of Oxford and the Max Plank Institute for Chemical Physics of Solids have succeeded in creating an imaging technique to access this information in three-dimensions.

"We not only look inside, but with nanoscale resolution" 

Their technique is known as X-ray linear dichroic orientation tomography, or XL-DOT for short. XL-DOT uses polarised X-rays from the Swiss Light Source SLS, to probe how materials absorb X-rays differently depending on the orientation of structural domains inside. By changing the polarisation of the X-rays, while rotating the sample to capture images from different angles, the technique creates a three-dimensional map revealing the internal organisation of the material.




The team applied their method to a chunk of vanadium pentoxide catalyst about one micron in diameter, used in the production of sulfuric acid. Here, they could identify minute details in the catalyst`s structure including crystalline grains, boundaries where grains meet, and changes in the crystal orientation. They also identified topological defects in the catalyst. Such features directly affect the activity and stability of catalysts, so knowledge of this structure is crucial in optimising performance.

Importantly, the method achieves high spatial resolution. Because X-rays have a short wavelength, the method can resolve structures just tens of nanometres in size, aligning with the sizes of features such as the crystalline grains.

"Linear dichroism has been used to measure anisotropies in materials for many years, but this is the first time it has been extended to 3D. We not only look inside, but with nanoscale resolution," says Valerio Scagnoli, Senior Scientist in the Mesoscopic Systems, a joint group between PSI and ETH Zurich. "This means that we now have access to information that was not previously visible, and we can achieve this in small but representative samples, several micrometres in size."

Leading the way with coherent X-rays

Although the researchers first had the idea for XL-DOT in 2019, it would take another five years to put it into practice. Together with complex experimental requirements, a major hurdle was extracting the three-dimensional map of crystal orientations from terabytes of raw data. This mathematical puzzle was overcome with the development of a dedicated reconstruction algorithm by Andreas Apseros, first author of the study, during his doctoral studies at PSI, funded by the Swiss National Science Foundation (SNSF).

The researchers believe that their success in developing XL-DOT is in part thanks to the long-term commitment to developing expertise with coherent X-rays at PSI, which led to unprecedented control and instrument stability at the coherent Small Angle X-ray Scattering (cSAXS) beamline: critical for the delicate measurements.




This is an area that is set to leap forwards after the SLS 2.0 upgrade: "Coherence is where we're really set to gain with the upgrade," says Apseros. "We're looking at very weak signals, so with more coherent photons, we'll have more signal and can either go to more difficult materials or higher spatial resolution."

A way into the microstructure of diverse materials

Given the non-destructive nature of XL-DOT, the researchers foresee operando investigations of systems such as batteries as well as catalysts. "Catalyst bodies and cathode particles in batteries are typically between ten and fifty micrometres in size, so this is a reasonable next step," says Johannes Ihli, formerly of cSAXS and currently at the University of Oxford, who led the study.

Yet the new technique is not just useful for catalysts, the researchers emphasise. It is useful for all types of materials that exhibit ordered microstructures, whether biological tissues or advanced materials for information technology or energy storage.

Indeed, for the research team, the scientific motivation lies with probing the three-dimensional magnetic organisation of materials. An example is the orientation of magnetic moments within antiferromagnetic materials. Here, the magnetic moments are aligned in alternating directions when going from atom to atom. Such materials maintain no net magnetisation when measured at a distance, yet they do possess local order in the magnetic structure, a fact that is appealing for technological applications such as faster and more efficient data processing. "Our method is one of the only ways to probe this orientation," says Claire Donnelly, group leader Max Planck Institute for Chemical Physics of Solids in Dresden who, since carrying out her doctoral work in the Mesoscopic Systems group has maintained a strong collaboration with the team at PSI.

It was during this doctoral work that Donnelly together with the same team at PSI published in Nature a method to carry out magnetic tomography using circularly polarised X-rays (in contrast to XL-DOT, which uses linearly polarised X-rays). This has since been implemented in synchrotrons around the world.

With the groundwork for XL-DOT laid, the team hope that it will, in a similar way to its circularly polarised sibling, become a widely used technique at synchrotrons. Given the much wider range of samples that XL-DOT is relevant to and the importance of structural ordering to material performance, the impact of this latest method may be expected to be even greater. "Now that we've overcome many of the challenges, other beamlines can implement the technique. And we can help them to do it," adds Donnelly.
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Researchers discover new third class of magnetism that could transform digital devices | ScienceDaily
A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.


						
Altermagnetism is a distinct form of magnetic order where the tiny constituent magnetic building blocks align antiparallel to their neighbours but the structure hosting each one is rotated compared to its neighbours.

Scientists from the University of Nottingham's School of Physics and Astonomy have shown that this new third class of magnetism exists andcan be controlled in microscopic devices. The findings have been published today in Nature.

Professor Peter Wadley, who led the research, explains: "Altermagnets consist of magnetic moments that point antiparallel to their neighbours. However, each part of the crystal hosting these tiny moments is rotated with respect to its neighbours. This is like antiferromagnetism with a twist! But this subtle difference has huge ramifications."

Magnetic materials are used in the majority of long term computer memory and the latest generation of microelectronic devices. This is not only a massive and vital industry but also a significant source of global carbon emissions. Replacing the key components with altermagnetic materials would lead to huge increases in speed and efficiency while having the potential to massively reduce our dependency on rare and toxic heavy elements needed for conventional ferromagnetic technology.

Altermagnets combine the favourable properties of ferromagnets and antiferromagnets into a single material. They have the potential to lead to a thousand fold increase in speed of microelectronic components and digital memory while being more robust and m energy efficient.

Senior Research Fellow, Oliver Amin led the experiment and is co-author on the study, he said: "Our experimental work has provided a bridge between theoretical concepts and real-life realisation, which hopefully illuminates a path to developing altermagnetic materials for practical applications."

The new experimental study was carried out at the MAX IV international facility in Sweden. The facility, which looks like a giant metal doughnut, is an electron accelerator, called a synchrotron, that produces x-rays.

X-rays are shone onto the magnetic material and the electrons given off from the surface are detected using a special microscope. This allows an image to be produced of the magnetism in the material with resolution of small features down to the nanoscale.

PhD student, Alfred Dal Din, has been exploring altermagnets for the last two years. This is yet another breakthrough that he has seen during his project. He comments: 'To be amongst the first to see the effect and properties of this promising new class of magnetic materials during my PhD has been an immensely rewarding and challenging privilege.'
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Enabling AI to explain its predictions in plain language | ScienceDaily
Machine-learning models can make mistakes and be difficult to use, so scientists have developed explanation methods to help users understand when and how they should trust a model's predictions.


						
These explanations are often complex, however, perhaps containing information about hundreds of model features. And they are sometimes presented as multifaceted visualizations that can be difficult for users who lack machine-learning expertise to fully comprehend.

To help people make sense of AI explanations, MIT researchers used large language models (LLMs) to transform plot-based explanations into plain language.

They developed a two-part system that converts a machine-learning explanation into a paragraph of human-readable text and then automatically evaluates the quality of the narrative, so an end-user knows whether to trust it.

By prompting the system with a few example explanations, the researchers can customize its narrative descriptions to meet the preferences of users or the requirements of specific applications.

In the long run, the researchers hope to build upon this technique by enabling users to ask a model follow-up questions about how it came up with predictions in real-world settings.

"Our goal with this research was to take the first step toward allowing users to have full-blown conversations with machine-learning models about the reasons they made certain predictions, so they can make better decisions about whether to listen to the model," says Alexandra Zytek, an electrical engineering and computer science (EECS) graduate student and lead author of a paper on this technique.




She is joined on the paper by Sara Pido, an MIT postdoc; Sarah Alnegheimish, an EECS graduate student; Laure Berti-Equille, a research director at the French National Research Institute for Sustainable Development; and senior author Kalyan Veeramachaneni, a principal research scientist in the Laboratory for Information and Decision Systems. The research will be presented at the IEEE Big Data Conference.

Elucidating explanations

The researchers focused on a popular type of machine-learning explanation called SHAP. In a SHAP explanation, a value is assigned to every feature the model uses to make a prediction. For instance, if a model predicts house prices, one feature might be the location of the house. Location would be assigned a positive or negative value that represents how much that feature modified the model's overall prediction.

Often, SHAP explanations are presented as bar plots that show which features are most or least important. But for a model with more than 100 features, that bar plot quickly becomes unwieldy.

"As researchers, we have to make a lot of choices about what we are going to present visually. If we choose to show only the top 10, people might wonder what happened to another feature that isn't in the plot. Using natural language unburdens us from having to make those choices," Veeramachaneni says.

However, rather than utilizing a large language model to generate an explanation in natural language, the researchers use the LLM to transform an existing SHAP explanation into a readable narrative.




By only having the LLM handle the natural language part of the process, it limits the opportunity to introduce inaccuracies into the explanation, Zytek explains.

Their system, called EXPLINGO, is divided into two pieces that work together.

The first component, called NARRATOR, uses an LLM to create narrative descriptions of SHAP explanations that meet user preferences. By initially feeding NARRATOR three to five written examples of narrative explanations, the LLM will mimic that style when generating text.

"Rather than having the user try to define what type of explanation they are looking for, it is easier to just have them write what they want to see," says Zytek.

This allows NARRATOR to be easily customized for new use cases by showing it a different set of manually written examples.

After NARRATOR creates a plain-language explanation, the second component, GRADER, uses an LLM to rate the narrative on four metrics: conciseness, accuracy, completeness, and fluency. GRADER automatically prompts the LLM with the text from NARRATOR and the SHAP explanation it describes.

"We find that, even when an LLM makes a mistake doing a task, it often won't make a mistake when checking or validating that task," she says.

Users can also customize GRADER to give different weights to each metric.

"You could imagine, in a high-stakes case, weighting accuracy and completeness much higher than fluency, for example," she adds.

Analyzing narratives

For Zytek and her colleagues, one of the biggest challenges was adjusting the LLM so it generated natural-sounding narratives. The more guidelines they added to control style, the more likely the LLM would introduce errors into the explanation.

"A lot of prompt tuning went into finding and fixing each mistake one at a time," she says.

To test their system, the researchers took nine machine-learning datasets with explanations and had different users write narratives for each dataset. This allowed them to evaluate the ability of NARRATOR to mimic unique styles. They used GRADER to score each narrative explanation on all four metrics.

In the end, the researchers found that their system could generate high-quality narrative explanations and effectively mimic different writing styles.

Their results show that providing a few manually written example explanations greatly improves the narrative style. However, those examples must be written carefully -- including comparative words, like "larger," can cause GRADER to mark accurate explanations as incorrect.

Building on these results, the researchers want to explore techniques that could help their system better handle comparative words. They also want to expand EXPLINGO by adding rationalization to the explanations.

In the long run, they hope to use this work as a stepping stone toward an interactive system where the user can ask a model follow-up questions about an explanation.

"That would help with decision-making in a lot of ways. If people disagree with a model's prediction, we want them to be able to quickly figure out if their intuition is correct, or if the model's intuition is correct, and where that difference is coming from," Zytek says.
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Discovery of new growth-directed graphene stacking domains may precede new era for quantum applications | ScienceDaily
Graphene, a single layer of carbon atoms arranged in a two-dimensional honeycomb lattice, is known for its exceptional properties: incredible strength (about 200 times stronger than steel), light weight, flexibility, and excellent conduction of electricity and heat. These properties have made graphene increasingly important in applications across various fields, including electronics, energy storage, medical technology, and, most recently, quantum computing.


						
Graphene' s quantum properties, such as superconductivity and other unique quantum behaviors, are known to arise when graphene atomic layers are stacked and twisted with precision to produce "ABC stacking domains." Historically, achieving ABC stacking domains required exfoliating graphene and manually twisting and aligning layers with exact orientations -- a highly intricate process that is difficult to scale for industrial applications.

Now, researchers at NYU Tandon School of Engineering led by Elisa Riedo, Herman F. Mark Professor in Chemical and Biomolecular Engineering, have uncovered a new phenomenon in graphene research, observing growth-induced self-organized ABA and ABC stacking domains that could kick-start the development of advanced quantum technologies. The findings, published in a recent study in the Proceedings of the National Academy Of Sciences (PNAS), demonstrate how specific stacking arrangements in three-layer epitaxial graphene systems emerge naturally -- eliminating the need for complex, non-scalable techniques traditionally used in graphene twisting fabrication.

These researchers, including Martin Rejhon, previously a post-doctoral fellow at NYU, have now observed the self-assembly of ABA and ABC domains within a three-layer epitaxial graphene system grown on silicon carbide (SiC). Using advanced conductive atomic force microscopy (AFM), the team found that these domains form naturally without the need for manual twisting or alignment. This spontaneous organization represents a significant step forward in graphene stacking domains fabrication.

The size and shape of these stacking domains are influenced by the interplay of strain and the geometry of the three-layer graphene regions. Some domains form as stripe-like structures, tens of nanometers wide and extending over microns, offering promising potential for future applications.

"In the future we could control the size and location of these stacking patterns through pregrowth patterning of the SiC substrate," Riedo said.

These self-assembled ABA/ABC stacking domains could lead to transformative applications in quantum devices. Their stripe-shaped configurations, for example, are well-suited for enabling unconventional quantum Hall effects, superconductivity, and charge density waves. Such breakthroughs pave the way for scalable electronic devices leveraging graphene's quantum properties.

This discovery marks a major leap in graphene research, bringing scientists closer to realizing the full potential of this remarkable material in next-generation electronics and quantum technologies.

The funding for this research came from the U.S. Army Research Office under Award # W911NF2020116. This research also included researchers from Charles University, Prague.
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Particle that only has mass when moving in one direction observed for first time | ScienceDaily
For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the researchers.


						
The team, led by scientists at Penn State and Columbia University, recently published their discovery in the journal Physical Review X.

"This was totally unexpected," said Yinming Shao, assistant professor of physics at Penn State and lead author on the paper. "We weren't even looking for a semi-Dirac fermion when we started working with this material, but we were seeing signatures we didn't understand -- and it turns out we had made the first observation of these wild quasiparticles that sometimes move like they have mass and sometimes move like they have none."

A particle can have no mass when its energy is entirely derived from its motion, meaning it is essentially pure energy traveling at the speed of light. For example, a photon or particle of light is considered massless because it moves at light speed. According to Albert Einstein's theory of special relativity, anything traveling at the speed of light cannot have mass. In solid materials, the collective behavior of many particles, also known as quasiparticles, can have different behavior than the individual particles, which in this case gave rise to particles having mass in only one direction, Shao explained.

Semi-Dirac fermions were first theorized in 2008 and 2009 by several teams of researchers, including scientists from the Universite Paris Sud in France and the University of California, Davis. The theorists predicted there could be quasiparticles with mass-shifting properties depending on their direction of movement -- that they would appear massless in one direction but have mass when moving in another direction.

Sixteen years later, Shao and his collaborators accidentally observed the hypothetical quasiparticles through a method called magneto-optical spectroscopy. The technique involves shining infrared light on a material while it's subjected to a strong magnetic field and analyzing the light reflected from the material. Shao and his colleagues wanted to observe the properties of quasiparticles inside silver-colored crystals of ZrSiS.

The team conducted their experiments at the National High Magnetic Field Laboratory in Florida. The lab's hybrid magnet creates the most powerful sustained magnetic field in the world, roughly 900,000 times stronger than the Earth's magnetic field. The field is so strong it can levitate small objects such as water droplets.




The researchers cooled down a piece of ZrSiS to -452 degrees Fahrenheit -- only a few degrees above absolute zero, the lowest possible temperature -- and then exposed it to the lab's powerful magnetic field while hitting it with infrared light to see what it revealed about the quantum interactions inside the material.

"We were studying optical response, how electrons inside this material respond to light, and then we studied the signals from the light to see if there is anything interesting about the material itself, about its underlying physics," Shao said. "In this case, we saw many features we'd expect in a semi-metal crystal and then all of these other things happening that were absolutely puzzling."

When a magnetic field is applied to any material, the energy levels of electrons inside that material become quantized into discrete levels called Landau levels, Shao explained. The levels can only have fixed values, like climbing a set of stairs with no little steps in between. The spacing between these levels depends on the mass of the electrons and the strength of the magnetic field, so as the magnetic field increases, the energy levels of the electrons should increase by set amounts based entirely on their mass -- but in this case, they didn't.

Using the high-powered magnet in Florida, the researchers observed that the energy of the Landau level transitions in the ZrSiS crystal followed a completely different pattern of dependence on the magnetic field strength. Years ago, theorists had labeled this pattern the "B^(2/3) power law," the key signature of semi-Dirac fermions.

To understand the bizarre behavior they observed, the experimental physicists partnered with theoretical physicists to develop a model that described the electronic structure of ZrSiS. They specifically focused on the pathways on which electrons might move and intersect to investigate how the electrons inside the material were losing their mass when moving in one direction but not another.

"Imagine the particle is a tiny train confined to a network of tracks, which are the material's underlying electronic structure," Shao said. "Now, at certain points the tracks intersect, so our particle train is moving along its fast track, at light speed, but then it hits an intersection and needs to switch to a perpendicular track. Suddenly, it experiences resistance, it has mass. The particles are either all energy or have mass depending on the direction of their movement along the material's 'tracks.'"

The team's analysis showed the presence of semi-Dirac fermions at the crossing points. Specifically, they appeared massless when moving in a linear path but switched to having mass when moving in a perpendicular direction. Shao explained that ZrSiS is a layered material, much like graphite that is made up of layers of carbon atoms that can be exfoliated down into sheets of graphene that are one atom thick. Graphene is a critical component in emerging technologies, including batteries, supercapacitors, solar cells, sensors and biomedical devices.




"It is a layered material, which means once we can figure out how to have a single layer cut of this compound, we can harness the power of semi-Dirac fermions, control its properties with the same precision as graphene," Shao said. "But the most thrilling part of this experiment is that the data cannot be fully explained yet. There are many unsolved mysteries in what we observed, so that is what we are working to understand."

Other Penn State researchers on the paper are Seng Huat Lee, assistant research professor of bulk crystal growth; Yanglin Zhu, postdoctoral researcher; and Zhiqiang Mao, professor of physics, of material science and engineering, and of chemistry. Dmitri Basov, Higgins Professor of Physics at Columbia University, was co-lead author on the paper. The other co-authors are Jie Wang of Temple University; Seongphill Moon of Florida State University and the National High Magnetic Field Laboratory; Mykhaylo Ozerov, David Graf and Dmitry Smirnov of the National High Magnetic Field Laboratory; A. N. Rudenko and M. I. Katsnelson of Radboud University in the Netherlands; Jonah Herzog-Arbeitman and B. Andrei Bernevig of Princeton University; Zhiyuan Sun of Harvard University; and Raquel Queiroz and Andrew J. Millis of Columbia University.

The U.S. National Science Foundation, the U.S. Department of Energy and the Simons Foundation funded Penn State aspects of this research.
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Better environmental performance boosts profits and cuts costs | ScienceDaily
Sustainable practices in business are more than just an ethical responsibility; they make sound financial sense. Researchers from Kyushu University, in a study published on December 10, 2024, in Corporate Social Responsibility and Environmental Management, reveal that companies with better environmental performance and transparent disclosures can lower costs and boost profits.


						
Investors are increasingly recognizing companies' contributions toward carbon neutrality, driving the growth of environmental, social, and governance (ESG) investing. To support this trend, the Sustainability Accounting Standards Board (SASB) has provided an industry-specific framework to help companies effectively communicate their sustainability risks and opportunities to investors. Many companies now disclose their environmental information using this framework, and in many countries around the world, such transparency is becoming mandatory.

Despite the advancements, the impact of corporate environmental strategies and performance on costs and profits remains unclear. To address this, Professor Hidemichi Fujii from Kyushu University's Faculty of Economics and his team analyzed financial and environmental data from 8,547 companies across 34 countries spanning 2015 to 2022.

The team developed two quantitative indicators to assess corporate environmental information: materiality-based scores and overall environmental scores.

"Financial materiality is a relatively new concept. Environmental priorities vary across industries, as different companies face different key environmental challenges. Financial materiality helps investors assess whether disclosed information is relevant, and supports informed decision-making," explained Siyu Shen, a graduate student at Kyushu University's Graduate School of Economics and the paper's first author.

According to the SASB framework, environmental issues can be categorized into six areas, including greenhouse gas emissions, and water & wastewater management. For instance, water management is highly relevant to industries like mining but less critical for sectors such as finance. Materiality-based scores quantify only the relevant issues to see how efficiently a company addresses environmental challenges, while overall environmental scores evaluate all disclosed information to assess a company's general environmental efforts.

The researchers applied these two scores to assess companies' environmental disclosures and performance. They found that companies with stronger environmental engagement can achieve better financial outcomes, including enhanced short- and long-term profits, and reduced costs. Notably, firms with superior environmental performance -- rather than those focusing merely on disclosure -- demonstrate better financial results and attract greater interest from investors.




"Investors value what companies do for the environment more than what they say," says Fujii. "By taking concrete action on environmental issues, companies signal sustainability and reliability to consumers and investors, lowering perceived risks, and strengthening their appeal as stable and ethical investments."

While overall environmental scores have a clear positive link to financial performance, materiality-based scores show only a limited correlation. This contradicted the team's hypothesis, leading them to explore differences in how environmental efficiency is valued across countries.

A closer look at the global data reveals that environmental efficiency is more strongly tied to financial performance in developed countries, such as America and Japan. In contrast, it remains less significant in developing countries like Chile and Indonesia.

"This difference likely reflects variations in environmental regulations and public awareness across countries," Shen explains. "In more economically developed countries, where companies have long been engaged in sustainability efforts, improving environmental efficiency can enhance profitability and market valuation. Meanwhile, in developing regions, as the overall regulatory frameworks are still developing, the priority is placed on environmental performance and transparency rather than efficiency."

The team is further investigating how macroeconomic factors, such as regulatory and social environments,influence corporate sustainability practices and financial outcomes across countries. Through a series of studies, they aim to provide scientific evidence of the impact of corporate environmental information disclosure and conservation efforts on economic performance. "We expect our international comparative studies to offer useful information for promoting effective policy planning to promote proactive responses to environmental issues," Fujii adds.
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Scientists develop coating for enhanced thermal imaging through hot windows | ScienceDaily
A team of Rice University scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows. Imaging applications in a range of fields -- e.g. security, surveillance, industrial research and diagnostics -- could benefit from the research findings, which were reported in the journal Communications Engineering.


						
"Say you want to use thermal imaging to monitor chemical reactions in a high-temperature reactor chamber," said Gururaj Naik, an associate professor of electrical and computer engineering at Rice and corresponding author on the study. "The problem you'd be facing is that the thermal radiation emitted by the window itself overwhelms the camera, obscuring the view of objects on the other side."

A possible solution could involve coating the window in a material that suppresses thermal light emission toward the camera, but this would also render the window opaque. To get around this issue, the researchers developed a coating that relies on an engineered asymmetry to filter out the thermal noise of a hot window, doubling the contrast of thermal imaging compared to conventional methods.

The core of this breakthrough lies in the design of nanoscale resonators, which function like miniature tuning forks trapping and enhancing electromagnetic waves within specific frequencies. The resonators are made from silicon and organized in a precise array that allows fine control over how the window emits and transmits thermal radiation.

"The intriguing question for us was whether it would be possible to suppress the window's thermal emission toward the camera while maintaining good transmission from the side of the object to be visualized," Naik said. "Information theory dictates a 'no' for an answer in any passive system. However, there is a loophole -- in actuality, the camera operates in a finite bandwidth. We took advantage of this loophole and created a coating that suppresses thermal emission from the window toward the camera in a broad band but only diminishes transmission from the imaged object in a narrow band."

This was achieved by designing a metamaterial comprised of two layers of different types of resonators separated by a spacer layer. The design allows the coating to suppress thermal emissions directed toward the camera while remaining transparent enough to capture thermal radiation from objects behind the window.

"Our solution to the problem takes inspiration from quantum mechanics and non-Hermitian optics," said Ciril Samuel Prasad, a Rice doctoral engineering alum and first author on the study.




The result is a revolutionary asymmetric metawindow capable of clear thermal imaging at temperatures as high as 873 K (approximately 600 C).

The implications of this breakthrough are significant. One immediate application is in chemical processing, where monitoring reactions inside high-temperature chambers is critical. Beyond industrial uses, this approach may revolutionize hyperspectral thermal imaging by addressing the long-standing "Narcissus effect," where thermal emissions from the camera itself interfere with imaging. The researchers envision applications in energy conservation, radiative cooling and even defense systems, where accurate thermal imaging is essential.

"This is a disruptive innovation," the researchers noted. "We've not only solved a long-standing problem but opened new doors for imaging in extreme conditions. The use of metasurfaces and resonators as design tools will likely transform many fields beyond thermal imaging from energy harvesting to advanced sensing technologies."

Henry Everitt, senior scientist at the United States Army Research Laboratory and adjunct faculty at Rice, is also an author on the study.

The research was supported by the United States Army Research Office under cooperative agreement number W911NF2120031.
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A greener, cleaner way to extract cobalt from 'junk' materials | ScienceDaily
Penn researchers led a collaborative effort pioneering safer, more sustainable technique to extract elements critical to battery-powered technologies. Findings pave the way for getting value from materials that would otherwise be considered waste.


						
Siddarth Kara's bestseller, "Cobalt Red: How the Blood of Congo Powers Our Lives," focuses on problems surrounding the sourcing of cobalt, a critical component of lithium-ion batteries that power many technologies central to modern life, from mobile phones and pacemakers to electric vehicles.

"Perhaps many of us have read how lithium-ion batteries are vital for energy storage technologies," says Eric Schelter, the Hirschmann-Makineni Professor of Chemistry at the University of Pennsylvania. "But how material that make up such batteries are sourced can be concerning and problematic, both ethically and environmentally."

Schelter says that cobalt mining in the Democratic Republic of Congo, which supplies about 70% of the world's cobalt, raises concerns due to environmental degradation and unsafe working conditions, and that large-scale mining disrupts ecosystems, can contaminate water supplies, leaving lasting environmental damage. In addition, he notes that a looming cobalt shortage threatens to strain global supply chains as demand for battery technologies continues to grow.

To that end, an area of research his lab has been focusing on is the separation of battery-critical metals like nickel and cobalt. In a new paper, published in the journal Chem, Schelter's team and collaborators at Northwestern University presented an "easier, more sustainable, and cheaper way to separate both from materials that would otherwise be considered waste."

"Our chemistry is attractive because it's simple, works well, and efficiently separates nickel and cobalt -- one of the more challenging separation problems in the field," Schelter says. "This approach offers two key benefits: increasing the capacity to produce purified cobalt from mining operations with potentially minimal environmental harm, addressing the harshness of traditional purification chemicals, and creating value for discarded batteries by providing an efficient way to separate nickel and cobalt."

The right ingredients for selective separation

Typically, the researchers say, cobalt is often produced as a byproduct of nickel mining by way of hydrometallurgical methods such as acid leaching and solvent extraction, which separates cobalt and nickel from ores. It's an energy-intensive method that generates significant hazardous waste.




The process Schelter and the team developed to circumvent this is based on a chemical-separation technique that leverages the charge density and bonding differences between two molecular complexes: the cobalt (III) hexammine complex and the nickel (II) hexammine complex.

"A lot of separations chemistry is about manifesting differences between the things you want to separate," Schelter says, "and in this case we found conditions where ammonia, which is relatively simple and inexpensive, binds differently to the nickel and cobalt hexammine complexes."

By introducing a specific negatively charged molecule, or anion, like carbonate into the system, they created a molecular solid structure that causes the cobalt complex to precipitate out of the solution while leaving the nickel one dissolved. Their work showed that the carbonate anion selectively interacts with the cobalt complex by forming strong "hydrogen bonds" that create a stable precipitate. After precipitation, the cobalt-enriched solid is separated through filtration, washed with ammonia, and dried. The remaining solution contains nickel, which can then be processed separately.

"This process not only achieves high purities for both metals -- 99.4% for cobalt and more than 99% for nickel -- but it also avoids the use of organic solvents and harsh acids commonly used in traditional separation methods," says first author Boyang (Bobby) Zhang, a graduate student in Penn's School of Arts & Sciences and a Vagelos Institute for Energy Science and Technology Graduate Fellow. "It's an inherently simple and scalable approach that offers environmental and economic advantages."

Techno-economic and life cycle analyses

In evaluating the real-world applicability of their new method, the team, led by Marta Guron, conducted both techno-economic analysis and life-cycle assessment, with the former revealing an estimated production cost of $1.05 per gram of purified cobalt, substantially lower than the $2.73 per gram associated with a reported separations process.




"We focused on minimizing chemical costs while also using readily available reagents, which makes our method potentially competitive with existing technologies," Schelter says.

The life-cycle analysis found that eliminating volatile organic chemicals and hazardous solvents allows the process to significantly reduce environmental and health risks, which was supported by metrics like Smog Formation Potential and Human Toxicity by Inhalation Potential, where the process scored at least an order of magnitude better than traditional methods.

"This means fewer greenhouse gas emissions and less hazardous waste, which is a seriously big win for both the environment and public health," says Zhang.

Cleaner path forward

Owing to how the team accomplished their separation, Schelter says, there's an exciting fundamental science aspect of this work that he thinks they can take in many different directions, even for other metal separation problems.

"Based on the unique set of molecular recognition principles we identified through the course of this work, I think we can extend this work in many different directions," he says. "We could apply it to other metal separation problems, ultimately driving broader innovation in sustainable chemistry and materials recovery."

Eric Schelter is the Hirschmann-Makineni Professor of Chemistry in the Department of Chemistry at the School of Arts & Sciences at the University of Pennsylvania.

Boyang (Bobby) Zhang is a Vagelos Institute for Energy Science and Technology Graduate Fellow in the Schelter Group at Penn Arts & Sciences.

Marta Guron is an adjunct lecturer in the Department of Chemistry and project manager in the Office of Environmental and Radiation Safety.

Other authors are Andrew J. Ahn, Michael R. Gau, and Alexander B. Weberg from Penn and Leighton O. Jones and George C. Schatz of Northwestern University.

This research was supported by the Vagelos Institute for Energy Science and Technology at Penn, Vagelos Integrated Program in Energy Research at Penn, National Science Foundation Center (Award CHE-1925708), Center for Advanced Materials for Energy Water Systems of the U.S. Department of Energy (Grant 8J-30009-0007A), and Research Corporation for Science Advancement (Award #CS-SEED-2024-022).
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Research shows feasting fungi could revolutionize carbon-fiber recycling | ScienceDaily
Today, carbon-fiber materials are nearly ubiquitous in the industrialized world, found in everything from hockey sticks to passenger airliners. With hundreds of thousands of tons of carbon fiber produced around the world every year, scientists have sought useful, cost-effective methods for recycling the material.


						
But carbon fiber -- strands of carbon atoms bonded together in a matrix -- is particularly tough to recycle into new useful materials.

"It's usually a woven material combined with a matrix, often made of epoxy or polystyrene, that holds it together," said Berl Oakley, Irving S. Johnson Distinguished Professor of Molecular Biology at the University of Kansas. "You have a mixture of the fabric and the matrix, so the goal is to recover the fabric for reuse and also dissolve the matrix without creating something toxic or wasteful. Ideally, you want to reclaim value from it."

Now, in a new biotechnological process just detailed in the Journal of American Chemical Society, Oakley at KU and collaborators at the University of Southern California have developed a chemical procedure for breaking down and removing the matrix from carbon fiber reinforced polymers (CFRPs) such that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

One of the major matrix breakdown products is benzoic acid, and to recover additional value, Oakley has developed a genetically modified version of the fungus Aspergillusnidulans that can feast on benzoic acid to produce a valuable chemical compound called OTA (2Z,4Z,6E)-octa-2,4,6-trienoic acid). According to Oakley and his collaborators on the new paper, "This represents the first system to reclaim a high value from both the fiber fabric and polymer matrix of a CFRP."

Oakley is a longtime collaborator with the paper's lead author, Clay Wang of the University of Southern California. "We've been working for years with his lab to produce secondary metabolites in Aspergillusnidulans," Oakley said. "Secondary metabolites are compounds the fungus produces -- penicillin is the archetypal secondary metabolite -- that have biological activity, like inhibiting its competitors and so on. The Asperlin pathway is something that came out of that work. Asperlin is a secondary metabolite. We managed to turn on a particular pathway, and that was the product. We discovered that OTA is an intermediate in the pathway and OTA is a potentially valuable industrial compound."

"OTA can be used to make products with potential medical applications, like antibiotics or anti-inflammatory drugs," Wang said in a statement issued by USC. "This discovery is important because it shows a new, more efficient way to turn what was previously considered waste material into something valuable that could be used in medicine."

Next, Oakley said his KU lab will try to make their specialized fungus even more efficient, keeping in mind needs for scalability and profitability if the new carbon-fiber recycling method is to be applied at the industrial scale.

"Since this work began, we've developed strains that are actually better than the original ones," he said. "These newer strains will likely give better results, but we'll need to do lots of work to engineer this process into the improved strains."

At KU, Oakley was joined in the research by graduate student Cory Jenkinson. At USC, Wang's co-authors were Clarissa Olivar, Zehan Yu, Ben Miller, Maria Tangalos, Steven Nutt and Travis Williams.
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A new discovery about the source of the vast energy in cosmic rays | ScienceDaily
Ultra-high energy cosmic rays, which emerge in extreme astrophysical environments -- like the roiling environments near black holes and neutron stars -- have far more energy than the energetic particles that emerge from our sun. In fact, the particles that make up these streams of energy have around 10 million times the energy of particles accelerated in the most extreme particle environment on earth, the human-made Large Hadron Collider.


						
Where does all that energy come from? For many years, scientists believed it came from shocks that occur in extreme astrophysical environments -- when, for example, a star explodes before forming a black hole, causing a huge explosion that kicks up particles.

That theory was plausible, but, according to new research published this week in The Astrophysical Journal Letters, the observations are better explained by a different mechanism. The source of the cosmic rays' energy, the researchers found, is more likely magnetic turbulence. The paper's authors found that magnetic fields in these environments tangle and turn, rapidly accelerating particles and sharply increasing their energy up to an abrupt cutoff.

"These findings help solve enduring questions that are of great interest to both astrophysicists and particle physicists about how these cosmic rays get their energy," said Luca Comisso, associate research scientist in the Columbia Astrophysics Lab, and one of the paper's authors.

The paper complements research published last year by Comisso and collaborators on the sun's energetic particles, which they also found emerge from magnetic fields in the sun's corona. In that paper, Comisso and his colleagues discovered ways to better predict where those energetic particles would emerge.

Ultra-high energy cosmic rays are orders of magnitude more powerful than the sun's energetic particles: They can reach up to 1020 electron volts, whereas particles from the Sun can reach up to 1010 electron volts, a 10-order-of-magnitude difference. (To give an idea of this vast difference in scale, consider the difference in weight between a grain of rice with a mass of about 0.05 grams and a 500-ton Airbus A380, the world's largest passenger aircraft.) "It's interesting that these two extremely different environments share something in common: their magnetic fields are highly tangled and this tangled nature is crucial for energizing particles," Comisso said.

"Remarkably, the data on ultra-high energy cosmic rays clearly prefers the predictions of magnetic turbulence over those of shock acceleration. This is a real breakthrough for the field," said Glennys R. Farrar, an author on the paper and professor of physics at New York University.

The research was supported by the National Science Foundation.
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Rethinking the quantum chip | ScienceDaily
Researchers at the UChicago Pritzker School of Molecular Engineering (UChicago PME) have realized a new design for a superconducting quantum processor, aiming at a potential architecture for the large-scale, durable devices the quantum revolution demands.


						
Unlike the typical quantum chip design that lays the information-processing qubits onto a 2-D grid, the team from the Cleland Lab has designed a modular quantum processor comprising a reconfigurable router as a central hub. This enables any two qubits to connect and entangle, where in the older system, qubits can only talk to the qubits physically nearest to them.

"A quantum computer won't necessarily compete with a classical computer in things like memory size or CPU size," said UChicago PME Prof. Andrew Cleland. "Instead, they take advantage of a fundamentally different scaling: Doubling a classical computer's computational power requires twice as big a CPU, or twice the clock speed. Doubling a quantum computer only requires one additional qubit."

Taking inspiration from classical computers, the design clusters qubits around a central router, similar to how PCs talk to each other through a central network hub. Quantum "switches" can connect and disconnect any qubit within a few nanoseconds, enabling high-fidelity quantum gates and the generation of quantum entanglement, a fundamental resource for quantum computing and communication.

"In principle there's no limit to the number of qubits that can connect via the routers," said UChicago PME PhD candidate Xuntao Wu. "You can connect more qubits if you want more processing power, as long as they fit in a certain footprint."

Wu is the first author of a new paper published in Physical Review X that describes this new way of connecting superconducting qubits. The researchers' new quantum chip is flexible, scalable and as modular as the chips in cellphones and laptops.

"Imagine you have a classical computer that has a motherboard integrating lots of different components, like your CPU or GPU, memory and other elements," said Wu. "Part of our goal is to transfer this concept to the quantum realm."

Size and Noise




Quantum computers are highly advanced yet delicate devices with the potential to transform fields such as telecommunications, healthcare, clean energy, and cryptography. Two things must happen before quantum computers can tackle these global problems to their fullest potential.

First, they must be scaled to large enough size with flexible operability.

"This scaling can offer solutions to computational problems that a classical computer simply cannot hope to solve, like factoring huge numbers and thereby cracking encryption codes," Cleland said.

Second, they must be fault-tolerant, able to perform massive calculations with few errors, ideally surpassing the processing power of current state-of-the-art classical computers. The superconducting qubit platform, under development here, is one promising approach to building a quantum computer.

"A typical superconducting processor chip is a square shape with all the quantum bits fabricated on that. It's a solid-state system on a planar structure," said co-author Haoxiong Yan, who graduated from UChicago PME in the spring and now works as a quantum engineer for Applied Materials. "If you can imagine a 2-D array, like a square lattice, that's the topology of typical superconducting quantum processors."

Limitations in Typical Design

This typical design causes several limitations.




First, putting qubits on a grid means each qubit can only interact with, at most, four other qubits -- its immediate neighbors to the north, south, east and west. Greater qubit connectivity usually enables a more powerful processor with respect to both flexibility and component overhead, but the four-neighbor limit is generally considered inherent to the planar design. This means for practical quantum computing applications, scaling the device using brutal force will likely result in unrealistic resource requirements.

Second, the nearest-neighbor connections will in turn limit the classes of quantum dynamics that can be implemented as well as the extent of parallelism the processor is able to execute.

Finally, if all qubits are fabricated on the same planar substrate, then this poses a significant challenge to the fabrication yield, as even a small number of failed devices means the processor won't work.

"To undertake practical quantum computing, we need millions or even billions of qubits and we need to make everything perfectly," Yan said.

Rethinking the Chip

To work around these issues, the team retouched the design of the quantum processor. The processor is designed to be modular, in a way that different components can be pre-selected before being mounted onto the processor motherboard.

The team's next steps are working on ways to scale up the quantum processor to more qubits, find novel protocols for expanding the processor's capabilities, and, potentially, find ways to link router-connected qubit clusters the way supercomputers link their component processors.

They're also looking to expand the distance over which they can entangle qubits.

"Right now, the coupling range is sort of medium-range, on the order of millimeters," Wu said. "So if we're trying to think of ways to connect remote qubits, then we must explore new ways to integrate other kind of technologies with our current setup."

Funding: Devices and experiments were supported by the Army Research Office and Laboratory for Physical Sciences (ARO Grant No. W911NF2310077) and by the Air Force Office of Scientific Research (AFOSR Grant No. FA9550-20-1-0270)
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New algorithm boosts multitasking in quantum machine learning | ScienceDaily
Quantum computers differ fundamentally from classical ones. Instead of using bits (0s and 1s), they employ "qubits," which can exist in multiple states simultaneously due to quantum phenomena like superposition and entanglement.


						
For a quantum computer to simulate dynamic processes or process data, among other essential tasks, it must translate complex input data into "quantum data" that it can understand. This process is known as quantum compilation.

Essentially, quantum compilation "programs" the quantum computer by converting a particular goal into an executable sequence. Just as the GPS app converts your desired destination into a sequence of actionable steps you can follow, quantum compilation translates a high-level goal into a precise sequence of quantum operations that the quantum computer can execute.

Traditionally, quantum compilation algorithms optimize a single target at a time. While effective, there are limitations to this approach. Many complex applications require a quantum computer to multitask. For example, in simulating quantum dynamical processes or preparing quantum states for experiments, researchers may need to manage multiple operations at once to achieve accurate results. In these situations, handling one target at a time becomes inefficient.

To address these challenges, Tohoku University's Dr. Le Bin Ho led a team that developed a multi-target quantum compilation algorithm. They published their new study in the journal Machine Learning: Science and Technology on December 5, 2024.

"By enabling a quantum computer to optimize multiple targets at once, this algorithm increases flexibility and maximizes performance," says Le. This leads to improvements in complex-system simulations or tasks that involve multiple variables in quantum machine learning, making it ideal for applications across various scientific disciplines.

In addition to performance improvements, this multi-target algorithm opens the door to new applications previously limited by the single-target approach. For instance, in materials science, researchers could use this algorithm to simultaneously explore multiple properties of a material at the quantum level. In physics, the algorithm may assist in studying systems that evolve or require various interactions to be fully understood.

This development represents a significant advancement in quantum computing. "The multi-target quantum compilation algorithm brings us closer to the day when quantum computers can efficiently handle complex, multi-faceted tasks, providing solutions to problems beyond the reach of classical computers," adds Le.

Looking ahead, Le aims to study how this algorithm can adapt to various types of noise and identify ways to enhance its performance.
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Advancing the synthesis of two-dimensional gold monolayers | ScienceDaily
Nanostructured two-dimensional gold monolayers offer possibilities in catalysis, electronics, and nanotechnology.


						
Researchers have created nearly freestanding nanostructured two-dimensional (2D) gold monolayers, an impressive feat of nanomaterial engineering that could open up new avenues in catalysis, electronics, and energy conversion.

Gold is an inert metal which typically forms a solid three-dimensional (3D) structure. However, in its 2D form, it can unlock extraordinary properties, such as unique electronic behaviors, enhanced surface reactivity, and immense potential for revolutionary applications in catalysis and advanced electronics.

One of the challenges in synthesizing 2D gold monolayers has been stabilizing isotropic metallic bonds in strictly 2D forms. To address this, the research team at Lund University and Hokkaido University employed a novel bottom-up approach combined with high-performance computations, enabling the creation of macroscopically large gold monolayers with unique nanostructured patterns, remarkable thermal stability, and potential catalytic utility.

The team grew gold monolayers on an iridium substrate and embedded boron atoms at the interface between gold and iridium. This innovative technique produced suspended monoatomic sheets of gold, which had a hexagonal structure with nanoscale triangular patterns. Incorporating boron enhanced the stability and structural integrity of the gold layers, allowing the nanostructures to form.

"The ease of preparation and thermal stability of the resulting gold films is significant, making them a practical platform for further studies of fundamental properties of elemental 2D metals and their potential for diverse applications in electronics and nanotechnology," explains Dr. Alexei Preobrajenski of the MAX IV Laboratory, Lund University, and a corresponding author of the study.

Advanced characterization techniques, including scanning tunneling microscopy (STM) and X-ray spectroscopy, were employed to investigate the structural and electronic properties of the gold films. The analysis confirmed that embedding boron facilitates a transition from 3D to primarily 2D metal bonding, fundamentally altering the electronic behavior of the gold layers. This transformation underscores the unique nature of the synthesized films, as traditional methods typically fail to maintain a stable 2D metallic form, leading instead to small or unstable structures.

The ability to create stable and nearly freestanding metallic monolayers over a large area has far-reaching implications. "This research opens avenues for testing theories and further exploration into the potential applications of 2D metals in the various fields, including catalysis and energy conversion," says Associate Professor Andrey Lyalin of the Faculty of Science, Hokkaido University, and the other corresponding author of the study.

By addressing the challenges of stabilizing 2D metallic materials, this study contributes to the growing understanding of 2D materials and lays the groundwork for potential technological applications.
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Shape-changing device helps visually impaired people perform location task as well as sighted people | ScienceDaily
A groundbreaking piece of navigation technology that uses the ability to sense information through touch can help people with visual impairment perform a location task as well as sighted people, according to new Imperial-led research.


						
Researchers from Imperial College London, working with the company MakeSense Technology and the charity Bravo Victor, have developed a shape-changing device called Shape that helps people with visual impairment navigate through haptic perception -- the way people understand information about objects through touch. The device, which looks like a torch, bends to indicate where a person needs to move and straightens when the user is facing the correct direction.

In a study published in Nature Scientific Reports, researchers tested how well people with visual impairment were able to locate targets in a 3D virtual reality (VR) space using Shape and vibration feedback technology -- which is commonly used to help visually impaired people navigate. Sighted individuals were also recruited for the study to locate the targets in the VR space using only their natural vision.

Dr Ad Spiers, lead researcher for the study, from Imperial's Department of Electrical and Electronic Engineering, said: "The exciting thing about this study is we've managed to demonstrate that Shape can help people with visual impairment perform a navigation task as well as sighted people. This is something that we haven't seen before with other navigation devices.

"Shape is unusual because it uses our ability to understand information through touch in a way that goes beyond vibration. Humans have an innate ability to feel and interpret shapes through our hands, with very little concentration. Exploiting this allows us to create a device that is simple to learn and isn't tiring to use."

The study compared the results of 10 participants with visual impairment and 10 sighted participants, testing their ability to locate targets as quickly as possible in a controlled indoor environment, measuring the time taken to locate virtual targets and the efficiency in locating these targets.

The trial found that there was no significant difference in the performance between visually impaired participants using Shape and sighted participants using only natural vision. It also found that participants with visual impairment located targets significantly faster using Shape than with vibration technology. Feedback showed that participants with visual impairment preferred using Shape to vibration technology.




It is hoped that the device, which is believed to be the most advanced of its kind, could be the future of navigation technology for visual impairment, as the Shape device has notable advantages over current tools used to guide people with visual impairment.

Dr Robert Quinn, CEO of MakeSense Technology, said: "The impressive results from this study demonstrate the enormous potential of this technology to make life changing improvements in mobility for people with visual impairment.

"Building upon the research described in this paper, MakeSense is developing a blind wayfinding product which leverages the latest advancements in spatial artificial intelligence and computer vision without the need for interpretive training. We are aiming for our first product to be available from the end of 2025."

Currently, individuals with visual impairment most commonly use aids such as white canes or guide dogs. While guide dogs are often effective, they require expensive expert training and can cost thousands of pounds per year to keep. White canes enable navigation through a process of elimination by telling users where not to go, rather than where they should go. This process limits a user's ability to navigate freely in complex environments.

Recent developments with technology have tended to focus on using auditory interfaces, which give audio cues such as "turn left at the next corner," or vibration feedback, which alerts a user through vibration patterns that indicate where to move.

Auditory interfaces can prevent people from hearing important warning sounds of imminent hazards and can dampen users' ability to engage fully with the world. Vibration feedback can lead to numbness after prolonged periods of use and studies have shown users can become quickly irritated and distracted by frequent vibration sensations.




In order to test the performance of Shape against vibration technology and natural sight in a controlled environment, the researchers designed a simulation of real-world navigation that reduced the possibility of significant variation between experiments.

In a real-world navigation scenario, it is expected that there would be significant variation in conditions due to changes in weather and the presence of other pedestrians or objects. It is also expected that there will often be multiple potential target options in a real-world scenario rather than the single targets which were presented individually in the experiment.

Further research is needed to understand how the Shape device performs in more variable real-world scenarios.

The Shape device was developed working with MakeSense Technology, a startup company which was co-founded at Imperial by Dr Robert Quinn -- an Imperial PhD graduate in Mechanical Engineering. The company received support in its early stages from Imperial's thriving entrepreneurial ecosystem, which aims to develop innovative solutions with the potential to change the world for better.

Following the completion of the Shape study, MakeSense has worked on developing the technology further to be used for real-world outdoor navigation. It is hoped that the device could be ready for practical use in real-world environments in the coming years.

The research published in Nature Scientific Reports was supported by funding from Innovate UK's SMART Grant, which was awarded to MakeSense Technology Ltd, Bravo Victor, and Imperial College London.
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10,000 times faster than traditional methods: New computational framework automatically discovers experimental designs in microscopy | ScienceDaily
For human researchers, it takes many years of work to discover new super-resolution microscopy techniques. The number of possible optical configurations of a microscope -- for example, where to place mirrors or lenses -- is enormous. Researchers at the Max Planck Institute for the Science of Light (MPL) have developed an artificial intelligence (AI) framework which autonomously discovers new experimental designs in microscopy. The framework, called XLuminA, performs optimizations 10,000 times faster than well-established methods. The researchers' work was recently published in Nature Communications.


						
Currently, optical microscopy is most widely used in the biological sciences. The ingenuity and creativity of human researchers have led to the discovery of super-resolution (SR) methods, which overcome the classical diffraction limit of light at about 250 nm and enable one to resolve the organization of the smallest functional units of cellular life. Finding new microscopy techniques has traditionally relied on human experience, intuition and creativity -- a challenging approach given the vast number of possible experimental optical configurations. For example, if an optical setup consists of just 10 elements, chosen from 5 different components such as mirrors, lenses, or beam splitters, there are already more than 100 million unique configurations. The complexity of this space suggests that many powerful techniques may remain undiscovered, and human intuition alone might not be enough to find them. This is where AI-based exploration techniques could be of enormous benefit, exploring this space in a fast and unbiased way. "Experiments are our windows to the Universe, into the large and small scales. Given the sheer enormously large number of possible experimental configurations, its questionable whether human researchers have already discovered all exceptional setups. This is precisely where artificial intelligence can help," explains Mario Krenn, head of the "Artificial Scientist Lab" at MPL.

To address this challenge, scientists from the "Artificial Scientist Lab" joined forces with Leonhard Mockl, a domain expert in super-resolution microscopy and head of the "Physical Glycoscience" research group at MPL. Together, they developed XLuminA, an efficient open-source framework designed with the ultimate goal of discovering new optical design principles. The researchers leverage its capabilities with a particular focus on SR microscopy. XLuminA operates as an AI-driven optics simulator which can explore the entire space of possible optical configurations automatically. What sets XLuminA apart is its efficiency: it leverages advanced computational techniques to evaluate potential designs 10,000 times faster than traditional computational methods. "XLuminA is the first step towards bringing AI-assisted discovery and super-resolution microscopy together. Super-resolution microscopy has enabled revolutionary insights into fundamental processes in cell biology over the past decades -- and with XLuminA, I'm convinced that this story of success will be accelerated, bringing us new designs with unprecedented capabilities," adds Leonhard Mockl, head of the "Physical Glycoscience" group at MPL.

The first author of the work, Carla Rodriguez, together with the other members of the team, validate their approach by demonstrating that XLuminA could independently rediscover three foundational microscopy techniques. Starting with simple optical configurations, the framework successfully rediscovered a system used for image magnification. The researchers then tackled more complex challenges, successfully rediscovering the Nobel Prize-winning STED (stimulated emission depletion) microscopy and a method for achieving SR using optical vortices. Finally, the researchers demonstrated XLuminA's capability for genuine discovery. The researchers asked the framework to find the best possible SR design given the available optical elements. The framework independently discovered a way to integrate the underlying physical principles from the aforementioned SR techniques (STED microscopy and the optical vortex method) into a single, previously unreported experimental blueprint. The performance of this design exceeds the capabilities of each individual SR technique. "When I saw the first optical designs that XLuminA had discovered, I knew we had successfully turned an exciting idea into a reality. XLuminA opens the path for exploring completely new territories in microscopy, achieving unprecedented speed in automated optical design. I am incredibly proud of our work, especially when thinking about how XLuminA could help in advancing our understanding of the world. The future of automated scientific discovery in optics is truly exciting!," says Carla Rodriguez, the study's lead author and main developer of XLuminA.

The modular nature of the framework allows it to be easily adapted for different types of microscopy and imaging techniques. Looking forward, the team aims to include nonlinear interactions, light scattering and time information which would enable the simulation of systems such as iSCAT (interferometric scattering microscopy), structured illumination and localization microscopy, among many others. The framework can be used by other research groups and customized to their needs, which would be of great advantage for interdisciplinary research collaborations.
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Delivering medicines with microscopic 'flowers' | ScienceDaily
These small particles are reminiscent of paper flowers or desert roses. Physicians can use them to guide medicines to a precise destination within the body. Better yet, the particles can easily be tracked using ultrasound as they scatter sound waves.


						
How can medicines be directed to the precise location within the body where they need to act? Scientists have been researching this question for a long time. An example would be delivering cancer drugs directly to a tumour so that they only take effect at this specific location, without causing side effects in the rest of the body. Research is under way to identify carrier particles to which active ingredients can be bound. Particles of this kind must meet an array of requirements, including the following three: firstly, they must be able to absorb as many molecules of the active substance as possible; secondly, it must be possible to guide them through the bloodstream using a simple technique such as ultrasound; and thirdly, it must be possible to track their journey through the body with a non-invasive imaging procedure. This final point is the only way of verifying whether the medicines have successfully been delivered.

Finding a single solution that meets all of these requirements has been challenging. Research lead by ETH Zurich have now unveiled a special class of particle meeting all these criteria. Not only are these particles effective; they appear visually striking under a microscope too, resembling tiny paper flowers or desert roses. They are made of extremely thin petals that arrange themselves into flowers. These flower particles are one to five micrometres in diameter, which is slightly smaller than a red blood cell.

Their shape has two main advantages. Firstly, the flower particles have an enormous surface area in relation to their size. The spaces between the many densely packed flower petals are only a few nanometres wide and act like pores. This means they can absorb very large amounts of therapeutically active substances. Secondly, the flower petals scatter sound waves or they can be coated with molecules that absorb light, thus can easily be made visible using ultrasound or optoacoustic imaging.

These findings have just been reported by the groups led by Daniel Razansky and Metin Sitti in a study published in the journal Advanced Materials. Razansky is Professor of Biomedical Imaging with double appointment at ETH Zurich and the University of Zurich. Sitti is an expert in microrobotics and, until recently, was a professor at ETH Zurich and the Max Planck Institute for Intelligent Systems in Stuttgart prior to moving to Koc University in Istanbul.

Better than gas bubbles

"Previously, researchers primarily investigated tiny gas bubbles as a method of transport through the bloodstream using ultrasound or other acoustic methods," said Paul Wrede, co-author of the study and doctoral student in Razansky's group. "We have now demonstrated that solid microparticles can also be acoustically guided." The advantage of the flower particles over the bubbles is that they can be loaded with larger quantities of active ingredient molecules.

The researchers demonstrated that the flower particles could be loaded with a cancer drug in Petri dish experiments. They also injected the particles into the bloodstreams of mice. Using focused ultrasound, they were able to keep the particles in a pre-determined position within the circulatory system. This was successful despite the rapid blood circulation surrounding the particles. Focused ultrasound is a technique whereby sound waves are concentrated at a localized spot. "In other words, we don't just inject the particles and hope for the best. We actually control them," said Wrede. The researchers are hoping that this technology will one day be used to deliver medicines to tumours or clots that block blood vessels.

The particles may be made from a variety of materials and have different coatings depending on what they are being used for and the researchers' preferred imaging procedure for controlling the position of the particles. "The underlying working principle is based on their shape, not the material they are made from," said Wrede. In their study, the researchers investigated flower particles made of zinc oxide in detail. They also tested particles made of polyimide and a composite material consisting of nickel and organic compounds.

Now the researchers would like to refine their concept. They are planning to conduct more animal tests first, after which the technology may become beneficial for patients with cardiovascular disease or cancer.
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Empowering older adults with home-care robots | ScienceDaily
Advances in medicine have led to an increase in human longevity. Estimates suggest that by 2030, one in every six individuals globally will be aged over 60 years. This rapid increase in the aging population implies a larger number of aged individuals requiring care. Family members and professional caregivers may not be able to meet this increasing demand. Furthermore, reports suggest a significant shortage of workforce, including nurses, in several developed countries, underscoring the need for additional strategies that cater to the needs of older adults.


						
Simple and effective technologies such as robots can bridge this gap and help provide the care needed for older individuals to age in the comfort of their homes. However, despite their significant potential, social acceptance of assistive home-care robots in aging societies remains an issue. Further, their widespread use is impeded by challenges in developing robots that can cater to the specific needs of older individuals requiring long-term care across different countries, given the cultural, ethical, and financial differences.

In a new study, researchers from Chiba University, Japan, sought to elucidate the factors that affect users' willingness to use home-care robots. Previous studies have shown that public involvement in research has a positive impact on the study design and patient engagement. Building on this, the researchers examined a user-centric approach that involves potential users in the research and development process of home-care robots. This approach takes into consideration real-life expectations and problems faced by users.

Giving further insight into their work published in Scientific Reports, on November 12, 2024, Professor Sayuri Suwa, the corresponding author of the article, says, "In countries where the population is aging, the use of home-care robots will enable many people to achieve 'aging in place.' Each country has its own unique history, culture, and legal system, so we wanted to clarify how home-care robots could be developed and implemented in a way that respects these differences." This research was actively co-authored by Dr. Hiroo Ide from the Institute for Future Initiatives, The University of Tokyo; Dr. Yumi Akuta from the Division of Nursing, Faculty of Healthcare, Tokyo Healthcare University; Dr. Naonori Kodate from the UCD School of Social Policy, Social Work and Social Justice, University College Dublin; Dr. Jaakko Hallila from Seinajoki University of Applied Sciences; and Dr. Wenwei Yu from the Center for Frontier Medical Engineering, Chiba University.

The team conducted a questionnaire-based survey of care recipients and caregivers across Japan, Ireland, and Finland. The questionnaire assessed four different aspects of users' willingness, namely -- familiarity with robots, important points about home-care robots, functions expected from home-care robots, and ethically acceptable uses, through 48 different items. The researchers analyzed the responses of 525 Japanese, 163 Irish, and 170 Finnish participants for common and distinct factors influencing their willingness to use robots.

The analysis revealed that "willingness to participate in research and development," "interest in robot-related news," and "having a positive impression of robots" were common factors among respondents from the three countries. On the other hand, "convenience" in Japan, "notifying family members and support personnel when an unexpected change occurs in an older person" in Ireland, and "design" in Finland were found to be distinct factors influencing the use of robots.

Additionally, the study highlights how historic, cultural, and demographic variables across the countries influence the implementation of home-care robots. In Japan, robot development is being encouraged by the government, industry, and academia, with a general optimism towards their application. While robot development is slightly behind in Ireland, its use for older adults is being increasingly recognized, and artificial intelligence and robotics are being applied in health and social care. The Finnish respondents' choice of 'design' is in line with Finnish design, which is widely known worldwide, suggesting that it is important in robot manufacturing.

Overall, the study highlights the importance of user participation and their perspective in the development of home-care technology. Home-care robots hold significant potential in empowering older adults. "Developing home-care robots in collaboration with potential users, such as older people and care providers, will foster better product acceptance in the future. This is beneficial not only for validating the home-care products under development but also for truly expanding the use of home-care robots. Ultimately, this would lead to greater well-being for users," Prof. Suwa concludes.
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Leap in modelling human impact on climate may lead to early warning of climate disasters | ScienceDaily
A breakthrough in the theory of climate change science has given scientists the most robust way yet to link observed climate change to both human-made and natural causes and to spot early warning signals for potential climate disasters.


						
An international collaboration between Valerio Lucarini, a mathematician from the University of Leicester, and scientist Mickael Chekroun has led to applying principles of statistical mechanics to climate science to frame how to distinguish the climate change signal from the "background noise" of natural climate variability and to flag the nearing of 'tipping points,' such as those associated with the collapse of the Atlantic Ocean circulation or of the Amazon forest.

This theoretical advance paves the way for the development of innovative methods to study climate change and its associated risks, thanks to a more advanced understanding the underlying mechanisms driving climate change.

Published in the journal Physical Review Letters, it will give scientists the confidence in performing climate change attribution and to identify when we are on the route to a potential climatic tipping, and to take preventative measures to mitigate against one. It will give policymakers much needed certainty about the procedures used for assessing climate change.

Tipping points are thresholds in our climate system that potentially lead to large scale change and damage to our environment. Events such as the collapse of the Atlantic meridional overturning circulation, a slowdown of which would result in a relative cooling in this region, or the ecological collapse of the Amazon rainforest would have disastrous implications for life on our planet. However, it is difficult to anticipate when we are reaching a potential tipping point from climate data.

The challenge is distinguishing the evidence of climate change and, in particular, an impending tipping point from the natural climate variability that exists. The 'signal' of human-caused climate changes is obscured in the 'noise' of natural changes in the environment. The Leicester-led team found that the existing approach, based on a purely statistical method, provides limited information about the dynamical processes that affect our climate. It provides a snapshot of our climate, with no insight into how it came to be that way.

By applying the principles of statistical mechanics -- the physics behind random dynamical processes -- their research instead allows us to turn back the clock on that snapshot and understand how that picture was formed. They created a mathematical model able to recreate dynamically the processes at play and identify the causes of change. From this, they could 'fingerprint' the signal of human-caused climate change and determine its impact, allowing a dramatic improvement in the ability to detect early warnings of climatic tipping points.

Lead author Professor Valerio Lucarini from the University of Leicester School of Computing and Mathematical Sciences said: "This problem of how we attribute anthropogenic forcings in climate data has far-reaching consequences. Climate change sceptics have questioned how you can relate a forcing in a system that fluctuates a lot to a specific cause. The climate has always changed and will always change. How do you counter that argument and demonstrate what we're observing now is due to human intervention? Of course, the scientific community has come to strong counterarguments but so far they were exclusively based upon statistical, and not dynamical, arguments.

"The breakthrough we made is in connecting the physics of the system, the laws that determine the evolution of the system, to what you can observe. It's pretty clear from that the best way to study change is in the evolutionary laws that impact what we're observing, and that change would be exactly the climate forcing we are looking for."

Dr Mickael Chekroun from the University of California, Los Angeles, and the Weizmann Institute of Science added: "This is quite a big step because it tells us that the detection and attribution methods we have used for many years to say that climate change is there are well founded. We show how the methodology can be improved and we can see its potential pitfalls. We have advanced substantially the theory of climate dynamics and of the relationship between climate variability and climate change."
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Scientists develop cost-effective lasers for extended SWIR applications | ScienceDaily
Current laser technologies for the extended SWIR spectral range rely on expensive and complex materials, limiting their scalability and affordability. To address these challenges, ICFO researchers Dr. Guy L. Withworth, Dr. Carmelita Roda, Dr. Mariona Dalmases, Dr. Nima Taghipour, Miguel Dosil, Dr. Katerina Nikolaidou, Hamed Dehghanpour, led by ICREA Prof. Gerasimos Konstantatos, have presented a novel approach based on colloidal quantum dots in an Advanced Materials article. The team managed to emit coherent light (a necessary condition to create lasers) in the extended SWIR range with large colloidal quantum dots made of lead sulfide (PbS).


						
This new CQD-based technology offers a solution to the aforementioned challenges while maintaining compatibility with silicon CMOS platforms (the technology used for constructing integrated circuit chips) for on-chip integration.

Their PbS colloidal quantum dots are the first semiconductor lasing material to cover such a broad wavelength range. Remarkably, the researchers accomplished this without altering the dots' chemical composition. These results pave the way towards the realization of more practical and compact colloidal quantum dots lasers. Further to that, the team demonstrated lasing -- for the first time in PbS quantum dots- with nanosecond excitation, replacing the need for bulky and costly femtosecond laser amplifiers. That was achieved by employing larger quantum dots, increasing thus the absorption cross-section of the dots tenfold, leading to a dramatic reduction in the optical gain threshold -the point at which the laser light emission becomes an efficient process.

The ability to produce low-cost, scalable infrared lasers in the extended SWIR range addresses critical bottlenecks in various technologies. This innovation has transformative potential for diverse applications, including hazardous gas detection, eye-safe LIDAR systems, advanced photonic integrated circuits, and imaging within the SWIR biological window. Industries relying on LIDAR systems, gas sensing, and biomedicine could greatly benefit from this cost-effective and integrable solution. Moreover, this breakthrough supports the transition to silicon-compatible photonic integrated circuits, enabling greater miniaturization and widespread adoption.

"Our work represents a paradigm shift in infrared laser technology," said ICREA Prof. Gerasimos Konstantatos. "For the first time, we've achieved lasing in the extended SWIR range with solution-processed materials at room temperature, paving the way for practical applications and the development of more accessible technologies."
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'Strong' filters: Innovative technology for better displays and optical sensors | ScienceDaily
A team of researchers from the University of Cologne, Hasselt University (Belgium) and the University of St Andrews (Scotland) has succeeded in using the quantum mechanical principle of strong light-matter coupling for a groundbreaking optical technology that overcomes the long-standing problem of angular dependence in optical systems. The study 'Breaking the angular dispersion limit in thin film optics by ultra-strong light-matter coupling' published in Nature Communications presents ultra-stable thin-film polariton filters that open new avenues in photonics, sensor technology, optical imaging and display technology. The study at the University of Cologne was led by Professor Dr Malte Gather, director of the Humboldt Centre for Nano- and Biophotonics at the Department of Chemistry and Biochemistry of the Faculty of Mathematics and Natural Sciences.
Optical filters are essential for many applications. However, their performance decreases considerably when light hits them at different angles - the colour of the transmitted light changes depending on the viewing angle. This reduction in performance is due to fundamental physical principles and can have a severe impact on the accuracy of optical sensors.
The solution developed by the international team utilizes a principle from quantum mechanics: When light particles are strongly coupled to the energy states of an organic material, so-called polaritons are created.
Conventional thin-film filters consist of many alternating transparent layers, often made of metal oxides. Light is partially reflected or transmitted by these individual layers. Their thickness then determines the colour of the transmitted light via constructive and destructive interference of the light waves, comparable to the shimmering colours of soap bubbles. The transmission and reflection properties of filters can be precisely adjusted through the controlled interaction of many such thin layers. However, this physical principle makes the filters fundamentally susceptible to so-called angular dispersion - a shift in spectral properties towards shorter wavelengths (blueshift) when the filter is tilted. In their new approach, the scientists integrate strongly absorbing organic dyes into optical filters, which leads to a strong coupling of the interfering light with the dyes.
"Usually, you want to avoid any kind of absorption in spectral filters in order not to compromise their optical quality. However, we specifically utilize the strong light absorption in organic materials to generate angularly stable polariton modes with excellent transmission properties," said Dr Andreas Mischok from the University of Cologne, first author of the study.
The team was able to develop filters with exceptional angular stability, which showed a spectral shift of less than 15 nm even at extreme viewing angles of over 80deg. Complex multilayer designs also showed a peak transmission of up to 98 percent - a value equivalent to the best conventional filters currently available.
In a collaborative research project with the group of Professor Dr Koen Vandewal from Hasselt University, the scientists integrated polariton filters into organic photodiodes to create narrowband photodetectors, paving the way for advances in hyperspectral imaging, e.g. for material characterization, and compact optical sensors.
The study indicates possibilities for applying the technology to polymers, perovskites, quantum dots and other materials and thus transferring the new filter principle to an even wider wavelength range. Possible areas of application for polariton filters include micro-optics, displays, sensor technologies and biophotonics. In all these areas, the angle independence of the new filters can drastically simplify the design of optical systems and extend their functionality. Professor Malte Gather, who is leading the reasearch at the University of Cologne, said: "This is a disruptive change in the way we design optical filters. By tackling the problem of angular dispersion with a fundamentally new approach, we are opening up completely new possibilities for optical systems." 
The research team considers polariton filters as a cornerstone for the next generation of optical components with enormous scientific and economic potential. In addition to integrating the filters into sensors such as LiDAR (Light Detection and Ranging) and fluorescence microscopy, future work will focus on applications in display technology.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210115146.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



AI predicts Earth's peak warming | ScienceDaily
Researchers have found that the global goal of limiting warming to 1.5 degrees Celsius above pre-industrial levels is now almost certainly out of reach.


						
The results, published Dec. 10 in Geophysical Research Letters, suggest the hottest years ahead will very likely shatter existing heat records. There is a 50% chance, the authors reported, that global warming will breach 2 degrees Celsius even if humanity meets current goals of rapidly reducing greenhouse gas emissions to net-zero by the 2050s.

A number of previous studies, including the authoritative assessments by the Intergovernmental Panel on Climate Change, have concluded that decarbonization at this pace would likely keep global warming below 2 degrees.

"We've been seeing accelerating impacts around the world in recent years, from heatwaves and heavy rainfall and other extremes. This study suggests that, even in the best case scenario, we are very likely to experience conditions that are more severe than what we've been dealing with recently," said Stanford Doerr School of Sustainability climate scientist Noah Diffenbaugh, who co-authored the study with Colorado State University climate scientist Elizabeth Barnes.

This year is set to beat 2023 as Earth's hottest year on record, with global average temperatures expected to exceed 1.5 degrees Celsius or nearly 2.7 degrees Fahrenheit above the pre-industrial baseline, before people started burning fossil fuels widely to power industry. According to the new study, there is a nine-in-ten chance that the hottest year this century will be at least half a degree Celsius hotter even under rapid decarbonization.

Using AI to refine climate projections

For the new study, Diffenbaugh and Barnes trained an AI system to predict how high global temperatures could climb, depending on the pace of decarbonization.




When training the AI, the researchers used temperature and greenhouse gas data from vast archives of climate model simulations. To predict future warming, however, they gave the AI the actual historical temperatures as input, along with several widely used scenarios for future greenhouse gas emissions.

"AI is emerging as an incredibly powerful tool for reducing uncertainty in future projections. It learns from the many climate model simulations that already exist, but its predictions are then further refined by real-world observations," said Barnes, who is a professor of atmospheric science at Colorado State.

The study adds to a growing body of research indicating that the world has almost certainly missed its chance to achieve the more ambitious goal of the 2015 Paris Climate Agreement, in which nearly 200 nations pledged to keep long-term warming "well below" 2 degrees while pursuing efforts to avoid 1.5 degrees.

A second new paper from Barnes and Diffenbaugh, published Dec. 10 in Environmental Research Letterswith co-author Sonia Seneviratne of ETH-Zurich, suggests many regions including South Asia, the Mediterranean, Central Europe, and parts of sub-Saharan Africa will surpass 3 degrees Celsius of warming by 2060 in a scenario in which emissions continue to increase -- sooner than anticipated in earlier studies.

Extremes matter

Both new studies build on 2023 research in which Diffenbaugh and Barnes predicted the years remaining until the 1.5 and 2 degrees Celsius goals are breached. But because these thresholds are based on average conditions over many years, they don't tell the full story of how extreme the climate could become.




"As we watched these severe impacts year after year, we became more and more interested in predicting how extreme the climate could get even if the world is fully successful at rapidly reducing emissions," said Diffenbaugh, the Kara J Foundation Professor and Kimmelman Family Senior Fellow at Stanford.

For a scenario in which emissions reach net-zero in the 2050s -- the most optimistic scenario widely used in climate modeling -- the researchers found a nine-in-ten chance that the hottest year this century will be at least 1.8 degrees Celsius hotter globally than the pre-industrial baseline, with a two-in-three chance for at least 2.1 degrees Celsius.

For a scenario in which emissions decline too slowly to reach net-zero by 2100, Diffenbaugh and Barnes found a nine-in-ten chance that the hottest year will be 3 degrees Celsius hotter globally than the pre-industrial baseline. In this scenario, many regions could experience temperature anomalies at least triple what occurred in 2023.

Investing in adaptation

The new predictions underline the importance of investing not only in decarbonization but also in measures to make human and natural systems more resilient to severe heat, intensified drought, heavy precipitation, and other consequences of continued warming. Historically, those efforts have taken a back seat to reducing carbon emissions, with decarbonization investments outstripping adaptation spending in global climate finance and policies such as the 2022 Inflation Reduction Act.

"Our results suggest that even if all the effort and investment in decarbonization is as successful as possible, there is a real risk that, without commensurate investments in adaptation, people and ecosystems will be exposed to climate conditions that are much more extreme than what they are currently prepared for," Diffenbaugh said.
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Rethinking the brain pacemaker: How better materials can improve signals | ScienceDaily
Two years ago, a medical professional approached scientists at the University of Tabriz in Iran with an interesting problem: Patients were having headaches after pacemaker implants. Working together to investigate, they began to wonder if the underlying issue is the materials used in the pacemakers.


						
"Managing external noise that affects patients is crucial," author Baraa Chasib Mezher said. "For example, a person with a brain pacemaker may experience interference from external electrical fields from phones or the sounds of cars, as well as various electromagnetic forces present in daily life. It is essential to develop novel biomaterials for the outlet gate of brain pacemakers that can effectively handle electrical signals."

In an article published this week in AIP Advances, from AIP Publishing, Mezher, who is an Iraqi doctoral student studying in Iran, and her colleagues at the Nanostructured and Novel Materials Laboratory at the University of Tabriz created organic materials for brain and heart pacemakers, which rely on uninterrupted signal delivery to be effective.

"We developed nanocomposites that have excellent mechanical properties and can effectively reduce noise," Mezher said. "For pacemakers, we are interested in understanding how a material absorbs and disperses energy."

Using a plastic base known as polypropylene, the researchers added a specially formulated clay called Montmorillonite and different ratios of graphene, one of the strongest lightweight materials. They created five different materials that could be performance-tested.

The authors took detailed measurements of the structure of the composite materials using scanning electron microscopy. Their analysis revealed key characteristics that determine the noise-absorption and signal transmission of the material, including the density and distribution of clay and graphene and the sizes of pores in the material.

"Research groups are actively investigating ways to enhance the performance of pacemakers, and our team focuses specifically on the mechanical, thermal, and other properties of these materials," Mezher said.

The authors measured the signal-to-noise ratio and how the material performs with different levels of noise. They also tested the impact of the material thickness on performance measures.

"The focus of our ongoing work extends beyond simply identifying biocompatible materials for pacemakers; we aim to improve the connection between the generated signal source and the electrodes," Mezher said. "Our team is also focused on further developing biomaterials for use within the body, such as materials to enhance the performance of hearing aids."
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Scientists developed a nanolaser: Silver nanocubes enable light generation | ScienceDaily
Kaunas University of Technology (KTU), Lithuania researchers and scientists from Japan have developed a unique nanolaser. Although the dimensions of this laser are so small that its structure can only be seen through a powerful microscope, its potential is vast. With applications in early medical diagnostics, data communication, and security technologies, this invention could also become a key tool for the study of light and matter interactions.


						
Depending on the application, lasers differ in the way light is amplified and produced, which determines the colour of the radiation and the quality of the laser beam.

"Nanolasers are lasers that use structures a million times smaller than a millimetre to generate and amplify light, and the laser radiation is generated in an extremely tiny volume of material," says Dr Mindaugas Juodenas, one of the authors of the invention.

The laser's operating principle resembles a hall of mirrors

Such nanolasers have been researched and developed for some time. However, KTU scientists' version is unique in terms of its manufacturing process. It uses silver nanocubes, which are arranged neatly on a surface and filled with an optically active material. This creates the mechanism needed to amplify light and produce the laser effect.

"The silver nanocubes are extremely small, monocrystalline silver particles with excellent optical properties. It is an essential part of the nanolaser we have developed," says Juodenas, a researcher at the KTU Institute of Materials Science.

The nanocubes are synthesised using a unique process invented by KTU partners in Japan, ensuring their precise shape and quality. These nanocubes are then arranged into a two-dimensional structure using the nanoparticle self-assembly process. During this process, the particles naturally arrange themselves from a liquid medium into a pre-patterned template.




When the template parameters match the optical properties of the nanocubes, a unique phenomenon called surface lattice resonance is created, allowing efficient light generation in an optically active medium.

While conventional lasers use mirrors to produce this phenomenon, the nanolaser invented by the KTU researchers uses a surface with nanoparticles instead. "When the silver nanocubes are arranged in a periodic pattern, light gets trapped between them. In a way, the process reminds a hall of mirrors in an amusement park, but in our case, the mirrors are the nanocubes and the visitor of the park is light," explains Juodenas.

This "trapped" light accumulates until finally the energy threshold for stimulated emission is crossed, producing an intense beam of light with a specific colour and direction. Juodenas reminds us that the word laser is the acronym for light amplification by stimulated emission of radiation, i.e., the above-described process.

International funding helped develop the idea

By using high-quality, easily produced nanomaterials such as silver nanocubes, the laser requires a record-low amount of energy to operate, allowing the lasers to be mass-produced.

"Chemically synthesised silver nanocubes can be produced in hundreds of millilitres, while their high quality allows us to use nanoparticle self-assembly technology. Even if their arrangement is not perfect, their properties make up for it," says Juodenas.




However, at the initial stages the simplicity of the method which should have attracted the interest, instead put Lithuanian research funding agencies off. "Sceptics questioned whether the simple method we were using would be able to create structures of high enough quality for a working nanolaser," recalls professor Sigitas Tamulevicius.

Strongly believing in the quality of the nanolaser they were developing, the KTU Materials Science Institute team received funding from an international organisation, which, as Juodenas says, assessed the idea as promising: "After a lot of work and a number of experiments, we have proved that even imperfect arrays can be effective if high-quality nanoparticles are used."

A neat arrangement of nanoparticles, which is also used in another of KTU researchers' inventions to create anti-counterfeiting marks, has already received international recognition and has been approved by the US and Japanese patent offices.

In the future, the nanolaser created by KTU researchers could be used as a light source in ultra-sensitive biological sensors for early detection of diseases or real-time monitoring of biological processes. It could also be applied in miniature photonic chips, identification technologies, and authentication devices, where the beam's unique structure is crucial. Additionally, it could support fundamental research on how light interacts with matter on the nanoscale.
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Researchers 'see' vulnerability to gaming addiction in the adolescent brain | ScienceDaily
Playing video games is a rite of passage for many adolescents, but for some, it could also be the first step to a gaming addiction.


						
"A number one concern for parents of children and teenagers is how much screen time and how much gaming is enough gaming and how to figure out where to draw the line," said John Foxe, PhD, director of the Del Monte Institute for Neuroscience at the University of Rochester and co-author of a study out today in the Journal of Behavioral Addictions that discovered a key marker in the brain of teens who develop gaming addiction symptoms. "These data begin to give us some answers."

Researchers looked at data collected from 6,143 identified video game users ages 10-15 over four years. In the first year, researchers took brain scans using an fMRI as participants completed the task of pushing a button fast enough to receive a $5 reward. Researchers subsequently had the same participants answer Video Game Addiction Questionnaires over the next three years. They found that the participants with more symptoms of gaming addiction over time showed lower brain activity in the region involved in decision-making and reward processing during the initial brain scan taken four years earlier. Previous research in adults has provided similar insight, showing that this blunted response to reward anticipation is associated with higher symptoms of gaming addiction and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

"Gaming itself is not unhealthy, but there is a line, and our study clearly shows that some people are more susceptible to symptoms of gaming addiction than others," said Daniel Lopez, PhD ('23), a postdoctoral fellow at the Developmental Brain Imaging Lab at Oregon Health & Science University and first author of the study. "I think for parents, that's really key because you could restrict children entirely from gaming, but that's going to be really, really difficult and crucial to their development as well as their social development. But we want to know the right balance between healthy gaming and unhealthy gaming, and this research starts to point us in the direction of the neural markers we can use to help us identify who might be at risk of unhealthy gaming behaviors."

Longitudinal Study is Transforming Teen Brain Health 

The data used in this research came from the Adolescent Brain Cognitive Development (ABCD) Study. Launched in 2015, the ABCD Study follows a cohort of 11,878 children from pre-adolescence to adulthood to create baseline standards of brain development. The open-source data model has allowed researchers nationwide to shed light on various facets of social, emotional, cognitive, and physical development during adolescence. The University of Rochester joined the study in 2017 and is one of 21 sites collecting this data from nearly 340 participants. Ed Freedman, PhD, professor of Neuroscience at the University and co-principal investigator of the University study site, led this recent research on gaming.

"The large data set that contains this understudied developmental window is transforming recommendations for everything from sleep to screen time. And now we have specific brain regions that are associated with gaming addiction in teens," Freedman said. "This allows us to ask other questions that may help us understand if there are ways to identify at-risk kids and if there are other behaviors or recommendations that could mitigate risk."

"We're very proud that this Rochester cohort is a part of this national and international dialogue around adolescent health," said Foxe, who is also a co-PI on the ABCD Study in Rochester. "We have already seen how this data, including the data gathered here from our community, is having a major impact on policy across the world."

Additional authors on the Journal of Behavioral Addictions study include Edwin van Wijngaarden, PhD, of the University of Rochester Medical Center, and Wesley Thompson, PhD, of the Laureate Institute for Brain Research. The research was supported by the National Institutes of Health and the University of Rochester Intellectual and Developmental Disabilities Research Center.
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Nature inspires self-assembling helical polymer | ScienceDaily
Helical structures are ubiquitous across biology, from the double-stranded helix of DNA to how heart muscle cells spiral in a band. Inspired by this twisty ladder, researchers from Hiroshima University's Graduate School of Advanced Science and Engineering have developed an artificial polymer that organizes itself into a controlled helix.


						
They published their results on Oct. 24 in Angewandte Chemie.

"Motivated by elegant biological helical structures, considerable effort has been devoted to developing artificial helical organizations with defined handedness for wide potential applications, including memory, sensing devices, chiral stationary phases, asymmetric catalysts and spin filtering," said corresponding author Takeharu Haino, professor in Hiroshima University's Graduate School of Advanced Science and Engineering. "The helical supramolecular polymer presented here is a new type of helical polymer."

Polymers are a broad class of materials characterized by the large molecules that comprise them. They can be found in nature as proteins and more, including DNA, and in a number of industrial roles, including as synthetic components of plastics. The molecules of a supramolecular polymer typically interact to form non-covalent bonds, which are highly directional and prompt specific behaviors depending on their arrangement. The polymer that the Hiroshima University team developed is known as a pseudo-polycatenane, which contains mechanical bonds in addition to the non-covalent bonds. Mechanical bonds can be broken via force without disrupting the chemical structure of the non-covalent bonds -- an attractive property when developing materials that require precise control.

Typically, such helical structures are categorized as "one-handed," meaning their twist turns in one direction only. As such, the way they interact with other materials is dictated by the direction of their twist. If researchers can control whether that twist is left- or right-handed, so to speak, then researchers can control how the polymer behaves when applied in different scenarios.

"Helical polymers are potentially useful for various purposes; however, the synthesis of helical polymers with preferred handedness had remained challenging," Haino said. "Here, we present a novel synthetic method for helical polymers with preferred handedness via supramolecular polymerization controlled by complementary dimerization of the bisporphyrin cleft units."

Bisporphyrin cleft units are molecular components that can join up with other components to form molecular complexes, including polymers. By strategically inducing joining of these units -- dimerization -- the researchers can pre-emptively determine the handedness of the resulting polymer.

"The proposed novel strategy for controlling the handedness of supramolecular helical pseudo-polycatenane polymers paves the way for the study of supramolecular polymer materials with functions directed by controlled helicity and mechanical bonding," Haino said. "Our goal is to apply these new helical supramolecular polymers to materials separation and catalysis -- or the acceleration of chemical reactions -- and to create a new functional chemistry of helical supramolecular polymers."
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NASA's Hubble celebrates decade of tracking outer planets | ScienceDaily
Encountering Neptune in 1989, NASA's Voyager mission completed humankind's first close-up exploration of the four giant outer planets of our solar system. Collectively, since their launch in 1977, the twin Voyager 1 and Voyager 2 spacecraft discovered that Jupiter, Saturn, Uranus, and Neptune were far more complex than scientists had imagined. There was a lot more to be learned.


						
A NASA Hubble Space Telescope observation program called OPAL (Outer Planet Atmospheres Legacy) obtains long-term baseline observations of Jupiter, Saturn, Uranus, and Neptune in order to understand their atmospheric dynamics and evolution.

"The Voyagers don't tell you the full story," said Amy Simon of NASA's Goddard Space Flight Center in Greenbelt, Maryland, who conducted giant planet observations with OPAL.

Hubble's image sharpness is comparable to the Voyager views as they approached the outer planets, and Hubble spans wavelengths from ultraviolet to near-infrared light. Hubble is the only telescope that can provide high spatial resolution and image stability for global studies of cloud coloration, activity, and atmospheric motion on a consistent time basis to help constrain the underlying mechanics of weather and climate systems.

All four of the outer planets have deep atmospheres and no solid surfaces. Their churning atmospheres have their own unique weather systems, some with colorful bands of multicolored clouds, and with mysterious, large storms that pop up or linger for many years. Each outer planet also has seasons lasting many years. (The James Webb Space Telescope's infrared capabilities will be used to probe deep into atmospheres of the outer planets to complement the OPAL observations.)

Following the complex behavior is akin to understanding Earth's dynamic weather as followed over many years, as well as the Sun's influence on the solar system's weather. The four distant worlds also serve as proxies for understanding the weather and climate on similar planets orbiting other stars.

Planetary scientists realized that any one year of data from Hubble, while interesting in its own right, doesn't tell the full story of the outer planets. Hubble's OPAL program has routinely observed the planets once a year when they are closest to the Earth.




"Because OPAL now spans 10 years and counting, our database of planetary observations is ever growing. That longevity allows for serendipitous discoveries, but also for tracking long-term atmospheric changes as the planets orbit the Sun. The scientific value of these data is underscored by the more than 60 publications to date that include OPAL data," said Simon.

This payoff continues to be a huge archive of data that has led to a string of remarkable discoveries to share with planetary astronomers around the world. "OPAL also interfaces with other ground- and space-based planetary programs. Many papers from other observatories and space missions pull in Hubble data from OPAL for context," said Simon.

The team's decade of discovery under Hubble's OPAL program is being presented at the December meeting of the American Geophysical Union in Washington, D.C.

SOME HIGHLIGHTS

JUPITER

Jupiter's bands of clouds present an ever-changing kaleidoscope of shapes and colors. There is always stormy weather on Jupiter: cyclones, anticyclones, wind shear, and the largest storm in the solar system, the Great Red Spot (GRS). Jupiter is covered with largely ammonia ice-crystal clouds on top of an atmosphere that's tens of thousands of miles deep.




Hubble's sharp images track clouds and measure the winds, storms, and vortices, in addition to monitoring the size, shape and behavior of the GRS. Hubble follows as the GRS continues shrinking in size and its winds are speeding up. OPAL data recently measured how often mysterious dark ovals -- visible only at ultraviolet wavelengths -- appeared in the "polar hoods" of stratospheric haze. Unlike Earth, Jupiter is only inclined three degrees on its axis (Earth is 23.5 degrees). Seasonal changes might not be expected, except that Jupiter's distance from the Sun varies by about 5% over its 12-year-long orbit, and so OPAL closely monitors the atmosphere for seasonal effects. Another Hubble advantage is that ground-based observatories can't continuously view Jupiter for two Jupiter rotations, because that adds up to 20 hours. During that time, an observatory on the ground would have gone into daytime and Jupiter would no longer be visible until the next evening.

SATURN

Saturn takes more than 29 years to orbit the Sun, and so OPAL has followed it for approximately one quarter of a Saturnian year (picking up in 2018, after the end of the Cassini mission). Because Saturn is tilted 26.7 degrees, it goes through more profound seasonal changes than Jupiter. Saturnian seasons last approximately seven years. This also means Hubble can view the spectacular ring system from an oblique angle of almost 30 degrees to seeing the rings tilted edge-on. Edge-on, the rings nearly vanish because they are relatively paper-thin. This will happen again in 2025.

OPAL has followed changes in colors of Saturn's atmosphere. The varying color was first detected by the Cassini orbiter, but Hubble provides a longer baseline. Hubble revealed slight changes from year-to-year in color, possibly caused by cloud height and winds. The observed changes are subtle because OPAL has covered only a fraction of a Saturnian year. Major changes happen when Saturn progresses into the next season.

Saturn's mysteriously dark ring spokes, which slice across the ring plane, are transient features that rotate along with the rings. Their ghostly appearance only persists for two or three rotations around Saturn. During active periods, freshly formed spokes continuously add to the pattern. They were first seen in 1981 by Voyager 2. Cassini also saw the spokes during its 13-year-long mission, which ended in 2017. Hubble shows that the frequency of spoke apparitions is seasonally driven, first appearing in OPAL data in 2021. Long-term monitoring shows that both the number and contrast of the spokes vary with Saturn's seasons.

URANUS

Uranus is tilted on its side so that its spin axis almost lies in the plane of the planet's orbit. This results in the planet going through radical seasonal changes along it 84-year-long trek around the Sun. The consequence of the planet's tilt means part of one hemisphere is completely without sunlight, for stretches of time lasting up to 42 years. OPAL has followed the northern pole now tipping toward the Sun.

With OPAL, Hubble first imaged Uranus after the spring equinox, when the Sun was last shining directly over the planet's equator. Hubble resolved multiple storms with methane ice-crystal clouds appearing at mid-northern latitudes as summer approaches the north pole. Uranus' north pole now has a thickened photochemical haze with several little storms near the edge of the boundary. Hubble has been tracking the size of the north polar cap and it continues to get brighter year after year. As northern summer solstice approaches in 2028, the cap may grow brighter still, and will be aimed directly toward Earth, allowing good views of the rings and north pole. The ring system will then appear face-on. Understanding how Uranus changes over time will help in mission planning for NASA's proposed Uranus Orbiter and Probe.

NEPTUNE

When Voyager 2 flew by Neptune in 1989, astronomers were mystified by a great dark spot the size of the Atlantic Ocean looming in the atmosphere. Was it long-lived like Jupiter's Great Red Spot? The question remained unanswered until Hubble was able to show in 1994 that such dark storms were transitory, cropping up and then disappearing over a duration of two to six years each. During the OPAL program, Hubble saw the end of one dark spot and the full life cycle of a second one -- both of them migrating toward the equator before dissipating. The OPAL program ensures that astronomers won't miss another one.

Hubble observations uncovered a link between Neptune's shifting cloud abundance and the 11-year solar cycle. The connection between Neptune and solar activity is surprising to planetary scientists because Neptune is our solar system's farthest major planet. It receives only about 1/1000th as much sunlight as Earth receives. Yet Neptune's global cloudy weather seems to be influenced by solar activity. Do the planet's seasons also play a role?

The Hubble Space Telescope has been operating for over three decades and continues to make ground-breaking discoveries that shape our fundamental understanding of the universe. Hubble is a project of international cooperation between NASA and ESA (European Space Agency). NASA's Goddard Space Flight Center in Greenbelt, Maryland, manages the telescope and mission operations. Lockheed Martin Space, based in Denver, also supports mission operations at Goddard. The Space Telescope Science Institute in Baltimore, which is operated by the Association of Universities for Research in Astronomy, conducts Hubble science operations for NASA.
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Scientists create AI that 'watches' videos by mimicking the brain | ScienceDaily
Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists at Scripps Research have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.


						
This brain-inspired AI model, detailed in a study published in the Proceedings of the National Academy of Sciences on November 19, 2024, can perceive moving scenes by simulating how neurons -- or brain cells -- make real-time sense of the world. Conventional AI excels at recognizing still images, but MovieNet introduces a method for machine-learning models to recognize complex, changing scenes -- a breakthrough that could transform fields from medical diagnostics to autonomous driving, where discerning subtle changes over time is crucial. MovieNet is also more accurate and environmentally sustainable than conventional AI.

"The brain doesn't just see still frames; it creates an ongoing visual narrative," says senior author Hollis Cline, PhD, the director of the Dorris Neuroscience Center and the Hahn Professor of Neuroscience at Scripps Research. "Static image recognition has come a long way, but the brain's capacity to process flowing scenes -- like watching a movie -- requires a much more sophisticated form of pattern recognition. By studying how neurons capture these sequences, we've been able to apply similar principles to AI."

To create MovieNet, Cline and first author Masaki Hiramoto, a staff scientist at Scripps Research, examined how the brain processes real-world scenes as short sequences, similar to movie clips. Specifically, the researchers studied how tadpole neurons responded to visual stimuli.

"Tadpoles have a very good visual system, plus we know that they can detect and respond to moving stimuli efficiently," explains Hiramoto.

He and Cline identified neurons that respond to movie-like features -- such as shifts in brightness and image rotation -- and can recognize objects as they move and change. Located in the brain's visual processing region known as the optic tectum, these neurons assemble parts of a moving image into a coherent sequence.

Think of this process as similar to a lenticular puzzle: each piece alone may not make sense, but together they form a complete image in motion. Different neurons process various "puzzle pieces" of a real-life moving image, which the brain then integrates into a continuous scene.




The researchers also found that the tadpoles' optic tectum neurons distinguished subtle changes in visual stimuli over time, capturing information in roughly 100 to 600 millisecond dynamic clips rather than still frames. These neurons are highly sensitive to patterns of light and shadow, and each neuron's response to a specific part of the visual field helps construct a detailed map of a scene to form a "movie clip."

Cline and Hiramoto trained MovieNet to emulate this brain-like processing and encode video clips as a series of small, recognizable visual cues. This permitted the AI model to distinguish subtle differences among dynamic scenes.

To test MovieNet, the researchers showed it video clips of tadpoles swimming under different conditions. Not only did MovieNet achieve 82.3 percent accuracy in distinguishing normal versus abnormal swimming behaviors, but it exceeded the abilities of trained human observers by about 18 percent. It even outperformed existing AI models such as Google's GoogLeNet -- which achieved just 72 percent accuracy despite its extensive training and processing resources.

"This is where we saw real potential," points out Cline.

The team determined that MovieNet was not only better than current AI models at understanding changing scenes, but it used less data and processing time. MovieNet's ability to simplify data without sacrificing accuracy also sets it apart from conventional AI. By breaking down visual information into essential sequences, MovieNet effectively compresses data like a zipped file that retains critical details.

Beyond its high accuracy, MovieNet is an eco-friendly AI model. Conventional AI processing demands immense energy, leaving a heavy environmental footprint. MovieNet's reduced data requirements offer a greener alternative that conserves energy while performing at a high standard.




"By mimicking the brain, we've managed to make our AI far less demanding, paving the way for models that aren't just powerful but sustainable," says Cline. "This efficiency also opens the door to scaling up AI in fields where conventional methods are costly."

In addition, MovieNet has potential to reshape medicine. As the technology advances, it could become a valuable tool for identifying subtle changes in early-stage conditions, such as detecting irregular heart rhythms or spotting the first signs of neurodegenerative diseases like Parkinson's. For example, small motor changes related to Parkinson's that are often hard for human eyes to discern could be flagged by the AI early on, providing clinicians valuable time to intervene.

Furthermore, MovieNet's ability to perceive changes in tadpole swimming patterns when tadpoles were exposed to chemicals could lead to more precise drug screening techniques, as scientists could study dynamic cellular responses rather than relying on static snapshots.

"Current methods miss critical changes because they can only analyze images captured at intervals," remarks Hiramoto. "Observing cells over time means that MovieNet can track the subtlest changes during drug testing."

Looking ahead, Cline and Hiramoto plan to continue refining MovieNet's ability to adapt to different environments, enhancing its versatility and potential applications.

"Taking inspiration from biology will continue to be a fertile area for advancing AI," says Cline. "By designing models that think like living organisms, we can achieve levels of efficiency that simply aren't possible with conventional approaches."

This work for the study "Identification of movie encoding neurons enables movie recognition AI," was supported by funding from the National Institutes of Health (RO1EY011261, RO1EY027437 and RO1EY031597), the Hahn Family Foundation and the Harold L. Dorris Neurosciences Center Endowment Fund.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241209163200.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Black-box forgetting: A new method for tailoring large AI models | ScienceDaily
The capabilities of large-scale pre-trained AI models have recently skyrocketed, as demonstrated by large-scale vision-language models like CLIP or ChatGPT. These typical generalist models can perform reasonably well in tasks covering a large variety of fields, which has paved the way for their widespread adoption by the public. However, such versatility no doubt comes at a cost.


						
Training and operating large-scale models consume extreme amounts of energy and time, which goes against sustainability goals and limits the types of computers they can be deployed on. Moreover, in many practical applications, people want AI models to fulfil specific roles rather than be jacks-of-all-trades. In such cases, a model's generalist capabilities might be useless and even counter-productive, reducing accuracy. Could there be a way to leverage large-scale pre-trained models more efficiently by having them 'forget' unnecessary information?

In a recent paper that will be presented in Neural Information Processing Systems (NeurIPS 2024), a research team led by Associate Professor Go Irie from Tokyo University of Science (TUS), Japan, sought to tackle this problem. They developed a methodology dubbed "black-box forgetting," by which one can iteratively optimize the text prompts presented to a black-box vision-language classifier model to have it selectively 'forget' some of the classes it can recognize. Co-authors of this study included Mr. Yusuke Kuwana and Mr. Yuta Goto, both from TUS, as well as Dr. Takashi Shibata from NEC Corporation.

"In practical applications, the classification of all kinds of object classes is rarely required. For example, in an autonomous driving system, it would be sufficient to recognize limited classes of objects such as cars, pedestrians, and traffic signs. We would not need to recognize food, furniture, or animal species," explains Dr. Irie, "Retaining the classes that do not need to be recognized may decrease overall classification accuracy, as well as cause operational disadvantages such as the waste of computational resources and the risk of information leakage."

Although some methods for selective forgetting in pre-trained models do exist, these assume a white-box setting, where the user has access to the internal parameters and architecture of the model. More often than not, users deal with black-boxes; they do not have access to the model itself or most of its information due to commercial or ethical reasons. Thus, the researchers had to employ a so-called derivative-free optimization strategy -- one that does not require access to the model's gradients.

To this end, they extended a method known as CMA-ES, with the image classifier model CLIP as the target model for this study. This evolutionary algorithm involves sampling various candidate prompts to feed to the model and evaluating the results via predefined objective functions, updating a multivariate distribution based on the calculated values.

However, the performance of derivative-free optimization techniques deteriorates quickly for large-scale problems. As more classes need to be forgotten, the 'latent context' used to optimize the input prompts grows to unmanageable sizes. To address this issue, the research team came up with a new parametrization technique called 'latent context sharing.' This approach involves decomposing latent context derived from prompts into various smaller elements, which are considered to be 'unique' to a prompt token or 'shared' between multiple tokens. By optimizing aiming to optimize for these smaller units rather than large chunks of latent context, the dimensionality of the problem can be greatly reduced, making it much more tractable.

The researchers validated their approach using several benchmark image classification datasets, trying to get CLIP to 'forget' 40% of the classes in a given dataset. This marks the first study in which the goal is to have a pre-trained vision-language model fail to recognize specific classes under black-box conditions and, based on reasonable performance baselines, the results were very promising.

This innovative method has important implications in the field of artificial intelligence and machine learning. It could help large-scale models perform better in specialized tasks, extending their already astounding applicability. Another use, for example, would be to prevent image generation models from producing undesirable content by having them forget specific visual contexts.

In addition, the proposed method could help tackle privacy issues, which are a rising concern in the field. "If a service provider is asked to remove certain information from a model, this can be accomplished by retraining the model from scratch by removing problematic samples from the training data. However, retraining a large-scale model consumes enormous amounts of energy," says Dr. Irie, "Selective forgetting, or so-called machine unlearning, may provide an efficient solution to this problem." In other words, it could help develop solutions for protecting the so-called "Right to be Forgotten," which is a particularly sensitive topic in healthcare and finances.
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Virtual fences are a pollinator-friendly option for ranchlands | ScienceDaily
Fences are an effective stationary method of corralling livestock, but their sharp borders can create sudden changes in native grassland vegetation and the pollinators and birds that live there. Virtual, GPS-based fences may be the nature-friendly future of fencing, creating more natural grassland habitat, finds new research to be presented Monday at AGU's 2024 Annual Meeting.


						
The Annual Meeting will be held 9-13 December at the Walter E. Washington Convention Center in Washington, D.C., where more than 28,000 scientists will gather to discuss the latest Earth and space science research.

In the new study, researchers at Oklahoma State University investigate how virtual fencing technologies could ease ecological impacts on grassland vegetation. The phrase "virtual fence" might evoke images of those invisible dog fences in backyards, but there are some key differences. There is no buried fence line, and the boundaries can be changed easily with a computer. As cows wander toward the fence, they receive an auditory warning from their collar. If they ignore this and move closer to the fence, they receive an electrical stimulus similar to one from an electric fence.

Previous work on virtual cattle fences focused on their efficacy for containing livestock, such as excluding the animals from sensitive ecosystem areas that are being restored, said Timothy Olsen, a natural resources masters' student at Oklahoma State University and lead author of the study. Olsen and coauthor Bryan Murray wondered how virtual fences might affect the vegetation structure and heterogeneity of grassland in grazed areas.

Previous studies showed that continuous grassland habitat is more beneficial for supporting bird and pollinator diversity and abundance than fragmented habitat. The researchers hypothesized that the warning from the collar as cattle approached the virtual fence would prompt the animals to graze more randomly, rather than forage right up to a physical fence -- making the ecological boundary between grazed plains and natural grassland more gradual.

To test that, the researchers set up six 1,000-square-meter study sites at the Oklahoma State University Bluestem Research Range. Within the grassland pasture, the team created linear boundaries, with three plots with physical fences and three having virtual fence lines. The cattle grazed in the study sites during the spring and summer seasons.

Using drone imagery, the researchers surveyed the six sites and created height models of the vegetation. They then compared the vegetation heights in the traditional fence and virtual fence with ungrazed rangeland. They found the virtual fence created a gradual transition more than 15 meters (50 feet) from the fence, changing from native grassland to fully grazed grass. Additionally, in the virtual fence areas, the researchers found a greater variation of vegetation heights compared to the fenced rangeland. This transitional zone could help increase native habitat for pollinators and birds.

Olsen notes that while virtual fences can help create stronger ecosystems, they can also help ranchers. Fences require time, money and labor to install and maintain, and they are static features ranchers have to work around.

"Virtual fences are an easy way to manage livestock, saving time and labor," Olsen said. Instead of hiring a team to herd and move cattle from one area to another, the grazing area can be changed remotely on a computer.

Ranchers could also use virtual fences to intentionally create more gradual shifts to grazing areas. "Some studies have looked at virtual fences for rotational grazing where over a period of time, managers can gradually shift the grazing area, nudging cattle to a new field," Olsen said -- no fences or herding required.
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Mars' infamous dust storms can engulf the entire planet: A new study examines how | ScienceDaily
Today's weather report on Mars: Windy with a chance of catastrophic dust storms blotting out the sky.


						
In a new study, planetary scientists at the University of Colorado Boulder have begun to unravel the factors that kick off major dust storms on Mars -- weather events that sometimes engulf the entire planet in swirling grit. The team discovered that relatively warm and sunny days may help to trigger them.

Heshani Pieris, lead author of the study, said the findings are a first step toward forecasting extreme weather on Mars, just like scientists do on Earth.

"Dust storms have a significant effect on rovers and landers on Mars, not to mention what will happen during future crewed missions to Mars," said Pieris, a graduate student at the Laboratory for Atmospheric and Space Physics (LASP) at CU Boulder. "This dust is very light and sticks to everything."

She will present the results Tuesday, Dec. 10 at the 2024 meeting of the American Geophysical Union in Washington.

To put dust storms under the magnifying glass, the researchers drew on real observations from NASA's Mars Reconnaissance Orbiter satellite.

So far, they have identified weather patterns that may underly roughly two-thirds of the major dust storms on Mars. You won't see Mars weather reporters standing in front of a green screen just yet, but it's a step in the right direction, said study co-author Paul Hayne.




"We need to understand what causes some of the smaller or regional storms to grow into global-scale storms," said Hayne, a researcher at LASP and associate professor at the Department of Astrophysical and Planetary Sciences. "We don't even fully understand the basic physics of how dust storms start at the surface."

Dusty demise

Dust storms on Mars are something to behold.

Many begin as smaller storms that swirl around the ice caps at the planet's north and south poles, usually during the second half of the Martian year. (A year on Mars lasts 687 Earth days). Those storms can grow at a furious pace, pressing toward the equator until they cover millions of square miles and last for days.

The 2015 film The Martian starring Matt Damon featured one such apocalyptic storm that knocked over a satellite dish and tossed around astronauts. The reality is less cinematic. Mars' atmosphere is much thinner than Earth's, so dust storms on the Red Planet can't generate much force. But they can still be trouble.

In 2018, for example, a global dust storm buried the solar panels on NASA's Opportunity rover under a layer of dust. The rover died not long after.




"Even though the wind pressure may not be enough to knock over equipment, these dust grains can build up a lot of speed and pelt astronauts and their equipment," Hayne said.

Hot spells

In the current study, Pieris and Hayne set their sights on two weather patterns that tend to occur every year on Mars known as "A" and "C" storms.

The team pored over observations of Mars from the Mars Climate Sounder instrument aboard the Mars Reconnaissance Orbiter over eight Mars years (15 years on Earth). In particular, Pieris and Hayne looked for periods of unusual warmth -- or weeks when more sunlight filtered through Mars' thin atmosphere and baked the planet's surface.

They discovered that roughly 68% of major storms on the planet were preceded by a sharp rise in temperatures at the surface. In other words, the planet heated up, then a few weeks later, conditions got dusty.

"It's almost like Mars has to wait for the air to get clear enough to form a major dust storm," Hayne said.

The team can't prove that those balmy conditions actually cause the dust storms. But, Pieris said, similar phenomena trigger storms on Earth. During hot summers in Boulder, Colorado, for example, warm air near the ground can rise through the atmosphere, often forming those towering, gray clouds that signal rain.

"When you heat up the surface, the layer of atmosphere right above it becomes buoyant, and it can rise, taking dust with it," Pieris said.

She and Hayne are now gathering observations from more recent years on Mars to continue to explore these explosive weather patterns. Eventually, they'd like to get to the point where they can look at live data coming from the Red Planet and predict what could happen in the weeks ahead.

"This study is not the end all be all of predicting storms on Mars," Pieris said. "But we hope it's a step in the right direction."
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Not so simple machines: Cracking the code for materials that can learn | ScienceDaily
It's easy to think that machine learning is a completely digital phenomenon, made possible by computers and algorithms that can mimic brain-like behaviors.


						
But the first machines were analog and now, a small but growing body of research is showing that mechanical systems are capable of 'learning,' too. Physicists at the University of Michigan have provided the latest entry into that field of work.

The U-M team of Shuaifeng Li and Xiaoming Mao devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

"We're seeing that materials can learn tasks by themselves and do computation," Li said.

The researchers have shown how that algorithm can be used to "train" materials to solve problems, such as identifying different species of iris plants. One day, these materials could create structures capable of solving even more advanced problems -- such as airplane wings that optimize their shape for different wind conditions -- without humans or computers stepping in to help.

That future is a ways off, but insights from U-M's new research could also provide more immediate inspiration for researchers outside the field, said Li, a postdoctoral researcher.

The algorithm is based on an approach called backpropagation, which has been used to enable learning in both digital and optical systems. Because of the algorithm's apparent indifference to how information is carried, it could also help open new avenues of exploration into how living systems learn, the researchers said.




"We're seeing the success of backpropagation theory in many physical systems," Li said. "I think this might also help biologists understand how biological neural networks in humans and other species work."

Li and Mao, a professor in the U-M Department of Physics, published their new study in the journal Nature Communications.

MNNs 101

The idea of using physical objects in computation has been around for decades. But the focus on mechanical neural networks is newer, with interest growing alongside other recent advances in artificial intelligence.

Most of those advances -- and certainly the most visible ones -- have been in the realm of computer technology. Hundreds of millions of people are turning to AI-powered chatbots, such as ChatGPT, every week for help writing emails, planning vacations and more.

These AI assistants are based on artificial neural networks. Although their workings are complex and largely hidden from view, they provide a useful analogy to understand mechanical neural networks, Li said.




When using a chatbot, a user types an input command or question, which is interpreted by a neural network algorithm running on a computer network with oodles of processing power. Based on what that system has learned from being exposed to vast amounts of data, it generates a response, or output, that pops up on the user's screen.

A mechanical neural network, or MNN, has the same basic elements. For Li and Mao's study, the input was a weight affixed to a material, which acts as the processing system. The output was how the material changed its shape due to the weight acting on it.

"The force is the input information and the materials itself is like the processor, and the deformation of the materials is the output or response," Li said.

For this study, the "processor" materials were rubbery 3D-printed lattices, made of tiny triangles that made larger trapezoids. The materials learn by adjusting the stiffness or flexibility of specific segments within that lattice.

To realize their futuristic applications -- like the airplane wings that tune their properties on the fly -- MNNs will need to be able to adjust those segments on their own. Materials that can do that are being researched, but you can't yet order them from a catalog.

So Li modeled this behavior by printing out new versions of a processor with a thicker or thinner segment to get the desired response. The main contribution of Li and Mao's work is the algorithm that instructs a material on how to adapt those segments.

How to train your MNN

Although the mathematics behind the backpropagation theory is complex, the idea itself is intuitive, Li said.

To kick off the process, you need to know what your input is and how you want the system to respond. You then apply the input and see how the actual response differs from what's desired. The network then takes that difference and uses it to inform how it changes itself to get closer to the desired output over subsequent iterations.

Mathematically, the difference between the real output and the desired output corresponds to an expression called the loss function. It's by applying a mathematical operator known as a gradient to that loss function that the network learns how to change.

Li showed that if you know what to look for, his MNNs provide that information.

"It can show you the gradient automatically," Li said, adding that he had some help from cameras and computer code in this study. "It's really convenient and it's really efficient."

Consider the case where a lattice is composed entirely of segments with equal thickness and rigidity. If you hang a weight from a central node -- the point where segments meet -- its neighboring nodes on the left and right would move down the same amount because of the system's symmetry.

But suppose, instead, you wanted to create a lattice that gave you not just an asymmetric response, but the most asymmetric response. That is, you wanted to create a network that gives the maximum difference in the movement between a node to the weight's left and a node to its right.

Li and Mao used their algorithm and a simple experimental setup to create the lattice that gives that solution. (Another similarity to biology is that the approach only cares about what nearby connections are doing, similar to how neurons operate, Li said.)

Taking it a step further, the researchers also provided large datasets of input forces, akin to what's done in machine learning on computers, to train their MNNs.

In one example of this, different input forces corresponded to different sizes of petals and leaves on iris plants, which are defining features that help differentiate between species. Li could then present a plant of unknown species to the trained lattice and it could correctly sort it.

And Li is already working to build up the complexity of the system and the problems it can solve using MNNs that carry sound waves.

"We can encode so much more information into the input," Li said. "With sound waves, you have the amplitude, the frequency and the phase that can encode data."

At the same time, the U-M team is also studying broader classes of networks in materials, including polymers and nanoparticle assemblies. With these, they can create new systems where they can apply their algorithm and work toward achieving fully autonomous learning machines.

This work is supported by the Office of Naval Research and National Science Foundation Center for Complex Particle Systems, or COMPASS.
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Finding the weak points: New method to prevent train delay cascades | ScienceDaily
To help improve punctuality by understanding how delays propagate and identifying critical trains, researchers from the Complexity Science Hub (CSH), in collaboration with Austrian Federal Railways (OBB), have developed a new network-based method.


						
Train delays are not only a common frustration for passengers but can also lead to significant economic losses, especially when they cascade through the railway network. When a train is delayed, it often triggers a chain reaction, turning minor issues into widespread delays across the system. This can be costly. A report from the Association of American Railroads (AAR) indicates that a nationwide rail disruption in the US could cost the economy over $2 billion per day. Therefore, the pressing question for railway operators is: How to manage the cascading effect of delays efficiently and with minimal effort?

Using a novel network-based approach, researchers from the Complexity Science Hub (CSH) quantified the systemic risk posed by individual trains to the entire rail network in Austria. "This allows us to identify weak points in the system -- those trains that significantly transfer delays to subsequent services," explains Vito Servedio from CSH. The study was published in npj Sustainable Mobility and Transport.

Identifying "Influencer Trains"

The researchers constructed a network model by analyzing data from the busy Vienna Central Station to Wiener Neustadt route (with up to 1,000 passenger trains running daily) between 2018 and 2020, along with additional data from all train routes across Austria over a period of 14 days. In this model, nodes represent train services, and links represent interactions that could potentially cause delays. Using this model, the researchers were able to rank trains based on their potential to propagate delays and identify "influencer trains." To validate their findings and assess delay mitigation strategies, they built an agent-based simulation of the Austrian railway, replicating daily train dynamics and interactions.

The results show that trains operating slightly before and during the first rush hour are the most critical -- "which is perhaps little surprising. However, we can distinguish which ones are the most impactful in the intricate network of connections during the rush hours," says Simone Daniotti who is a PhD candidate at CSH and first author of the study.

Moreover, the team observed that the risk associated with these trains is rooted in their scheduled dependencies. Only when a disruption occurs, the critical nature of these dependencies is revealed.




Rolling Stock as Primary Cause of Delay Cascades

The researchers found that delay cascades in the model were primarily caused by sharing rolling stock (locomotives and wagons), despite there being fewer contact points between rolling stocks than between infrastructure. Daniotti explains: "What we see is that materials like rolling stock and personnel, play an even more significant role in spreading delays through the rail network than the trains' movements themselves." For example, if a train scheduled to depart at 2 PM relies on a rolling stock used by a train that departed at 8 AM, any delay in the earlier train can significantly disrupt the later one. This creates a hard constraint that can be highly disruptive.

Although the current model does not account for personnel shifts due to a lack of data, it is designed to incorporate additional factors, such as staffing, at any time. This flexibility will allow for a more precise analysis of delay impacts when those data points are accessible.

Additional Train Services

To explore potential solutions, the researchers simulated a one-hour delay for the top 2% of trains on the highly frequented Austrian Southern Railway Line from Vienna Central Station to Wiener Neustadt. Those trains were identified as having the most impact on the network. "We found that adding just three additional train services in the model could reduce overall delays during critical days by approximately 20%," explains Servedio.

Applying this approach across the entire Austrian railway system could reduce delays in the model by 40% with the addition of 37 new trains or connections, the researchers say. They also observed that the more traffic a railway line has, the more challenging it is to optimize.




Since the most cost-effective train services for railway companies to add are local trains with electric traction units, while long-distance trains are more difficult and expensive to substitute, the researchers examined whether different effects depend on which train services are added. "Interestingly, we found that we can achieve a similar reduction of about 20% in overall delays by adding three of the most cost-effective train services to the Southern Railway Line," states Servedio.

Pioneering Approach

"Punctuality is one of the main goals of OBB. The model which CSH developed provides us with an additional tool to reach this goal in our complex rail system," says OBB program manager Aad Robben-Baldauf.

"Simulating a national railway system is complex, involving vast numbers of trains and operational points that generate billions of scenarios. Traditional methods often fall short at this scale, but network analysis and complexity science offer robust modeling tools to identify systemic vulnerabilities," says CSH president Stefan Thurner. This study exemplifies the significant benefits of bridging scientific research with industry expertise, demonstrating how collaborative innovation can yield impactful solutions to complex operational issues.

About the study

The study "Systemic risk approach to mitigate delay cascading in railway networks" by S. Daniotti, V. D. P. Servedio, J. Kager, A. Robben-Baldauf, and S. Thurner was published in npj Sustainable Mobility and Transport.

This study was conducted as part of the "Train Operating Forecasting" project, a joint initiative between CSH and OBB, aimed at developing optimization strategies for OBB's passenger transport to reduce overall annual delays in the system.
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New AI cracks complex engineering problems faster than supercomputers | ScienceDaily
Modeling how cars deform in a crash, how spacecraft responds to extreme environments, or how bridges resist stress could be made thousands of times faster thanks to new artificial intelligence that enables personal computers to solve massive math problems that generally require supercomputers.


						
The new AI framework is a generic approach that can quickly predict solutions to pervasive and time-consuming math equations needed to create models of how fluids or electrical currents propagate through different geometries, like those involved in standard engineering testing.

Details about the research appear in Nature Computational Science.

Called DIMON (Diffeomorphic Mapping Operator Learning), the framework solves ubiquitous math problems known as partial differential equations that are present in nearly all scientific and engineering research. Using these equations, researchers can translate real-world systems or processes into mathematical representations of how objects or environments will change over time and space.

"While the motivation to develop it came from our own work, this is a solution that we think will have generally a massive impact on various fields of engineering because it's very generic and scalable," said Natalia Trayanova, a Johns Hopkins University biomedical engineering and medicine professor who co-led the research. "It can work basically on any problem, in any domain of science or engineering, to solve partial differential equations on multiple geometries, like in crash testing, orthopedics research, or other complex problems where shapes, forces, and materials change."

In addition to demonstrating the applicability of DIMON in solving other engineering problems, Trayanova's team tested the new AI on over 1,000 heart "digital twins," highly detailed computer models of real patients' hearts. The platform was able to predict how electrical signals propagated through each unique heart shape, achieving high prognostic accuracy.

Trayanova's team relies on solving partial differential equations to study cardiac arrhythmia, which is an electrical impulse misbehavior in the heart that causes irregular beating. With their heart digital twins, researchers can diagnose whether patients might develop the often-fatal condition and recommend ways to treat it.




"We're bringing novel technology into the clinic, but a lot of our solutions are so slow it takes us about a week from when we scan a patient's heart and solve the partial differential equations to predict if the patient is at high risk for sudden cardiac death and what is the best treatment plan," said Trayanova, who directs the Johns Hopkins Alliance for Cardiovascular Diagnostic and Treatment Innovation. "With this new AI approach, the speed at which we can have a solution is unbelievable. The time to calculate the prediction of a heart digital twin is going to decrease from many hours to 30 seconds, and it will be done on a desktop computer rather than on a supercomputer, allowing us to make it part of the daily clinical workflow."

Partial differential equations are generally solved by breaking complex shapes like airplane wings or body organs into grids or meshes made of small elements. The problem is then solved on each simple piece and recombined. But if these shapes change -- like in crashes or deformations -- the grids must be updated and the solutions recalculated, which can be computationally slow and expensive.

DIMON solves that problem by using AI to understand how physical systems behave across different shapes, without needing to recalculate everything from scratch for each new shape. Instead of dividing shapes into grids and solving equations over and over, the AI predicts how factors such as heat, stress, or motion will behave based on patterns it has learned, making it much faster and more efficient in tasks like optimizing designs or modeling shape-specific scenarios.

The team is incorporating into the DIMON framework cardiac pathology that leads to arrhythmia. Because of its versatility, the technology can be applied to shape optimization and many other engineering tasks where solving partial differential equations on new shapes is repeatedly needed, said Minglang Yin, a Johns Hopkins Biomedical Engineering Postdoctoral Fellow who developed the platform.

"For each problem, DIMON first solves the partial differential equations on a single shape and then maps the solution to multiple new shapes. This shape-shifting ability highlights its tremendous versatility," Yin said. "We are very excited to put it to work on many problems as well as to provide it to the broader community to accelerate their engineering design solutions."

Other authors are Nicolas Charon of University of Houston, Ryan Brody and Mauro Maggioni (co-lead) of Johns Hopkins, and Lu Lu of Yale University.

This work is supported by NIH grants R01HL166759 and R01HL174440; a grant from the Leducq Foundations; the Heart Rhythm Society Fellowship; U.S. Department of Energy grants DE-SC0025592 and DE-SC0025593; NSF grants DMS-2347833, DMS-1945224, and DMS-2436738; and Air Force Research Laboratory awards FA9550-20-1-0288, FA9550-21-1-0317, and FA9550-23-1-0445.
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Existing EV batteries may last up to 40% longer than expected | ScienceDaily
The batteries of electric vehicles subject to the normal use of real world drivers -- like heavy traffic, long highway trips, short city trips, and mostly being parked -- could last about a third longer than researchers have generally forecast, according to a new study by scientists working in the SLAC-Stanford Battery. Center, a joint center between Stanford University's Precourt Institute for Energy and SLAC National Accelerator Laboratory, This suggests that the owner of a typical EV may not need to replace the expensive battery pack or buy a new car for several additional years.


						
Almost always, battery scientists and engineers have tested the cycle lives of new battery designs in laboratories using a constant rate of discharge followed by recharging. They repeat this cycle rapidly many times to learn quickly if a new design is good or not for life expectancy, among other qualities.

This is not a good way to predict the life expectancy of EV batteries, especially for people who own EVs for everyday commuting, according to the study published Dec. 9 in Nature Energy. While battery prices have plummeted about 90% over the past 15 years, batteries still account for almost a third of the price of a new EV. So, current and future EV commuters may be happy to

"We've not been testing EV batteries the right way;' said Simona Onori, senior author and an associate professor of energy science and engineering in the Stanford Doerr School of Sustainability. "To our surprise, real driving with frequent acceleration, braking that charges the batteries a bit, stopping to pop into a store, and letting the batteries rest for hours at a time, helps batteries last longer than we had thought based on industry standard lab tests."

A pleasant surprise

The researchers designed four types of EV discharge profiles, from the standard constant discharge to dynamic discharging based on real driving data. The research team tested 92 commercial lithium ion batteries for more than two years across the discharge profiles. In the end, the more realistically the profiles reflected actual driving behavior, the higher EV life expectancy climbed.

Several factors contribute to the unexpected longevity, the study finds. A machine learning algorithm trained on all the data the team collected helped tease out the impacts of dynamic discharge profiles on battery degradation.




For example, the study showed a correlation between sharp, short EV accelerations and slower degradation. This was contrary to long-held assumptions of battery researchers, including this study's team, that acceleration peaks are bad for EV batteries.

Pressing the pedal with your foot hard does not speed up aging. If anything, it slows it down, explained Alexis Geslin, one of three lead authors of the study and a PhD student in materials science and engineering and in computer science in Stanford's School of Engineering.

Two ways to age

The research team also looked for differences in battery aging due to many charge-discharge cycles versus battery aging that just comes with time. Your batteries at home that have been sitting unused in a drawer for years will not operate as well as when you bought them, if they work at all.

"We battery engineers have assumed that cycle aging is much more important than time-induced aging. That's mostly true for commercial EVs like buses and delivery vans that are almost always either in use or being recharged," said Geslin. "For consumers using their EVs to get to work, pick up their kids, go to the grocery store, but mostly not using them or even charging them, time becomes the predominant cause of aging over cycling."

The study identifies an average discharge rate sweet spot for balancing time aging and cycle aging, at least for the commercial battery they tested. Luckily, that window is in the range of realistic consumer EV driving. Carmakers could update their EV battery management software to take advantage of the new findings and to maximize battery longevity under real-world conditions.




Looking ahead

"Going forward, evaluating new battery chemistries and designs with realistic demand profiles will be really important," said energy science and engineering postdoctoral scholar Le Xu. "Researchers can now revisit presumed aging mechanisms at the chemistry, materials, and cell levels to deepen their understanding. This will facilitate the development of advanced control algorithms that optimize the use of existing commercial battery architectures."

The implications extend beyond batteries, the study suggests. Scientists and engineers could apply the principles to other energy storage applications, as well as to other materials and devices in physical sciences in which aging is crucial, like plastics, glasses, solar cells, and some biomaterials used in implants.

"This work highlights the power of integrating multiple areas of expertise -- from materials science, control, and modeling to machine learning- to advance innovation," Onori said.
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Breakthrough AI model can translate the language of plant life | ScienceDaily
A pioneering Artificial Intelligence (AI) powered model able to understand the sequences and structure patterns that make up the genetic "language" of plants, has been launched by a research collaboration.


						
Plant RNA-FM, believed to be the first AI model of its kind, has been developed by a collaboration between plant researchers at the John Innes Centre and computer scientists at the University of Exeter.

The model, say its creators, is a smart technological breakthrough that can drive discovery and innovation in plant science and potentially across the study of invertebrates and bacteria.

RNA, like its better-known chemical relative DNA, is an important molecule throughout all organisms, responsible for carrying genetic information in its sequences and structures. In the genome RNA architecture is made up of combinations of building blocks called nucleotides, which are arranged in patterns in the same way that the alphabet combines to make words and phrases in language.

Professor Yiliang Ding's group at the John Innes Centre studies RNA structure, one of the key languages in RNA molecules where RNAs can fold into complex structures that regulate sophisticated biological functions such as plant growth and stress response.

To better understand the complex language of RNA in its functions, Professor Ding's group collaborated with Dr Ke Li's group in the University of Exeter.

Together they developed PlantRNA-FM, a model trained on an enormous data set of 54 billion pieces of RNA information that make up a genetic alphabet across 1,124 plant species.




When creating PlantRNA-FM the researchers followed the methodology in which AI models such as ChatGPT are trained to understand human language. The AI model was taught the plant-based language by studying RNA information from plant species worldwide, to give it a comprehensive view of how RNA works across the plant kingdom.

Just as ChatGPT can understand and respond to human language, PlantRNA-FM has learned to understand the grammar and logic of RNA sequences and structures.

The researchers have already used the model to make precise predictions about RNA functions and to identify specific functional RNA structural patterns across the transcriptomes. Their predictions have been validated by experiments which confirm that RNA structures identified by PlantRNA-FM influence the efficiency of the translation of genetic information into protein.

"While RNA sequences may appear random to the human eye, our AI model has learned to decode the hidden patterns within them," says Dr Haopeng Yu, the postdoc researcher in Professor Yiliang Ding's group at the John Innes Centre.

This successful collaboration was also supported by scientists from Northeast Normal University and the Chinese Academy of Sciences in China contributed to this work.

Professor Ding said: "Our PlantRNA-FM is just the beginning. We are working closely with Dr Li's group to develop more advanced AI approaches to understand the hidden DNA and RNA languages in nature. This breakthrough opens new possibilities for understanding and potentially programming plants which could have profound implications for crop improvement and the next generation of AI-based gene design. AI is increasingly instrumental in helping plant scientists tackle challenges, from feeding a global population to developing crops that can thrive in a changing climate."

"An Interpretable RNA Foundation Model for Exploration Functional RNA Motifs in Plants" appears in Nature Machine Intelligence. 
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Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster | ScienceDaily
Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?


						
Omega Centauri is a massive star cluster with nearly ten million stars located in the constellation Centaurus. For a long time, researchers have noticed that the velocities of stars moving near the centre of Omega Centauri were higher than expected. But it wasn't clear whether this was caused by an "intermediate mass" black hole (IMBH), weighing a hundred thousand times the mass of the Sun, or a cluster of "stellar mass" black holes, each weighing just a few times the mass of the Sun.

A cluster of black holes is expected to form at the centre of Omega Centauri as a result of stellar evolution. But astronomers thought that most of them would be ejected by slingshot interactions with other stars. As such, an IMBH hole started to look more and more like the favoured solution. This seemed even more likely when new evidence recently emerged of fast-moving stars near the centre of Omega Centauri that may require interactions with an IMBH to reach such high velocities.

Intermediate mass black holes (IMBHs) are exciting to astronomers because they may be the "missing link" between stellar mass black holes and supermassive black holes. Stellar-mass black holes form from the death of massive stars and have already been found via a variety of different techniques. Supermassive black holes are found at the centres of large galaxies and can weigh millions to billions of times the mass of the Sun. We do not currently know how supermassive black holes form or whether they begin their lives as stellar mass black holes. Finding an IMBH could solve this cosmic puzzle.

The new research involving the University of Surrey looked afresh at the anomalous velocities of stars at the centre of Omega Centauri, but this time, it used a new piece of data. The researchers combined the anomalous velocity data with new data for the accelerations of pulsars for the first time. Pulsars, like black holes, are formed from dying stars. Weighing up to twice the mass of the Sun, they are just 20km across and can spin up to 700 times a second. As they spin, they emit radio waves along their spin axis, processing like a spinning top. The radio beam sweeps past the Earth like a lighthouse, allowing us to detect them.

Pulsars are natural clocks, almost as accurate as atomic clocks on Earth. By carefully measuring the change in the rate of their spin, astronomers can calculate how the pulsars are accelerating, directly probing the gravitational field strength at the centre of Omega Centauri. Combining these new acceleration measurements with the stellar velocities, researchers from Surrey, the Instituto de Astrofisica de Canarias (IAC, Spain) and the Annecy-le-Vieux Laboratoire de Physique Theorique LAPTh in Annecy (France) were able to tell the difference between an IMBH and a cluster of black holes, favouring the latter.

Professor Justin Read, co-author of the study from the University of Surrey, said:

"The hunt for elusive intermediate-mass black holes continues. There could still be one at the centre of Omega Centauri, but our work suggests that it must be less than about six thousand times the mass of the Sun and live alongside a cluster of stellar mass black holes. There is, however, every chance of us finding one soon. More and more pulsar accelerations are coming, allowing us to peer into the centres of dense star clusters and hunt for black holes more precisely than ever before."




Andr'es Banares-Hernandez, lead author of the study from IAC, said:

"We have long known about supermassive black holes at galaxy centres and smaller stellar-mass black holes within our own galaxy. However, the idea of intermediate-mass black holes, which could bridge the gap between these extremes, remains unproven."

"By studying Omega Centauri -- a remnant of a dwarf galaxy -- we have been able to refine our methods and take a step forward in understanding whether such black holes exist and what role they might play in the evolution of star clusters and galaxies. This work helps resolve a two-decade-long debate and opens new doors for future exploration."

"The formation of pulsars is also an active field of study because a large number of them have recently been detected. Omega Centauri is an ideal environment to study models of their formation, which we have been able to do for the first time in our analysis."
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The last missing piece of silicon photonics | ScienceDaily
Scientists from Forschungszentrum Julich, FZJ, the University of Stuttgart, and the Leibniz Institute for High Performance Microelectronics (IHP), together with their French partner CEA-Leti, have developed the first electrically pumped continuous-wave semiconductor laser composed exclusively of elements from the fourth group of the periodic table -- the "silicon group." Built from stacked ultrathin layers of silicon germanium-tin and germanium-tin, this new laser is the first of its kind directly grown on a silicon wafer, opening up new possibilities for on-chip integrated photonics. The findings have been published in the scientific journal Nature Communications.


						
The rapid growth of artificial intelligence (AI) and the Internet of Things (IoT) are driving the demand for increasingly powerful, energy-efficient hardware. Optical data transmission, with its ability to transfer vast amounts of data while minimizing energy loss, is already the preferred method for distances above one metre and is proving advantageous even for shorter distances. This development points towards future microchips featuring low-cost photonic integrated circuits (PICs), offering significant cost savings and improved performance.

In recent years, significant progress has been made in monolithically integrating optically active components on silicon chips. Key components, including high-performance modulators, photodetectors, and waveguides have been developed. However, a long-standing challenge has been the lack of an efficient, electrically pumped light source using only Group IV semiconductors. Until now, such light sources have traditionally relied on III-V materials, which are difficult and therefore expensive to integrate with silicon. This new laser addresses that gap, making it compatible with the conventional CMOS technology for chip fabrication and suitable for seamless integration into existing silicon manufacturing processes. It could therefore be seen as the "last missing piece" in the silicon photonics toolbox.

For the first time, the researchers have demonstrated continuous-wave operation in an electrically pumped Group IV laser on silicon. Unlike previous germanium-tin lasers that relied on high-energy optical pumping, this new laser operates with a low current injection of just 5 milliamperes (mA) at 2 volts (V), comparable to the energy consumption of a light-emitting diode. With its advanced multi-quantum well structure and ring geometry, the laser minimizes the power consumption and the heat generation, enabling stable operation up to 90 Kelvin (K) or minus 183.15 degrees Celsius (degC).

Grown on standard silicon wafers like those used for silicon transistors, it represents the first truly "usable" Group IV laser, though further optimizations are needed to further reduce the lasing threshold and achieve room-temperature operation. However, the success of earlier optically pumped germanium-tin lasers, which have evolved from cryogenic to room-temperature operation in only few years, suggests a clear path forward.

In an optical pumped laser, an external light source is required to generate the lasing light, while the electrical pumped laser generates light when an electrical current is passing through the diode. Electrically pumped lasers are usually more energy-efficient as they directly convert electricity directly into laser light.

The research group, led by Dr. Buca from Forschungszentrum Julich's PGI-9, has been pioneering tin-based Group IV alloys for years, collaborating with partners such as IHP, the University of Stuttgart, CEA-Leti, C2N-Universite Paris-Sud, and Politecnico di Milano. They have already demonstrated the potential for applications in photonics, electronics, thermoelectric, and spintronics. With this new achievement, the vision of silicon photonics providing an all-in-one solution for next-generation microchips is now within reach.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241209122746.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Space-time crystals, an important step toward new optical materials | ScienceDaily
Photonic space-time crystals are materials that could increase  the performance and efficiency of wireless communication or laser  technologies. They feature a periodic arrangement of special materials  in three dimensions as well as in time, which enables precise control of  the properties of light. Working with partners from Aalto University,  the University of Eastern Finland and Harbin Engineering University in  China, scientists from the Karlsruhe Institute of Technology (KIT) have  shown how such four-dimensional materials can be used in practical  applications. They published their results in Nature Photonics.


						
Photonic time crystals consist of materials with uniform composition in space but properties that vary periodically over time. With this periodic variation, the spectral composition of light can be modulated and amplified as needed -- key capabilities for optical information processing. "This gives us new degrees of freedom but also poses a lot of challenges," said Professor Carsten Rockstuhl from KIT's Institute for Theoretical Solid-State Physics and Institute of Nanotechnology. "This study paves the way for using these materials in information processing systems capable of using and amplifying light of any frequency."

A Step Closer to Four-dimensional Photonic Crystals

The key parameter of a photonic time crystal is its bandgap in momentum space. Momentum is a measure of the direction in which light propagates. A bandgap specifies the direction in which light has to propagate in order to be amplified; the wider the bandgap, the greater the amplification. "Previously we've had to intensify the periodic variation of material properties such as the refractive index to achieve a wide bandgap. Only then can light be amplified at all," explained Puneet Garg, one of the study's two lead authors. "Since the options for doing that are limited for most materials, it's a big challenge."

The researchers' solution involved combining photonic time crystals with an additional spatial structure. They created "photonic space-time crystals" by integrating photonic time crystals made of silicon spheres that "trap" and hold light longer than had previously been possible. The light then reacts much better to periodic changes in material properties. "We're talking about resonances that intensify the interactions between light and matter," said Xuchen Wang, the other lead author. "In such optimally tuned systems, the bandgap extends across nearly the entire momentum space, which means light can be amplified regardless of its direction of propagation. This could be the crucial missing step on the way toward practical use of such novel optical materials."

"We're very excited about this breakthrough in photonic materials, and we look forward to seeing the long-term impact of our research. Now the enormous potential of modern optical materials research can be realized," Rockstuhl said. "The idea isn't limited to optics and photonics; it can be applied to various physical systems and has the potential to inspire new research in other fields."

This research project was carried out in the "Wave phenomena: analysis and numerics" Collaborative Research Center, funded by the German Research Foundation (DFG), and is embedded in the Helmholtz Association's Information research field.
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Judging knots throws people for a loop | ScienceDaily
We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, new Johns Hopkins University research finds.


						
Researchers showed people pictures of two knots and asked them to point to the strongest one. They couldn't.

They showed people videos of each knot, where the knots spin slowly so they could get a good long look. They still failed.

People couldn't even manage it when researchers showed them each knot next to a diagram of the knots' construction.

"People are terrible at this," said co-author Chaz Firestone, who studies perception. "Humanity has been using knots for thousands of years. They're not that complicated -- they're just some string tangled up. Yet you can show people real pictures of knots and ask them for any judgment about how the knot will behave and they have no clue."

The work, newly published in the cognitive science journal Open Mind, reveals a new blind spot in our physical reasoning.

The experiment is the brainchild of a PhD student in Firestone's lab, Sholei Croom, who happens to be an avid embroiderer. Croom was working on a project, flipped it over to the elaborate and daunting tangle of embroidery floss, and was unable to make heads or tails of it -- even though it was Croom's own craftwork. Croom, who studies intuitive physics, or what people understand about the environment just from looking at it, suspected knots might be a rare vulnerability.




"People make predictions all the time about how the physics of the world will play out but something about knots didn't feel intuitive to me," Croom said. "You don't need to touch a stack of books to judge its stability. You don't have to feel a bowling ball to guess how many pins it will knock over. But knots seem to strain our judgement mechanisms in interesting ways."

The experiment was simple: The researchers showed participants four knots that are physically similar but have a hierarchy of strength. People were asked to look at the knots, two at a time, and point to the strongest one.

Participants were consistently incorrect. What's more, the few times they guessed right, they did so for the wrong reasons, pointing to aspects of the knot that had nothing to do with its strength.

The knots ranged from one of the strongest basic knots in existence, the reef knot, to one so weak that it can unravel if gently nudged, the aptly named grief knot. Even between those two, side by side, people couldn't point to the strong one.

"We tried to give people the best chance we could in the experiment, including showing them videos of the knots rotating and it didn't help at all -- if anything people's responses were even more all over the place," Croom said. "The human psychological system just fails to ascertain any physical knowledge from the properties of the knot."

Objects that aren't rigid, such as string, may be harder for people to reason about than solid ones, Croom said. Even our deep experience with knots from tying shoelaces and unraveling cords cannot overcome the deficit, though Croom guesses that a sailor or a survivalist whose livelihoods rely on knot strength might perform better in the experiment than the non-experts who were tested.

"We're just not able to extract a salient sense of a knot's internal structure by looking at it," Croom said. "It's a nice case study into how many open questions still remain in our ability to reason about the environment."
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Universe expansion study confirms challenge to cosmic theory | ScienceDaily
New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decadelong mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.


						
The new data confirms Hubble Space Telescope measurements of distances between nearby stars and galaxies, offering a crucial cross-check to address the mismatch in measurements of the universe's mysterious expansion. Known as the Hubble tension, the discrepancy remains unexplained even by the best cosmology models.

"The discrepancy between the observed expansion rate of the universe and the predictions of the standard model suggests that our understanding of the universe may be incomplete. With two NASA flagship telescopes now confirming each other's findings, we must take this [Hubble tension] problem very seriously -- it's a challenge but also an incredible opportunity to learn more about our universe,'' said Nobel laureate and lead author Adam Riess, a Bloomberg Distinguished Professor and Thomas J. Barber Professor of Physics and Astronomy at Johns Hopkins University.

Published in The Astrophysical Journal, the research builds on Riess' Nobel Prize-winning discovery that the universe's expansion is accelerating owing to a mysterious "dark energy" permeating vast stretches of space between stars and galaxies.

Riess' team used the largest sample of Webb data collected over its first two years in space to verify the Hubble telescope's measure of the expansion rate of the universe, a number known as the Hubble constant. They used three different methods to measure distances to galaxies that hosted supernovae, focusing on distances previously gauged by the Hubble telescope and known to produce the most precise "local" measurements of this number. Observations from both telescopes aligned closely, revealing that Hubble's measurements are accurate and ruling out an inaccuracy large enough to attribute the tension to an error by Hubble.

Still, the Hubble constant remains a puzzle because measurements based on telescope observations of the present universe produce higher values compared to projections made using the "standard model of cosmology," a widely accepted framework of how the universe works calibrated with data of cosmic microwave background, the faint radiation left over from the big bang.

While the standard model yields a Hubble constant of about 67-68 kilometers per second per megaparsec, measurements based on telescope observations regularly give a higher value of 70 to 76, with a mean of 73 km/s/Mpc. This mismatch has perplexed cosmologists for over a decade because a 5-6 km/s/Mpc difference is too large to be explained simply by flaws in measurement or observational technique. (Megaparsecs are huge distances. Each is 3.26 million light-years, and a light-year is the distance light travels in one year: 9.4 trillion kilometers, or 5.8 trillion miles.)

Since Webb's new data rules out significant biases in Hubble's measurements, the Hubble tension may stem from unknown factors or gaps in cosmologists' understanding of physics yet to be discovered, Riess' team reports.




"The Webb data is like looking at the universe in high definition for the first time and really improves the signal-to-noise of the measurements,'' said Siyang Li, a graduate student working at Johns Hopkins University on the study.

The new study covered roughly a third of Hubble's full galaxy sample, using the known distance to a galaxy called NGC 4258 as a reference point. Despite the smaller dataset, the team achieved impressive precision, showing differences between measurements of under 2% -- far smaller than the approximately 8-9% size of the Hubble tension discrepancy.

In addition to their analysis of pulsating stars called Cepheid variables, the gold standard for measuring cosmic distances, the team cross-checked measurements based on carbon-rich stars and the brightest red giants across the same galaxies. All galaxies observed by Webb together with their supernovae yielded a Hubble constant of 72.6 km/s/Mpc, nearly identical to the value of 72.8 km/s/Mpc found by Hubble for the very same galaxies.

The study included samples of Webb data from two groups that work independently to refine the Hubble constant, one from Riess' SH0ES team (Supernova, H0, for the Equation of State of Dark Energy) and one from the Carnegie-Chicago Hubble Program, as well as from other teams. The combined measurements make for the most precise determination yet about the accuracy of the distances measured using the Hubble TelescopeCepheid stars, which are fundamental for determining the Hubble constant.

Although the Hubble constant does not have a practical effect on the solar system, Earth, or daily life, it reveals the evolution of the universe at extremely large scales, with vast areas of space itself stretching and pushing distant galaxies away from one another like raisins in rising dough. It is a key value scientists use to map the structure of the universe, deepen their understanding of its state 13-14 billion years after the big bang, and calculate other fundamental aspects of the cosmos.

Resolving the Hubble tension could reveal new insights into more discrepancies with the standard cosmological model that have come to light in recent years, said Marc Kamionkowski, a Johns Hopkins cosmologist who helped calculate the Hubble constant and has recently helped develop a possible new explanation for the tension.




The standard model explains the evolution of galaxies, cosmic microwave background from the big bang, the abundances of chemical elements in the universe, and many other key observations based on the known laws of physics. However, it does not fully explain the nature of dark matter and dark energy, mysterious components of the universe estimated to be responsible for 96% of its makeup and accelerated expansion.

"One possible explanation for the Hubble tension would be if there was something missing in our understanding of the early universe, such as a new component of matter -- early dark energy -- that gave the universe an unexpected kick after the big bang," said Kamionkowski, who was not involved in the new study. "And there are other ideas, like funny dark matter properties, exotic particles, changing electron mass, or primordial magnetic fields that may do the trick. Theorists have license to get pretty creative."

Other authors are Dan Scolnic and Tianrui Wu of Duke University; Gagandeep S. Anand, Stefano Casertano, and Rachael Beaton of the Space Telescope Science Institute; Louise Breuval, Wenlong Yuan, Yukei S. Murakami, Graeme E. Addison, and Charles Bennett of Johns Hopkins University; Lucas M. Macri of NSF NOIRLab; Caroline D. Huang of The Center for Astrophysics | Harvard & Smithsonian; Saurabh Jha of Rutgers, The State University of New Jersey; Dillon Brout of Boston University; Richard I. Anderson of Ecole Polytechnique Federale de Lausanne; Alexei V. Filippenko of University of California, Berkeley; and Anthony Carr of University of Queensland, Brisbane.

This research is supported by Department of Energy grant DE-SC0010007, the David and Lucile Packard Foundation, the Templeton Foundation, Sloan Foundation, JWST GO-1685 and GO-2875, HST GO-16744 and GO-17312, and the Christopher R. Redlich Fund.
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Battery-like computer memory keeps working above 1000degF | ScienceDaily
Computer memory could one day withstand the blazing temperatures in fusion reactors, jet engines, geothermal wells and sweltering planets using a new solid-state memory device developed by a team of engineers led by the University of Michigan.


						
Unlike conventional silicon-based memory, the new device can store and rewrite information at temperatures over 1100degF (600degC) -- hotter than the surface of Venus and the melting temperature of lead. It was developed in collaboration with researchers at Sandia National Laboratory.

"It could enable electronic devices that didn't exist for high-temperature applications before," said Yiyang Li, U-M assistant professor of materials science and engineering and the senior corresponding author of the study published today in Device, a Cell Press journal.

"So far, we've built a device that holds one bit, on par with other high-temperature computer memory demonstrations. With more development and investment, it could in theory hold megabytes or gigabytes of data."

There's a trade-off, however, for devices that aren't at extreme temperatures full time: new information can be written on the device only above 500degF (250degC). Still, the researchers suggest a heater could solve the problem for devices that must also work at lower temperatures.

The heat-tolerant memory comes from moving negatively charged oxygen atoms rather than electrons. When heated above 300degF (150degC), conventional, silicon-based semiconductors start conducting uncontrollable levels of current. Because electronics are precisely manufactured to specific levels of current, high temperatures can wipe information from a device's memory.But the oxygen ions inside the researchers' device aren't bothered by the heat.

They move between two layers in the memory -- the semiconductor tantalum oxide and the metal tantalum -- through a solid electrolyte that acts like a barrier by keeping other charges from moving between the layers. The oxygen ions are guided by a series of three platinum electrodes that control whether the oxygen is drawn into the tantalum oxide or pushed out of it. The entire process is similar to how a battery charges and discharges; however, instead of storing energy, this electrochemical process is used to store information.




Once the oxygen atoms leave the tantalum oxide layer, a small region of metallic tantalum is left behind. At the same time, a tantalum oxide layer similarly caps the tantalum metal layer on the opposite side of the barrier. The tantalum and tantalum oxide layers do not mix, similar to oil and water, so these new layers will not revert back to the original state until the voltage is switched.

Depending on the oxygen content of the tantalum oxide, it can act as either an insulator or a conductor -- enabling the material to switch between two different voltage states that represent the digital 0s and 1s. Finer control of the oxygen gradient could enable computing inside the memory, with more than 100 resistance states rather than a simple binary. This approach could help reduce power demand.

"There's a lot of interest in using AI to improve monitoring in these extreme settings, but they require beefy processor chips that run on a lot of power, and a lot of these extreme settings also have strict power budgets," said Alec Talin, a senior scientist in the Chemistry, Combustion and Materials Science Department at Sandia National Laboratories and a co-author of the study.

"In-memory computing chips could help process some of that data before it reaches the AI chips and reduce the device's overall power use."

The information states can be stored above 1100 degF for more than 24 hours. While that level of heat tolerance is comparable to other materials that have been developed for re-writable, high-temperature memory, the new device comes with other benefits. It can run at lower voltages than some of the leading alternatives -- namely, ferroelectric memory and polycrystalline platinum electrode nanogaps -- and can provide more analog states for in-memory computing.

The research is funded by the National Science Foundation, Sandia's Laboratory-Directed Research and Development program, and the University of Michigan College of Engineering. The device was built in the Lurie Nanofabrication Facility and studied at the Michigan Center for Materials Characterization.

The authors have filed a patent based on this work to the U.S. Patent and Trademark Office and are seeking partners to bring the technology to market.
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        Study urges Canada to build solar power mega-projects
        Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report. The recommendation comes from a new article which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

      

      
        Noninvasive imaging method can penetrate deeper into living tissue
        Researchers developed a non-invasive imaging technique that enables laser light to penetrate deeper into living tissue, capturing sharper images of cells. This could help clinical biologists study disease progression and develop new medicines.

      

      
        Australia's extinction tally is worse than we thought
        A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.

      

      
        You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues
        Is it possible to pass on the effects of malnutrition? A new animal study found that a protein-deficient diet in one generation created related health risks -- lower birth-weight, smaller kidneys -- in offspring that lasted four generations.

      

      
        Well-meaning dogs led astray by rule-defying owners
        While good dogs never mean harm, they are often directed to remain on-lead in nature reserves to protect wildlife. Research has found that whether dog owners follow this rule is mostly driven by social factors.

      

      
        New research unlocks jaw-dropping evolution of lizards and snakes
        A groundbreaking study has shed light on how lizards and snakes -- the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.

      

      
        Researchers harness copper versatility to enable control of CO2 reduction products
        Just like we recycle waste, repurposing excess CO2 from the atmosphere could be one way to abate the worsening climate crisis. In electrochemical reduction, CO2 is converted into industrial products like carbon monoxide, methane, or ethanol. However, scientists have difficulty tailoring the reaction to produce specific products. Now, an international research team has harnessed the versatility of copper to find a solution to this conundrum.

      

      
        'Superman' bacteria offer a sustainable boost to chemical production
        Industry -- particularly the pharmaceutical industry -- is deeply reliant on bacteria in their production. Now, researchers present a 'superman suit' to put on the bacteria, so that they can produce chemicals with less energy, fewer solvents, and reduced waste.

      

      
        Recycling human, animal excreta reduces need for fertilizers
        Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling.

      

      
        The maternal microbiome during pregnancy impacts offspring's stem cells in mice
        Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.

      

      
        Scientists transform ubiquitous skin bacterium into a topical vaccine
        Scientists' findings in mice could translate into a radical, needle-free vaccination approach that would also eliminate reactions including fever, swelling and pain.

      

      
        Biological diversity is not just the result of genes
        How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team demonstrates that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species th...

      

      
        Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV
        Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels.

      

      
        Soda taxes don't just affect sales: They help change people's minds
        The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks.

      

      
        Better environmental performance boosts profits and cuts costs
        Using a new calculation method, researchers found in an international comparative study that investors value corporate environmental performance more than mere information disclosure. In some developed countries, beyond sustainability efforts, companies can improve environmental efficiency to enhance economic performance.

      

      
        Scientists develop coating for enhanced thermal imaging through hot windows
        A team of scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows.

      

      
        A greener, cleaner way to extract cobalt from 'junk' materials
        As the demand for lithium-ion batteries escalates with the proliferation of mobile phone, electric vehicles and even pacemakers, key components in these powerhouses, like cobalt, face significant ethical and environmental concerns related to their extraction. Now, scientists have pioneered a safer, more sustainable solution to separate cobalt from ores or recycled materials via precipitate.

      

      
        Research shows feasting fungi could revolutionize carbon-fiber recycling
        A new biotechnological process shows how to break down and remove the matrix from carbon fiber reinforced polymers so that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

      

      
        Updated Hep B vaccine more effective for people with HIV
        A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination.

      

      
        Once-endangered Kirtland's warblers show extensive signs of inbreeding in genome
        The genome of a once-endangered songbird shows extensive signs of inbreeding, according to a new study. Because inbreeding can negatively impact survival and reproduction, the results could guide continuing conservation efforts for Kirtland's warblers.

      

      
        Seals strategically scoot around the seas on icebergs
        Harbor seals in icy regions use icebergs shed by glaciers as safe platforms to give birth, care for young and molt. New research finds that as glaciers change with the climate, the resulting changes in size, speed and number of icebergs affect seals' critical frozen habitat. Mother seals prefer stable, slower-moving bergs for giving birth and caring for newborn pups, while in the molting season, they and the rest of the seal population favor speedier ice near the best foraging grounds.

      

      
        Bighorn sheep face death by avalanche in Sierra Nevada range
        Snow cover in the Sierra Nevada is expected to shrink overall as the climate warms, but avalanche frequency could remain the same or even increase at high elevations. That's bad news for bighorn sheep that live there, according to new research.

      

      
        These are now the smokiest cities in America
        Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research.

      

      
        Flood disasters associated with preterm births and low birth weights
        A new analysis of more than 3,000 studies from around the world reveals that globally, flooding increases preterm births by about 3%. Children who were in utero during a flood event are also more likely to have a low birth weight. Both these outcomes are risk factors for developing chronic health conditions such as asthma and diabetes later in life.

      

      
        Aerosol pollutants from cooking may last longer in the atmosphere
        New insights into the behavior of aerosols from cooking emissions and sea spray reveal that particles may take up more water than previously thought, potentially changing how long the particles remain in the atmosphere.

      

      
        Wrong trees in the wrong place can make cities hotter at night, study reveals
        While trees can cool some cities significantly during the day, new research shows that tree canopies can also trap heat and raise temperatures at night. The study aims to help urban planners choose the best combinations of trees and planting locations to combat urban heat stress.

      

      
        New gene therapy reverses heart failure in large animal model
        In a single IV injection, a gene therapy targeting cBIN1 can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival.

      

      
        Tiny poops in the ocean may help solve the carbon problem
        Some of the world's smallest animals and their tiny poops could aid in the fight against climate change. A study reports that clay dust sprayed on the surface of seawater converts free-floating carbon particulates into food for zooplankton, which the microscopic animals later deposit deep into the sea as feces. The particulates are the remnants of carbon dioxide removed from the atmosphere by marine plants that re-enters the atmosphere when the plants die. This new method redirects the carbon int...

      

      
        Study offers insight into chloroplast evolution
        Scientists found molecular evidence supporting the idea that chloroplasts originated as energy-generating organelles and only later evolved to support carbon assimilation in plant cells.

      

      
        AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected
        AI predicts that most of the world will see temperatures rise to 3C much faster than previously expected.

      

      
        Human disruption is driving 'winner' and 'loser' tree species shifts across Brazilian forests
        Fast-growing and small-seeded tree species are dominating Brazilian forests in regions with high levels of deforestation and degradation, a new study shows. This has potential implications for the ecosystem services these forests provide, including the ability of these 'disturbed' forests to absorb and store carbon. This is because these 'winning' species grow fast but die young, as their stems and branches are far less dense than the slow growing tree species they replace. Wildlife species adapt...

      

      
        Leap in modelling human impact on climate may lead to early warning of climate disasters
        Mathematicians have applied statistical mechanics to climate change detection and attribution for first time. They have shown how to separate the 'signal' of human-made climate change from the 'noise' of natural climate fluctuations. This allows for a dramatic improvement in the ability to detect climate change and early warnings of climatic tipping points.

      

      
        Long-distance friendships can provide conservation benefits
        While sustaining friendships from afar can be challenging, they may offer unexpected benefits for environmental conservation. A new study found that these social ties can positively influence community-based conservation. While the study focused on 28 fishing villages in northern Tanzania, it has potential broader implications for global conservation efforts.

      

      
        AI predicts Earth's peak warming
        Artificial intelligence provides new evidence that rapid decarbonization will not prevent warming beyond 1.5 degrees Celsius. The hottest years of this century are likely to shatter recent records.

      

      
        Antarctica's irregular heartbeat shows signs of rapid melting
        Geoscientists have created a new climate record for early Antarctic ice ages. It reveals that the early Antarctic ice sheet melted more rapidly than previously thought.

      

      
        Wild birds' gut microbiome linked with its ornamentation and body condition
        Researchers spent five years studying the gut microbiomes of Northern cardinals, a common backyard songbird known for its vivid red plumage. Their study explores how microbiome diversity impacts the birds' health, body condition, and ornamental traits, such as their coloration. This research provides the first detailed insights into how gut microbiomes influence traits related to fitness in wild birds, addressing a gap in knowledge previously focused on captive animals.

      

      
        Ultra-processed foods may drive colorectal cancer risk, study finds
        A new study suggests that ultra-processed foods and inflammatory seed oils used in packaged food products may contribute to chronic inflammation, fueling colorectal cancer. Its findings pave the way for a new therapy -- resolution medicine -- which uses natural products in lieu of synthetic drugs to help reverse inflammation and potentially reverse colorectal cancer.

      

      
        Tourism leads the pack in growing carbon emissions
        Greenhouse gas emissions from tourism have been growing more than 2 times faster than those from the rest of the global economy. The study tracked international and domestic travel for 175 countries to find tourism's carbon footprint is 9% of the world's total emissions.

      

      
        Americans are uninformed about and undervaccinated for HPV
        Research shows that HPV accounts for 70% of all throat cancers, but only one-third of the public is aware that HPV causes throat cancer.

      

      
        Toxoplasma gondii parasite uses unconventional method to make proteins for evasion of drug treatment
        A study sheds new light on how Toxoplasma gondii parasites make the proteins they need to enter a dormant stage that allows them to escape drug treatment.

      

      
        Insect genome offers insights into rare biological conditions, agricultural biosecurity
        Lice live their entire lives with a set of genes that in humans would indicate a late-stage degenerative disorder such as Parkinson's or Alzheimer's disease. How do lice tolerate this genome structure that in humans and many other animals would result in major neurodegenerative problems?

      

      
        Biodiversity at risk in most rainforests
        New research has revealed less than a quarter of the remaining tropical rainforests around the globe can safeguard thousands of threatened species from extinction.

      

      
        Climate change impacting freshwater fish species
        Freshwater fish populations that dwell nearer the poles are outperforming their equatorial counterparts, researchers have found.

      

      
        Pups of powerful meerkat matriarchs pay a price for their mom's status
        In meerkat society a dominant female is in charge, growling, biting, pushing and shoving to keep others in line. The matriarch's bullying behavior is fueled by high levels of testosterone that can surge to twice those of her male counterparts when she's pregnant. But while testosterone gives her a competitive edge and helps her keep the upper hand, it can also take a toll on the health of her developing offspring, researchers report.

      

      
        Dogs use two-word button combos to communicate
        A new study shows that dogs trained to use soundboards to 'talk' are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners.

      

      
        Earliest deep-cave ritual compound in Southwest Asia discovered
        A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent.

      

      
        What motivates Americans to eat less red meat?
        Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.

      

      
        Virtual fences are a pollinator-friendly option for ranchlands
        Fences are an effective stationary method of corralling livestock, but their sharp borders can create sudden changes in native grassland vegetation and the pollinators and birds that live there. Virtual, GPS-based fences may be the nature-friendly future of fencing, creating more natural grassland habitat, finds new research.

      

      
        Bad weather led Dutch ship into Western Australian coast
        The Dutch East India Company ship, the Zuytdorp, likely crashed into the shore of Western Australia due to a storm and not bad navigation, new research has found. Archaeologists analyzed ship logs, contemporary cartographic and navigational knowledge and weather patterns at the time in a bid to understand how the ship went down.

      

      
        Existing EV batteries may last up to 40% longer than expected
        Consumers' real-world stop-and-go driving of electric vehicles benefits batteries more than the steady use simulated in almost all laboratory tests of new battery designs, a new study finds.
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Study urges Canada to build solar power mega-projects | ScienceDaily
Canada should focus on building mass utility-scale solar mega-projects to kickstart its green energy transition, according to a new report from Simon Fraser University's Clean Energy Research Group.


						
The recommendation comes from a new paper published in the journal Solar Compass which looks at the current state of solar power and compares the benefits of both mass-scale projects and smaller, decentralized approached like individual homes and commercial buildings installing their own solar panels.

"Solar has major advantages over wind, geothermal and nuclear power as a renewable energy source," says Anil Hira, director of the Clean Energy Research Group (CERG) and a professor of political science at SFU. "The cost for installing solar panels is has dropped dramatically in the last decade, by an estimated 90 per cent, and is a vital part of energy plans in many countries, yet in Canada, that potential has barely been touched on. While solar power makes up approximately four per cent of global electricity generation, it only accounts for 0.5 per cent in Canada. Focusing on utility-scale solar projects could have a significant impact in parts of Canada, including British Columbia. Solar can help us to diversify our energy mix so we are not so reliant on hydro and reduces the intermittency problems with wind."

The paper suggests that's because much of the policy around solar power has focused on small-scale, decentralized residential and commercial generation. Those tend to be easy political wins for policy makers because it rewards individual and companies for investing in the technology for their own benefit and reduces land use headaches since panels are mostly being installed on existing buildings.

However, the authors argue that this approach doesn't generate enough electricity to achieve a green transition, fragments the electricity system and raises equity concerns because not every area is suitable for solar power and wealthy homeowners and large companies are likely to be the only ones willing to make the long-term investments in panels and batteries. More plainly, costs for utility scale solar are approximately 64 per cent cheaper than residential and 50 per cent cheaper than commercial solar installations, on average.

Utility-scale projects come with their own challenges, including massive start-up costs, public and political opposition and the space required for vast fields of solar panels, but the report found that many of the land use concerns tend to be exaggerated and there is room for innovative solutions to support multiple uses for land where solar panels are installed. The benefits, they argue, far outweigh the challenges, including. In fact, the land area needed for solar to make a major contribution to our electricity mix is far less than one might think. The authors recommend using public lands for the mega-farms to reduce NIMBY effects.

The study points to a few examples of solar projects around the world, including the U.S.

The Solar Star project in California has 1.7 million panels spread across 13 kilometres and creates enough power for 255,000 homes (579 megawatts). The Mesquite Solar 1 Power Plan in Arizona provides 150 megawatts. It cost $600 million to build in 2013, with much of that coming from a $337 million loan backed by the U.S. Department of Energy.

Pro-active policy and financial backing from senior governments is needed to harness the potential to transition to clean energy, the report concludes.

"While different scales of deployment each have a role to play, from an efficiency-of-capital perspective, policies that favor the rapid deployment of utility-scale projects in optimal sunlight locations should be prioritized," says CERG co-author Prasanna Krishnan. "All of the factors together suggest the need for national policies to help ease the development obstacles of large-scale solar and storage farms, including sorely needed interconnection reform. Support for such efforts would have a transformative effect on our electricity systems."
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Noninvasive imaging method can penetrate deeper into living tissue | ScienceDaily
Metabolic imaging is a noninvasive method that enables clinicians and scientists to study living cells using laser light, which can help them assess disease progression and treatment responses.


						
But light scatters when it shines into biological tissue, limiting how deep it can penetrate and hampering the resolution of captured images.

Now, MIT researchers have developed a new technique that more than doubles the usual depth limit of metabolic imaging. Their method also boosts imaging speeds, yielding richer and more detailed images.

This new technique does not require tissue to be preprocessed, such as by cutting it or staining it with dyes. Instead, a specialized laser illuminates deep into the tissue, causing certain intrinsic molecules within the cells and tissues to emit light. This eliminates the need to alter the tissue, providing a more natural and accurate representation of its structure and function.

The researchers achieved this by adaptively customizing the laser light for deep tissues. Using a recently developed fiber shaper -- a device they control by bending it -- they can tune the color and pulses of light to minimize scattering and maximize the signal as the light travels deeper into the tissue. This allows them to see much further into living tissue and capture clearer images.

Greater penetration depth, faster speeds, and higher resolution make this method particularly well-suited for demanding imaging applications like cancer research, tissue engineering, drug discovery, and the study of immune responses.

"This work shows a significant improvement in terms of depth penetration for label-free metabolic imaging. It opens new avenues for studying and exploring metabolic dynamics deep in living biosystems," says Sixian You, assistant professor in the Department of Electrical Engineering and Computer Science (EECS), a member of the Research Laboratory for Electronics, and senior author of a paper on this imaging technique.




She is joined on the paper by lead author Kunzan Liu, an EECS graduate student; Tong Qiu, an MIT postdoc; Honghao Cao, an EECS graduate student; Fan Wang, professor of brain and cognitive sciences; Roger Kamm, the Cecil and Ida Green Distinguished Professor of Biological and Mechanical Engineering; Linda Griffith, the School of Engineering Professor of Teaching Innovation in the Department of Biological Engineering; and other MIT colleagues. The research will appear in Science Advances.

Laser-focused

This new method falls in the category of label-free imaging, which means tissue is not stained beforehand. Staining creates contrast that helps a clinical biologist see cell nuclei and proteins better. But staining typically requires the biologist to section and slice the sample, a process that often kills the tissue and makes it impossible to study dynamic processes in living cells.

In label-free imaging techniques, researchers use lasers to illuminate specific molecules within cells, causing them to emit light of different colors that reveal various molecular contents and cellular structures. However, generating the ideal laser light with certain wavelengths and high-quality pulses for deep-tissue imaging has been challenging.

The researchers developed a new approach to overcome this limitation. They use a multimode fiber, a type of optical fiber which can carry a significant amount of power, could couple it with a compact device called a "fiber shaper." This shaper allows them to precisely modulate the light propagation by adaptively changing the shape of the fiber. Bending the fiber changes the color and intensity of the laser.

Building on prior work, the researchers adapted the first version of the fiber shaper for deeper multimodal metabolic imaging.




"We want to channel all this energy into the colors we need with the pulse properties we require. This gives us higher generation efficiency and a clearer image, even deep within tissues," says Cao.

Once they had built the controllable mechanism, they developed an imaging platform to leverage the powerful laser source to generate longer wavelengths of light, which are crucial for deeper penetration into biological tissues.

"We believe this technology has the potential to significantly advance biological research. By making it affordable and accessible to biology labs, we hope to empower scientists with a powerful tool for discovery," Liu says.

Dynamic applications

When the researchers tested their imaging device, the light was able to penetrate more than 700 micrometers into a biological sample, whereas the best prior techniques could only reach about 200 micrometers.

"With this new type of deep imaging, we want to look at biological samples and see something we have never seen before," Liu adds.

The deep imaging technique enabled them to see cells at multiple levels within a living system, which could help researchers study metabolic changes that happen at different depths. In addition, the faster imaging speed allows them to gather more detailed information on how a cell's metabolism affects the speed and direction of its movements.

This new imaging method could offer a boost to the study of organoids, which are engineered cells that can grow to mimic the structure and function of organs. Researchers in the Kamm and Griffith labs pioneer the development of brain and endometrial organoids that can grow like organs for disease and treatment assessment.

However, it has been challenging to precisely observe internal developments without cutting or staining the tissue, which kills the sample.

This new imaging technique allows researchers to noninvasively monitor the metabolic states inside a living organoid while it continues to grow.

With these and other biomedical applications in mind, the researchers plan to aim for even higher-resolution images. At the same time, they are working to create low-noise laser sources, which could enable deeper imaging with less light dosage.

They are also developing algorithms that react to the images to reconstruct the full 3D structures of biological samples in high resolution.

In the long run, they hope to apply this technique in the real world to help biologists monitor drug response in real-time to aid in the development of new medicines.

"By enabling multimodal metabolic imaging that reaches deeper into tissues, we're providing scientists with an unprecedented ability to observe nontransparent biological systems in their natural state. We're excited to collaborate with clinicians, biologists, and bioengineers to push the boundaries of this technology and turn these insights into real-world medical breakthroughs," You says.

This research is funded, in part, by MIT startup funds, a U.S. National Science Foundation CAREER Award, an MIT Irwin Jacobs and Joan Klein Presidential Fellowship, and an MIT Kailath Fellowship.
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Australia's extinction tally is worse than we thought | ScienceDaily
A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.


						
Invertebrates include species such as worms, snails and spiders, and many play a crucial role in the environment -- such as pollinators and earthworms, which are important for maintaining soil health.

Dr Jess Marsh, from the University of Adelaide's School of Biological Sciences, contributed to the study and says we should not accept the ongoing species loss as inevitable.

"Thousands of invertebrate species remain at high risk of extinction, and many have already lost, and continue to lose, a huge amount of habitat," says Dr Marsh, whose study was published in the journal Cambridge Prisms: Extinction.

"There is a lot we can do to prevent extinctions, including by protecting important habitats and reducing threats like pesticide use.

"Using pesticide in your garden often kills the beneficial invertebrates your garden need, like bees and flies that pollinate, lady beetles that help control aphids, and worms that improve your soil."

Most at risk are invertebrate species that require special habitats, or which only occur in specific areas of the country.




"The golden sun moth occurs in south-eastern Australian grasslands, and even though little of the once vast grasslands remain, they are still at high risk of being destroyed by developments," says Dr Marsh, who is a Biodiversity Council member.

"And climate change will further exacerbate risks for such species."

Dr Marsh, who is a member of the Australian Biodiversity Council, conducted the study as part of a national team that included 10 scientists from universities, museums and state governments.

The study was led by Professor John Woinarski, from Charles Darwin University, who suggests the number of species to have gone extinct in Australia since European arrival is likely much higher than the research found.

"We found that 9,111 species are likely to have become extinct in those 236 years. Allowing for uncertainties and knowledge gaps, our analysis indicates that the true number is at least 1500 species and possibly up to 60,000 extinctions," says Professor Woinarski, who is also a Biodiversity Council member.

Professor Woinarski says only one of these extinctions has been formally recognised under Australian environmental legislation, that of the Lake Pedder earthworm, and many occurred before the species were named or described by scientists.




"Despite their incredible importance, there has been a long running bias against invertebrates, with little funding available for their research and conservation," says Professor Woinarski.

"It is important that Australia's federal and state and territory governments, and the community, give much greater priority to understanding, monitoring and protecting our invertebrates.

"Invertebrates are the foundation of all healthy environments and a livable planet. As we lose invertebrates the health of our crops, waterways, forests and even local parks and backyard gardens will decline."

The Biodiversity Council called the finding highly alarming and echoes Professor Woinarski's call for federal state and territory governments to increase work to understand, monitor and conserve Australia's invertebrates.
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You are what you eat...and so are your grandkids? Study links poor diet to multi-generational health issues | ScienceDaily
You are what you eat, as the adage goes. But a new study from Tulane University found that what's missing from your diet may also impact the health of your descendants across multiple generations.


						
Recent research supports the idea that famine in one generation can lead to harmful genetic outcomes in the next. But questions have persisted about how many generations could be affected when an ancestor endures a nutritional crisis.

In a study published in the journal Heliyon, Tulane researchers found that when paired mice were fed a low-protein diet their offspring over the next four generations had lower birthweights and smaller kidneys, leading risk factors for chronic kidney disease and hypertension.

Researchers found that correcting the diets in offspring had no impact, and subsequent generations continued to be born with low nephron counts, the vital filtration units that help kidneys remove waste from the bloodstream. Though further work remains to determine if the findings translate to humans, the outcomes underscore the potential for food scarcity or malnutrition to result in decades of adverse health outcomes.

"It's like an avalanche," said lead author Giovane Tortelote, assistant professor of pediatric nephrology at Tulane University School of Medicine. "You would think that you can fix the diet in the first generation so the problem stops there, but even if they have a good diet, the next generations -- grandchildren, great grandchildren, great-great grandchildren -- they may still be born with lower birth weight and low nephron count despite never facing starvation or a low-protein diet."

Correcting the diet in any of the generations failed to return kidney development in offspring to normal levels.

While maternal nutrition is crucial to an infant's development, the study found first generation offspring were negatively impacted regardless of whether the mother or the father ate a protein-deficient diet.




This novel finding of how diet can have transgenerational impact on kidney development is one of the latest in the field of epigenetics, the study of how environmental factors can impact gene expression without changing the DNA sequence.

The researchers studied four generations of offspring with nephron counts beginning to show signs of normalizing by the third and fourth generations. Tortelote said further research is needed to determine which generation returns to proper kidney development -- and why the trait is passed on in the first place.

"The mother's diet is absolutely very important, but it appears there's also something also epigenetically from the father that governs proper kidney development," Tortelote said.

The study also illuminates further understanding of the underlying causes of chronic kidney disease, the eighth leading cause of death in the U.S.

"If you're born with fewer nephrons, you are more prone to hypertension, but the more hypertension you have, the more you damage the kidney, so it's a horrible cycle, and a public health crisis that could affect people across 50 to 60 years if we apply this to humans' lifespans," Tortelote said. "There are two main questions now: Can we fix it and how do we fix it?"
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Well-meaning dogs led astray by rule-defying owners | ScienceDaily
While good dogs never mean harm, they are often directed to remain on-lead in nature reserves to protect wildlife. Research from the University of Adelaide has found that whether dog owners follow this rule is mostly driven by social factors.


						
"Most people actually do the right thing and keep their dogs on lead in areas where they're asked to," says lead author Dr Jasmin Packer, from the University of Adelaide's School of Biological Sciences.

"Participants in our study said they choose to do so for their dog's safety and their desire to abide by the regulations that dogs be kept on lead.

"However, not all participants understood or were aware of the regulation that requires dogs to be on-lead, and there was also a minority we discovered who did understand the rules but chose not to use a lead."

Dr Packer's research team, together with fellow Environment Institute researchers Dr Mark Kohler and Professor Anna Chur-Hansen, conducted open-ended interviews with dogwalkers in Wirraparinga-Brownhill Creek Recreation Park, in South Australia, to better understand why and how people walk their dogs.

The research project began when residents who live near the park requested assistance with reducing the impact dogs were having on the local bandicoot population.

"As the apex predator wherever native carnivore communities are extinct, domestic dogs are among the greatest threats to native prey species worldwide," says Dr Packer, whose study was published in People and Nature.




"They are a direct threat, through predation and predation stress, but can also indirectly threaten species by destroying habitat."

The southern brown bandicoot is particularly vulnerable to the threat of domestic dogs.

"Although unrestrained dogs pose a threat to many wildlife species in the park, the southern brown bandicoot is particularly vulnerable," says Dr Packer.

"There are fewer than 10 reported individuals living in Wirraparinga-Brownhill Creek Recreation Park, and they are restricted to five hectares of highly degraded habitat with blackberry thickets separated by grassland.

"That subpopulation is the only remaining ground-nesting species within the critical weight range most vulnerable to extinction."

While most dog-walkers who participated in Dr Packer's study indicated they follow the rules, she says a change in the way dog-lead requirements are communicated to park visitors could make the rules more effective.




"Our findings suggest that policy makers should focus on communicating positive messages to strengthen social norms around keeping dogs on lead in nature reserves," says Dr Packer, who wrote about the research in an article on The Conversation.

"An example of this would be messaging such as 'Wildlife Ambassador" or 'I keep my dog on lead to protect us all', to encourage the idea that dog owners use leads to protect their dog and the endangered bandicoots."

Most importantly, Dr Packer points out that the responsibility to comply with dog-lead rules -- and the imperative to protect native wildlife -- falls solely on the shoulders of humans. It is up to us whether dogs are led astray.

"It is a challenge to limit the damage domestic dogs cause to native wildlife because it relies on behaviour change among people who bring dogs into natural areas and allow them to romp unrestrained," she says.

"However, we believe that with the right communication approach, we can work together as a community to make the world safer for bandicoots and other native species."
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New research unlocks jaw-dropping evolution of lizards and snakes | ScienceDaily
A groundbreaking University of Bristol study has shed light on how lizards and snakes -the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.


						
This research, led by a team of evolutionary biologists and published in the Proceedings of the Royal Society B today, offers a new understanding of the intricate factors influencing the evolution of lower jaw morphology in these animals, known collectively as lepidosaurs.

The researchers discovered that jaw shape evolution in lepidosaurs is influenced by a complex interplay of factors beyond ecology, including phylogeny (evolutionary relatedness) and allometry (the scaling of shape with size).

In terms of jaw shape, the team found that snakes are morphological outliers, exhibiting unique jaw morphologies, likely due to their highly flexible skulls and extreme mechanics that enable them to swallow prey many times larger than their heads.

"Interestingly, we found that jaw shape evolves particularly fast in ecologically specialised groups, such as in burrowing and aquatic species, and in herbivorous lizards, suggesting that evolutionary innovation in the lower jaw was key to achieve these unique ecologies," explained Dr Antonio Ballell Mayoral based in Bristol's School of Earth Sciences.

"Our study shows how lizards and snakes evolved their disparate jaw shapes which adapted to their wide range of ecologies, diets, and habitats, driving their extraordinary diversity."

This work underscores the critical role of morphological innovation in promoting the diversification of highly biodiverse groups like lepidosaurs. The lower jaw -- a vital component of the vertebrate feeding apparatus -- has been a key element in their ecological experimentation and adaptation.

Looking ahead, the team plans to delve deeper into the evolution of the lepidosaur head.

Dr Ballell Mayoral added: "Lower jaws are important, but they work together with the jaw closing muscles to support essential functions like feeding and defence.

"We are exploring the relationship between skull shape and the arrangement of the jaw closing musculature through evolution, and how it has impacted the diversification of feeding mechanics and habits."
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Researchers harness copper versatility to enable control of CO2 reduction products | ScienceDaily

Electrochemical reduction is a promising way to achieve this. Through this catalyst-driven process, CO2 is converted into products like carbon monoxide (CO), methane (CH4), ethanol (C2H6O), or formic acid (HCOOH). Yet, barriers remain in trying to achieve industrial-scale production of specific products. This is because in CO2 reduction, the reaction can lead to several potential outcomes. Scientists, therefore, are experimenting with ways to influence the reaction pathways, making it more likely that specific products will be formed.

A group of researchers from Tohoku University, the Tokyo University of Science, and Vanderbilt University have turned to the versatile metal copper, using it as a catalyst for electrochemical CO2 reduction, to achieve controllable product specificity. By controlling the structural architecture of copper at the nanoscale, they could precisely shape the copper into nanoclusters under 2 nm in diameter, thereby enhancing the efficiency of its use as a catalyst.

Details of their research were published in Small Science on November 28, 2024.

"We explored defect-induced copper nanoclusters as a cost-effective alternative to noble metal nanoclusters, tailoring them to produce specific high-energy-density products," says Yuichi Negishi, a professor at Tohoku University's Institute of Multidisciplinary Research for Advanced Materials (IMRAM).

The team enhanced the nanoclusters' performance by creating specific active sites through deliberate defects in the cubic copper structure. By slightly dislocating some copper atoms, they prevented surface-protecting ligands from attaching to certain areas, leaving these spots exposed. These dislocated atoms appeared not only at the cube's corners but also along its edges, forming a network of reactive sites ideal for CO2 reduction. This unique arrangement of copper atoms allowed the team to guide the reaction more effectively, improving the selectivity and efficiency of the desired products.

Tests showed that nanoclusters with a single modified vertex were highly selective for producing methanol (CH3OH). However, as the number of defect sites increased, the selectivity shifted toward different products.

"Our research underscores the potential of copper nanoclusters as an affordable CO2 reduction catalyst, highlighting how their structural design influences product selectivity," adds Negishi.

Such advancements could drive the development of new functional materials from readily available resources, potentially creating a more sustainable future.
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'Superman' bacteria offer a sustainable boost to chemical production | ScienceDaily
Trillions of bacteria work in the chemical and pharmaceutical industries, helping produce everything from beer and facial creams to biodiesel and fertilizer. The pharmaceutical industry, in particular, relies heavily on bacteria for producing substances like insulin and penicillin.


						
Harnessing bacteria's industrial contributions have revolutionized global health, but their work comes at a high energy cost. Additionally, solvents and continuous production of new bacteria are often necessary, as they don't last long in their jobs.

Changzhu Wu, a chemist and associate professor at the Department of Physics, Chemistry, and Pharmacy, University of Southern Denmark, is focused on making industrial bacteria more robust and useful. His goal is to reduce the energy, time, and unwanted chemicals required to maintain bacteria, while also making them reusable so they can work longer before needing to be replaced.

His latest innovation introduces a type of "super-powered" bacterium and is now published in Nature Catalysis.

"We took a common industrial bacterium, E. coli, and essentially gave it a 'Superman cape' to enhance its catalysis capabilities. This reduces energy use and makes the production process more sustainable," Changzhu Wu explains.

While E. coli is often associated with foodborne illness, it is widely used in the pharmaceutical industry to produce essential medicines like insulin and growth hormone through various chemical reactions.

The industry uses vast quantities of E. coli, and replacing them takes a toll on the environment, energy, and time due to factors like high temperatures, extreme pH levels, UV radiation, and exposure to solvents.

In developing his "Superman cape," Changzhu Wu sought a material that could envelop the bacteria while still allowing them to interact with their environment to carry out the desired complex chemical reactions.

The solution: a polymer coating that integrates with the bacterial cell membrane. Polymers are large molecules made up of billions of identical units called monomers.

"We essentially grafted an E. coli bacterium's cell membrane with polymers, achieving two important outcomes: First, the bacteria became stronger and more efficient, and could carry out complex chemical reactions more quickly. Second, the bacteria became more protected, allowing for multiple uses. So, it's a kind of 'Superman bacterium' that is more sustainable," explains Changzhu Wu.
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Recycling human, animal excreta reduces need for fertilizers | ScienceDaily
Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling published in Nature Sustainability.


						
"We have to find ways to recycle the nutrients that are now poorly utilized, and our data shows that there is a lot of it: Many countries could become self-sufficient at current fertilizer use if they would recycle excreta to agriculture," said Johannes Lehmann, professor in the School of Integrative Plant Science at Cornell University and the study's senior author.

The researchers analyzed a large array of datasets retrieved from various databases, including the United Nations Food and Agricultural Organization's FAOSTAT and the International Fertilizer Association's STAT, as well as satellite-based maps, to identify the locations of crops and livestock, and learn which fertilizers, and how much of them, are being used in as many as 146 countries.

After calculating the locations and quantities of nutrients accruing in excreta from humans and livestock, the team modeled how much of this waste, if recycled, would be needed to satisfy crop and grassland production systems worldwide.

The analysis showed that the global amounts found in human and poorly utilized livestock excreta represent 13% of crop and grassland needs for major nutrients. National recycling of those nutrients could reduce global net imports of mineral fertilizers by 41% for nitrogen, 3% for phosphorus and 36% for potassium.

The use of recycled excreta, Lehmann said, would have additional benefits, such as diverting waste nutrient runoff from entering local water sources, where it becomes a pollutant. Nutrient recycling could also help establish a circular economy between food consumption and agriculture.

"It doesn't make any sense to pollute our environment, especially our waters and soils, and then have not enough fertilizer for agriculture," Lehmann said. "We need to close the loop from poorly utilized nutrients, wherever they come from, and in this paper, we show that taking only two of these feedstock types, animal excreta and human excreta, we could theoretically satisfy all our fertilizer use at present."

Lehmann sees the urgency of meeting global fertilizer needs as a geopolitical issue comparable to that of oil, with the vast majority of phosphorus, a nonrenewable resource, mined in very few countries. Nitrogen, similarly, is expensive and requires a great deal of energy to commercially produce, creating a large greenhouse-gas footprint.

Without the aid of recycling, eventual nutrient scarcities will only drive up the price of fertilizer and eventually food, risking increased migrations and political unrest, Lehmann said.
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The maternal microbiome during pregnancy impacts offspring's stem cells in mice | ScienceDaily
Gut microbiome composition during pregnancy has long-term effects on offspring stem cell growth and development, researchers report December 11 in the Cell Press journal Cell Stem Cell. Treating pregnant mice with a common gut microbe resulted in offspring that had more active stem cells in both the brain and intestinal tract. As a result, the offspring were less anxious and recovered quicker from colitis, and these differences were still evident at 10 months of age.


						
Exposing offspring to the microbe after birth did not result in the same stem cell activation. The team showed that the microbeimpacted stem cell growth by altering the abundance of other gut microbes and increasing the microbial production of metabolites that cross the placenta and induce stem cell growth and proliferation.

"This is a major advancement in developing microbiota-based intervention strategies to improve child health," says senior author Parag Kundu of the Institut Pasteur of Shanghai.

Researchers treated the pregnant mice with Akkermansia muciniphila, a common gut microbe whose low abundance is associated with obesity, diabetes, and liver steatosis.

Previous studies have shown that the maternal microbiome is associated with offspring immunity, metabolism, and neurological development, but how gut microbes impact these processes is unclear. Since stem cells are responsible for controlling growth, development, and organ maturation during early life, Kundu's team decided to investigate whether there is crosstalk between gut microbes and fetal stem cells during pregnancy.

To do this, they treated pregnant mice with Akkermansia muciniphila and found that prenatal exposure had big impacts on the offspring's stem cells. The offspring of Akkermansia-exposed mothers had more stem cells in their brains and intestines, and these stem cells were also more active compared to the stem cells of mice that were not exposed to Akkermansia in utero.

These changes to stem cell development had long-term impacts on the mice's behavior and health. In behavioral tests, the offspring of Akkermansia-exposed mothers were less anxious and more exploratory. They also rebounded faster from chemically induced intestinal inflammation due to faster regeneration and turnover of intestinal epithelial cells.




Treating newborn mice with Akkermansia did not have the same impact on stem cell development as prenatal exposure.

"When we exposed the offspring postnatally to Akkermansia, we saw some differences in differentiation, but we didn't see the entire phenomena what we observed when mothers were exposed to Akkermansia during pregnancy," says Kundu. "That's why we think that this pregnancy period is critical, and microbiome alterations during this period can really do miracles."

The effect appears to be Akkermansia specific, since treating pregnant mice with a different gut microbe, Bacteroidetes thetaiotaomicron, did not impact offspring stem cell development. However, Akkermansia was only able to exert its effects in the presence of an otherwise complex gut microbiome.

The team showed that Akkermansia altered the abundance of other species of gut microbe and promoted other gut microbes to become more metabolically active to produce larger quantities of metabolites like short-chain fatty acids and amino acids. Unlike gut microbes, these metabolites can cross the placenta, and they're known to stimulate cell growth and proliferation via a protein called mTOR. When the researchers treated pregnant mice with both Akkermansia and rapamycin, a chemical that inhibits mTOR, they no longer saw any impacts on the offspring's stem cells.

Looking ahead, the researchers plan to further study how microbiome metabolites influence stem cells. To test whether this phenomenon also occurs in humans, they're planning to create "humanized mice" by transplanting human microbiota into mice and to examine human cohorts who consume probiotics during pregnancy.

"Promoting child health is a major challenge worldwide, and extrapolating these findings to humans is crucial," says Kundu.
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Scientists transform ubiquitous skin bacterium into a topical vaccine | ScienceDaily
Imagine a world in which a vaccine is a cream you rub onto your skin instead of a needle a health care worker pushes into your one of your muscles. Even better, it's entirely pain-free and not followed by fever, swelling, redness or a sore arm. No standing in a long line to get it. Plus, it's cheap.


						
Thanks to Stanford University researchers' domestication of a bacterial species that hangs out on the skin of close to everyone on Earth, that vision could become a reality.

"We all hate needles -- everybody does," said Michael Fischbach, PhD, the Liu (Liao) Family Professor and a professor of bioengineering. "I haven't found a single person who doesn't like the idea that it's possible to replace a shot with a cream."

The skin is a terrible place to live, according to Fischbach. "It's incredibly dry, way too salty for most single-celled creatures and there's not much to eat. I can't imagine anything would want to live there."

But a few hardy microbes call it home. Among them is Staphylococcus epidermidis, a generally harmless skin-colonizing bacterial species.

"These bugs reside on every hair follicle of virtually every person on the planet," Fischbach said.

Immunologists have perhaps neglected our skin-colonizing bacteria, Fischbach said, because they don't seem to contribute much to our well-being. "We've just assumed there's not much going on there."

That turns out to be wrong. In recent years, Fischbach and his colleagues have discovered that the immune system mounts a much more aggressive response against S. epidermidis than anyone expected.




In a study to be published Dec. 11 in Nature, Fischbach and his colleagues zeroed in on a key aspect of the immune response -- the production of antibodies. These specialized proteins can stick to specific biochemical features of invading microbes, often preventing them from getting inside of cells or traveling unmolested through the bloodstream to places they should not go. Individual antibodies are extremely picky about what they stick to. Each antibody molecule typically targets a particular biochemical feature belonging to a single microbial species or strain.

Fischbach and postdoctoral scholar Djenet Bousbaine, PhD, respectively the study's senior and lead author, and their colleagues wanted to know: Would the immune system of a mouse, whose skin isn't normally colonized by S. epidermidis, mount an antibody response to that microorganism if it were to turn up there?

(Antibody) levels without a cause?

The initial experiments, performed by Bousbaine, were simple: Dip a cotton swab into a vial containing S. epidermidis. Rub the swab gently on the head of a normal mouse -- no need to shave, rinse or wash its fur -- and put the mouse back in its cage. Draw blood at defined time points over the next six weeks, asking: Has this mouse's immune system produced any antibodies that bind to S. epidermidis?

The mice's antibody response to S. epidermidis was "a shocker," Fischbach said. "Those antibodies' levels increased slowly, then some more -- and then even more." At six weeks, they'd reached a higher concentration than one would expect from a regular vaccination -- and they stayed at those levels.

"It's as if the mice had been vaccinated," Fischbach said. Their antibody response was just as strong and specific as if it had been reacting to a pathogen.




"The same thing appears to be occurring naturally in humans," Fischbach said. "We got blood from human donors and found that their circulating levels of antibodies directed at S. epidermidis were as high as anything we get routinely vaccinated against."

That's puzzling, he said: "Our ferocious immune response to these commensal bacteria loitering on the far side of that all-important anti-microbial barrier we call our skin seems to have no purpose."

What's going on? It could boil down to a line scrawled by early-20th-century poet Robert Frost: "Good fences make good neighbors." Most people have thought that fence was the skin, Fischbach said. But it's far from perfect. Without help from the immune system, it would be breached very quickly.

"The best fence is those antibodies. They're the immune system's way of protecting us from the inevitable cuts, scrapes, nicks and scratches we accumulate in our daily existence," he said.

While the antibody response to an infectious pathogen begins only after the pathogen invades the body, the response to S. epidermidis happens preemptively, before there's any problem. That way, the immune system can respond if necessary -- say, when there's a skin break and the normally harmless bug climbs in and tries to thumb a ride through our bloodstream.

Engineering a living vaccine 

Step by step, Fischbach's team turned S. epidermidis into a living, plug-and-play vaccine that can be applied topically. They learned that the part of S. epidermidis most responsible for tripping off a powerful immune response is a protein called Aap. This great, treelike structure, five times the size of an average protein, protrudes from the bacterial cell wall. They think it might expose some of its outermost chunks to sentinel cells of the immune system that periodically crawl through the skin, sample hair follicles, snatch samples of whatever is flapping in Aap's "foliage," and spirit them back inside to show to other immune cells responsible for cooking up an appropriate antibody response aiming at that item.

(Fischbach is a co-author of a study led by Yasmine Belkaid, PhD, director of the Pasteur Institute and a co-author of the Fischbach team's study, which will appear in the same issue of Nature. This companion study identifies the sentinel immune cells, called Langerhans cells, that alert the rest of the immune system to the presence of S. epidermidis on the skin.)

Aap induces a jump in not only blood-borne antibodies known to immunologists as IgG, but also other antibodies, called IgA, that home in on the mucosal linings of our nostrils and lungs.

"We're eliciting IgA in mice's nostrils," Fischbach said. "Respiratory pathogens responsible for the common cold, flu and COVID-19 tend to get inside our bodies through our nostrils. Normal vaccines can't prevent this. They go to work only once the pathogen gets into the blood. It would be much better to stop it from getting in in the first place."

Having identified Aap as the antibodies' main target, the scientists looked for a way to put it to work.

"Djenet did some clever engineering," Fischbach said. "She substituted the gene encoding a piece of tetanus toxin for the gene fragment encoding a component that normally gets displayed in this giant treelike protein's foliage. Now it's this fragment -- a harmless chunk of a highly toxic bacterial protein -- that's waving in the breeze." Would the mice's immune systems "see" it and develop a specific antibody response to it?

The investigators repeated the dip-then-swab experiment, this time using either unaltered S. epidermidis or bioengineered S. epidermidis encoding the tetanus toxin fragment. They administered several applications over six weeks. The mice swabbed with bioengineered S. epidermidis, but not the others, developed extremely high levels of antibodies targeting tetanus toxin. When the researchers then injected the mice with lethal doses of tetanus toxin, mice given natural S. epidermidis all succumbed; the mice that received the modified version remained symptom-free.

A similar experiment, in which the researchers snapped in the gene for diphtheria toxin instead of the one for tetanus toxin into the Aap "cassette player," likewise induced massive antibody concentrations targeting the diphtheria toxin.

The scientists eventually found they could still get life-saving antibody responses in mice after only two or three applications.

They also showed, by colonizing very young mice with S. epidermidis, that the bacteria's prior presence on these mice's skin (as is typical in humans but not mice) didn't interfere with the experimental treatment's ability to spur a potent antibody response. This implies, Fischbach said, that our species' virtually 100% skin colonization by S. epidermidis should pose no problem to the construct's use in people.

Look, ma, no limits

In a change of tactics, the researchers generated the tetanus-toxin fragment in a bioreactor, then chemically stapled it to Aap so it dotted S. epidermidis's surface. To Fischbach's surprise, this turned out to generate a surprisingly powerful antibody response. Fischbach had initially reasoned that the surface-stapled toxin's abundance would get ever more diluted with each bacterial division, gradually muting the immune response. Just the opposite occurred. Topical application of this bug generated enough antibodies to protect mice from six times the lethal dose of tetanus toxin.

"We know it works in mice," Fischbach said. "Next, we need to show it works in monkeys. That's what we're going to do." If things go well, he expects to see this vaccination approach enter clinical trials within two or three years.

"We think this will work for viruses, bacteria, fungi and one-celled parasites," he said. "Most vaccines have ingredients that stimulate an inflammatory response and make you feel a little sick. These bugs don't do that. We expect that you wouldn't experience any inflammation at all."

Researchers from the University of California, Davis; the National Human Genome Research Institute; the National Institute of Allergy and infectious Diseases; and the National Institute of Arthritis and Musculoskeletal and Skin Diseases contributed to the work.

The study was funded by the National Institutes of Health (grants 5R01AI175642-02, 1K99AI180358-01A1, P51OD0111071 and F32HL170591-01), the Leona M. and Harry B. Helmsley Charitable Trust, the Chan Zuckerberg Biohub, the Bill and Melinda Gates Foundation, Open Philanthropy, and the Stanford Microbiome Therapies Initiative.
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Biological diversity is not just the result of genes | ScienceDaily
How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team from the University of Geneva (UNIGE) demonstrate that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species therefore arises from the evolution of mechanical parameters, such as the growth rate and stiffness of the skin. These results, published in the journal Nature, shed new light on the physical forces involved in the development and evolution of living forms.


						
The origin of the morphological diversity and complexity of living organisms remains one of science's greatest mysteries. To solve this puzzle, scientists study a wide range of different species. The laboratory of Michel Milinkovitch, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the development and evolution of vertebrate skin appendages, such as feathers, hair, and scales, to understand the fundamental mechanisms responsible for this diversity. The embryonic development of these appendages is generally thought to be dictated by chemical processes involving interactions between numerous molecules resulting from gene expression.

Like a propagating crack

Previously, the team showed that the embryonic development of crocodile head scales, unlike scales of the body, originates from a process reminiscent of the propagation of cracks within a material under mechanical stress. However, the true nature of this physical process remained unknown.

These scientists have now solved this mystery thanks to their new and highly multidisciplinary work. First, they tracked the appearance of head scales during the development of the Nile crocodile embryo, which lasts around 90 days in total. While the skin covering the jaws remains smooth until day 48, skin folds appear at around day 51. These folds then spread and interconnect to form irregular polygonal scales, including large and elongated scales on the top of the snout, and smaller units on the sides of the jaws.

If the skin of an animal grows more quickly than the underlying tissue to which it is attached, you can expect the skin to buckle and fold, as its growth is constrained. The team sought to explore whether such a process can explain the appearance of skin folds, and hence scales, in the embryonic crocodile. Therefore, they developed a technique for injecting crocodile eggs with a hormone that activates epidermal growth and stiffening -- EGF (Epidermal Growth Factor). The scientists discovered that the activation of growth and increased rigidity of the skin's surface led to a spectacular change in the organisation of skin folds.

''We saw that the embryo's skin folds abnormally and forms a labyrinthine network resembling the folds of the human brain. Amazingly, when these EGF-treated crocodiles hatch, this brain-like folding has relaxed into a pattern of much smaller scales, comparable to those of another crocodilian species -- the caiman,'' explain Gabriel Santos-Duran and Rory Cooper, post-doctoral fellows in Michel Milinkovitch's laboratory and co-authors of the study. Therefore, variations in the rate of growth and stiffening of the skin provide a simple evolutionary mechanism capable of generating a wide diversity of scale forms among different crocodilian species.

A 3D model of jaw development

The scientists then used an advanced imaging technique, known as ''light sheet microscopy'', to quantify the growth rate and geometries of the various tissues (epidermis, dermis, and bone) that comprise the embryo's head, as well as the organisation of collagen fibres in the dermis. The team used these data to build a three-dimensional (3D) computer model to simulate the constrained growth of the skin. This model also allowed the researchers to explore the effects of changing the specific growth rates and stiffnesses of the tissue layers.

''By exploring these different parameters, we can generate the different head scale shapes corresponding to Nile crocodiles both with or without EGF treatment, as well as the spectacled caiman or the American alligator. These computer simulations demonstrate that tissue mechanics can easily explain the diversity of shapes of certain anatomical structures in different species, without having to involve intricate molecular genetic factors,'' concludes Ebrahim Jahanbakhsh, a computer engineer in Michel Milinkovitch's laboratory and co-author of the study.
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Analysis reveals an additional mechanism behind statin therapy's heart-related benefits in people with HIV | ScienceDaily
Investigators who previously found that a daily statin pill helps prevent heart attacks and strokes in people with HIV have now discovered a potential mechanism that may help to stabilize plaques and prevent their rupture in blood vessels. The research led by a team from Mass General Brigham is published in JAMA Cardiology.


						
"Individuals with HIV tend to have an excess of noncalcified plaques that are vulnerable to rupture at a younger age, putting them at high risk for strokes, heart attacks, and sudden cardiac death," said senior author Steven Grinspoon, MD, chief of the Metabolism Unit at Massachusetts General Hospital, a founding member of the Mass General Brigham healthcare system. "Understanding how statins benefit this population could lead to additional and more targeted therapies to protect their cardiovascular health."

The work is a secondary analysis of the phase 3 Randomized Trial to Prevent Vascular Events in HIV (REPRIEVE), which demonstrated that the cholesterol-lowering medication pitavastatin reduced the risk of adverse cardiovascular events by 36% over a median follow-up of 5.6 years in people with HIV. The effect was greater than what would be expected from cholesterol lowering alone.

In this latest research, Grinspoon and his colleagues measured the levels of 255 different proteins circulating in the blood of 558 REPRIEVE participants. Analyses revealed that pitavastatin treatment increases the levels of an enzyme called procollagen C-endopeptidases enhancer 1 (PCOLCE) that is involved in the production of collagen that may help to stabilize vulnerable plaques during atherosclerosis buildup. Additional experiments showed that an abundance of PCOLCE was associated with reduced noncalcified plaques and, simultaneously, with more fibrous stabilized plaques. These effects, occurring with simultaneous reduction in lipid content of blood vessel plaques, may help to keep the plaques from rupturing.

"By showing that statins raise PCOLCE, which is associated with favorable changes in plaques, our findings expand our knowledge about how the benefits of statins go beyond cholesterol lowering," said Grinspoon. "Although additional research is needed, these findings are potentially generalizable to individuals without HIV."
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Soda taxes don't just affect sales: They help change people's minds | ScienceDaily
It wasn't that long ago when cigarettes and soda were go-to convenience store vices, glamorized in movies and marketed toward, well, everyone.


						
Then, lawmakers and voters raised taxes on cigarettes, and millions of dollars went into public education campaigns about smoking's harms. Decades of news coverage chronicled how addictive and dangerous cigarettes were and the enormous steps companies took to hide the risks and hook more users. The result: a radical shift in social norms that made it less acceptable to smoke and pushed cigarette use to historic lows, especially among minors.

New UC Berkeley research suggests sugar-sweetened beverages may be on a similar path.

The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks, said Kristine A. Madsen, a professor at UC Berkeley's School of Public Health and senior author of a paper published Nov. 25 in the journal BMC Public Health.

Over the span of just a few years, taxes coupled with significant media attention significantly affected the public's overall perceptions of sugar-sweetened beverages, which include sodas, some juices and sports drinks. Such a shift in the informal rules surrounding how people think and act could have major implications for public health efforts more broadly, Madsen said.

"Social norms are really powerful. The significant shift we saw in how people are thinking about sugary drinks demonstrates what else we could do," Madsen said. "We could reimagine a healthier food system. It starts with people thinking, 'Why drink so much soda?' But what if we also said, 'Why isn't most of the food in our grocery stores food that makes us healthy?'"

Madsen and colleagues from UC San Francisco and UC Davis analyzed surveys from 9,128 people living in lower-income neighborhoods in Berkeley, Oakland, San Francisco and Richmond. Using data from 2016 to 2019 and 2021, they studied year-to-year trends in people's perception of sugar-sweetened beverages.




They wanted to understand how the four taxes in the Bay Area might have affected social norms surrounding sugary beverages -- the unwritten and often unspoken rules that influence the food and drinks we buy, the clothes we wear and our habits at the dinner table. Although social norms aren't visible, they are incredibly powerful forces on our actions and behaviors; just ask anyone who has bought something after an influencer promoted it on TikTok or Instagram.

Researchers asked questions about how often people thought their neighbors drank sodas, sports drinks and fruity beverages. Participants also rated how healthy several drinks were, which conveyed their own attitudes about the beverages.

The researchers found a 28% decline in the social acceptability of drinking sugar-sweetened beverages.

In Oakland, positive perceptions of peers' consumption of sports drinks declined after the tax increase, relative to other cities. Similarly, in San Francisco, attitudes about the healthfulness of sugar-sweetened fruit drinks also declined.

In other words, people believed their neighbors weren't drinking as many sugar-sweetened beverages, which affected their own interest in consuming soda, juices and sports drinks.

"What it means when social norms change is that people say, 'Gosh, I guess we don't drink soda. That's just not what we do. Not as much. Not all the time,'" Madsen said. "And that's an amazing shift in mindsets."

The research is the latest from UC Berkeley that examines how consumption patterns have changed in the decade since Berkeley implemented the nation's first soda tax. A 2016 study found a decrease in soda consumption and an increase in people turning to water. Research in 2019 documented a sharp decline in people turning to sugar-sweetened drinks. And earlier this year, Berkeley researchers documented that sugar-sweetened beverage purchases declined dramatically and steadily across five major American cities after taxes were put in place.




The penny-per-ounce tax on beverages, which is levied on distributors of sugary drinks -- who ultimately pass that cost of doing business on to consumers -- is an important means of communicating about health with the public, Madsen said. Researchers tallied more than 700 media stories about the taxes on sugar-sweetened beverages during the study period. That level of messaging was likely a major force in driving public awareness and norms.

It's also something Madsen said future public health interventions must consider. It was part of the progress made in cutting cigarette smoking and seems to be working with sugary drinks. And it's those interventions that can lead to individual action.

"If we change our behaviors, the environment follows," Madsen said. "While policy really matters and is incredibly important, we as individuals have to advocate for a healthier food system."
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Better environmental performance boosts profits and cuts costs | ScienceDaily
Sustainable practices in business are more than just an ethical responsibility; they make sound financial sense. Researchers from Kyushu University, in a study published on December 10, 2024, in Corporate Social Responsibility and Environmental Management, reveal that companies with better environmental performance and transparent disclosures can lower costs and boost profits.


						
Investors are increasingly recognizing companies' contributions toward carbon neutrality, driving the growth of environmental, social, and governance (ESG) investing. To support this trend, the Sustainability Accounting Standards Board (SASB) has provided an industry-specific framework to help companies effectively communicate their sustainability risks and opportunities to investors. Many companies now disclose their environmental information using this framework, and in many countries around the world, such transparency is becoming mandatory.

Despite the advancements, the impact of corporate environmental strategies and performance on costs and profits remains unclear. To address this, Professor Hidemichi Fujii from Kyushu University's Faculty of Economics and his team analyzed financial and environmental data from 8,547 companies across 34 countries spanning 2015 to 2022.

The team developed two quantitative indicators to assess corporate environmental information: materiality-based scores and overall environmental scores.

"Financial materiality is a relatively new concept. Environmental priorities vary across industries, as different companies face different key environmental challenges. Financial materiality helps investors assess whether disclosed information is relevant, and supports informed decision-making," explained Siyu Shen, a graduate student at Kyushu University's Graduate School of Economics and the paper's first author.

According to the SASB framework, environmental issues can be categorized into six areas, including greenhouse gas emissions, and water & wastewater management. For instance, water management is highly relevant to industries like mining but less critical for sectors such as finance. Materiality-based scores quantify only the relevant issues to see how efficiently a company addresses environmental challenges, while overall environmental scores evaluate all disclosed information to assess a company's general environmental efforts.

The researchers applied these two scores to assess companies' environmental disclosures and performance. They found that companies with stronger environmental engagement can achieve better financial outcomes, including enhanced short- and long-term profits, and reduced costs. Notably, firms with superior environmental performance -- rather than those focusing merely on disclosure -- demonstrate better financial results and attract greater interest from investors.




"Investors value what companies do for the environment more than what they say," says Fujii. "By taking concrete action on environmental issues, companies signal sustainability and reliability to consumers and investors, lowering perceived risks, and strengthening their appeal as stable and ethical investments."

While overall environmental scores have a clear positive link to financial performance, materiality-based scores show only a limited correlation. This contradicted the team's hypothesis, leading them to explore differences in how environmental efficiency is valued across countries.

A closer look at the global data reveals that environmental efficiency is more strongly tied to financial performance in developed countries, such as America and Japan. In contrast, it remains less significant in developing countries like Chile and Indonesia.

"This difference likely reflects variations in environmental regulations and public awareness across countries," Shen explains. "In more economically developed countries, where companies have long been engaged in sustainability efforts, improving environmental efficiency can enhance profitability and market valuation. Meanwhile, in developing regions, as the overall regulatory frameworks are still developing, the priority is placed on environmental performance and transparency rather than efficiency."

The team is further investigating how macroeconomic factors, such as regulatory and social environments,influence corporate sustainability practices and financial outcomes across countries. Through a series of studies, they aim to provide scientific evidence of the impact of corporate environmental information disclosure and conservation efforts on economic performance. "We expect our international comparative studies to offer useful information for promoting effective policy planning to promote proactive responses to environmental issues," Fujii adds.
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Scientists develop coating for enhanced thermal imaging through hot windows | ScienceDaily
A team of Rice University scientists has solved a long-standing problem in thermal imaging, making it possible to capture clear images of objects through hot windows. Imaging applications in a range of fields -- e.g. security, surveillance, industrial research and diagnostics -- could benefit from the research findings, which were reported in the journal Communications Engineering.


						
"Say you want to use thermal imaging to monitor chemical reactions in a high-temperature reactor chamber," said Gururaj Naik, an associate professor of electrical and computer engineering at Rice and corresponding author on the study. "The problem you'd be facing is that the thermal radiation emitted by the window itself overwhelms the camera, obscuring the view of objects on the other side."

A possible solution could involve coating the window in a material that suppresses thermal light emission toward the camera, but this would also render the window opaque. To get around this issue, the researchers developed a coating that relies on an engineered asymmetry to filter out the thermal noise of a hot window, doubling the contrast of thermal imaging compared to conventional methods.

The core of this breakthrough lies in the design of nanoscale resonators, which function like miniature tuning forks trapping and enhancing electromagnetic waves within specific frequencies. The resonators are made from silicon and organized in a precise array that allows fine control over how the window emits and transmits thermal radiation.

"The intriguing question for us was whether it would be possible to suppress the window's thermal emission toward the camera while maintaining good transmission from the side of the object to be visualized," Naik said. "Information theory dictates a 'no' for an answer in any passive system. However, there is a loophole -- in actuality, the camera operates in a finite bandwidth. We took advantage of this loophole and created a coating that suppresses thermal emission from the window toward the camera in a broad band but only diminishes transmission from the imaged object in a narrow band."

This was achieved by designing a metamaterial comprised of two layers of different types of resonators separated by a spacer layer. The design allows the coating to suppress thermal emissions directed toward the camera while remaining transparent enough to capture thermal radiation from objects behind the window.

"Our solution to the problem takes inspiration from quantum mechanics and non-Hermitian optics," said Ciril Samuel Prasad, a Rice doctoral engineering alum and first author on the study.




The result is a revolutionary asymmetric metawindow capable of clear thermal imaging at temperatures as high as 873 K (approximately 600 C).

The implications of this breakthrough are significant. One immediate application is in chemical processing, where monitoring reactions inside high-temperature chambers is critical. Beyond industrial uses, this approach may revolutionize hyperspectral thermal imaging by addressing the long-standing "Narcissus effect," where thermal emissions from the camera itself interfere with imaging. The researchers envision applications in energy conservation, radiative cooling and even defense systems, where accurate thermal imaging is essential.

"This is a disruptive innovation," the researchers noted. "We've not only solved a long-standing problem but opened new doors for imaging in extreme conditions. The use of metasurfaces and resonators as design tools will likely transform many fields beyond thermal imaging from energy harvesting to advanced sensing technologies."

Henry Everitt, senior scientist at the United States Army Research Laboratory and adjunct faculty at Rice, is also an author on the study.

The research was supported by the United States Army Research Office under cooperative agreement number W911NF2120031.
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A greener, cleaner way to extract cobalt from 'junk' materials | ScienceDaily
Penn researchers led a collaborative effort pioneering safer, more sustainable technique to extract elements critical to battery-powered technologies. Findings pave the way for getting value from materials that would otherwise be considered waste.


						
Siddarth Kara's bestseller, "Cobalt Red: How the Blood of Congo Powers Our Lives," focuses on problems surrounding the sourcing of cobalt, a critical component of lithium-ion batteries that power many technologies central to modern life, from mobile phones and pacemakers to electric vehicles.

"Perhaps many of us have read how lithium-ion batteries are vital for energy storage technologies," says Eric Schelter, the Hirschmann-Makineni Professor of Chemistry at the University of Pennsylvania. "But how material that make up such batteries are sourced can be concerning and problematic, both ethically and environmentally."

Schelter says that cobalt mining in the Democratic Republic of Congo, which supplies about 70% of the world's cobalt, raises concerns due to environmental degradation and unsafe working conditions, and that large-scale mining disrupts ecosystems, can contaminate water supplies, leaving lasting environmental damage. In addition, he notes that a looming cobalt shortage threatens to strain global supply chains as demand for battery technologies continues to grow.

To that end, an area of research his lab has been focusing on is the separation of battery-critical metals like nickel and cobalt. In a new paper, published in the journal Chem, Schelter's team and collaborators at Northwestern University presented an "easier, more sustainable, and cheaper way to separate both from materials that would otherwise be considered waste."

"Our chemistry is attractive because it's simple, works well, and efficiently separates nickel and cobalt -- one of the more challenging separation problems in the field," Schelter says. "This approach offers two key benefits: increasing the capacity to produce purified cobalt from mining operations with potentially minimal environmental harm, addressing the harshness of traditional purification chemicals, and creating value for discarded batteries by providing an efficient way to separate nickel and cobalt."

The right ingredients for selective separation

Typically, the researchers say, cobalt is often produced as a byproduct of nickel mining by way of hydrometallurgical methods such as acid leaching and solvent extraction, which separates cobalt and nickel from ores. It's an energy-intensive method that generates significant hazardous waste.




The process Schelter and the team developed to circumvent this is based on a chemical-separation technique that leverages the charge density and bonding differences between two molecular complexes: the cobalt (III) hexammine complex and the nickel (II) hexammine complex.

"A lot of separations chemistry is about manifesting differences between the things you want to separate," Schelter says, "and in this case we found conditions where ammonia, which is relatively simple and inexpensive, binds differently to the nickel and cobalt hexammine complexes."

By introducing a specific negatively charged molecule, or anion, like carbonate into the system, they created a molecular solid structure that causes the cobalt complex to precipitate out of the solution while leaving the nickel one dissolved. Their work showed that the carbonate anion selectively interacts with the cobalt complex by forming strong "hydrogen bonds" that create a stable precipitate. After precipitation, the cobalt-enriched solid is separated through filtration, washed with ammonia, and dried. The remaining solution contains nickel, which can then be processed separately.

"This process not only achieves high purities for both metals -- 99.4% for cobalt and more than 99% for nickel -- but it also avoids the use of organic solvents and harsh acids commonly used in traditional separation methods," says first author Boyang (Bobby) Zhang, a graduate student in Penn's School of Arts & Sciences and a Vagelos Institute for Energy Science and Technology Graduate Fellow. "It's an inherently simple and scalable approach that offers environmental and economic advantages."

Techno-economic and life cycle analyses

In evaluating the real-world applicability of their new method, the team, led by Marta Guron, conducted both techno-economic analysis and life-cycle assessment, with the former revealing an estimated production cost of $1.05 per gram of purified cobalt, substantially lower than the $2.73 per gram associated with a reported separations process.




"We focused on minimizing chemical costs while also using readily available reagents, which makes our method potentially competitive with existing technologies," Schelter says.

The life-cycle analysis found that eliminating volatile organic chemicals and hazardous solvents allows the process to significantly reduce environmental and health risks, which was supported by metrics like Smog Formation Potential and Human Toxicity by Inhalation Potential, where the process scored at least an order of magnitude better than traditional methods.

"This means fewer greenhouse gas emissions and less hazardous waste, which is a seriously big win for both the environment and public health," says Zhang.

Cleaner path forward

Owing to how the team accomplished their separation, Schelter says, there's an exciting fundamental science aspect of this work that he thinks they can take in many different directions, even for other metal separation problems.

"Based on the unique set of molecular recognition principles we identified through the course of this work, I think we can extend this work in many different directions," he says. "We could apply it to other metal separation problems, ultimately driving broader innovation in sustainable chemistry and materials recovery."

Eric Schelter is the Hirschmann-Makineni Professor of Chemistry in the Department of Chemistry at the School of Arts & Sciences at the University of Pennsylvania.

Boyang (Bobby) Zhang is a Vagelos Institute for Energy Science and Technology Graduate Fellow in the Schelter Group at Penn Arts & Sciences.

Marta Guron is an adjunct lecturer in the Department of Chemistry and project manager in the Office of Environmental and Radiation Safety.

Other authors are Andrew J. Ahn, Michael R. Gau, and Alexander B. Weberg from Penn and Leighton O. Jones and George C. Schatz of Northwestern University.

This research was supported by the Vagelos Institute for Energy Science and Technology at Penn, Vagelos Integrated Program in Energy Research at Penn, National Science Foundation Center (Award CHE-1925708), Center for Advanced Materials for Energy Water Systems of the U.S. Department of Energy (Grant 8J-30009-0007A), and Research Corporation for Science Advancement (Award #CS-SEED-2024-022).
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Research shows feasting fungi could revolutionize carbon-fiber recycling | ScienceDaily
Today, carbon-fiber materials are nearly ubiquitous in the industrialized world, found in everything from hockey sticks to passenger airliners. With hundreds of thousands of tons of carbon fiber produced around the world every year, scientists have sought useful, cost-effective methods for recycling the material.


						
But carbon fiber -- strands of carbon atoms bonded together in a matrix -- is particularly tough to recycle into new useful materials.

"It's usually a woven material combined with a matrix, often made of epoxy or polystyrene, that holds it together," said Berl Oakley, Irving S. Johnson Distinguished Professor of Molecular Biology at the University of Kansas. "You have a mixture of the fabric and the matrix, so the goal is to recover the fabric for reuse and also dissolve the matrix without creating something toxic or wasteful. Ideally, you want to reclaim value from it."

Now, in a new biotechnological process just detailed in the Journal of American Chemical Society, Oakley at KU and collaborators at the University of Southern California have developed a chemical procedure for breaking down and removing the matrix from carbon fiber reinforced polymers (CFRPs) such that recovered carbon fiber plies exhibit mechanical properties comparable to those of virgin manufacturing substrates.

One of the major matrix breakdown products is benzoic acid, and to recover additional value, Oakley has developed a genetically modified version of the fungus Aspergillusnidulans that can feast on benzoic acid to produce a valuable chemical compound called OTA (2Z,4Z,6E)-octa-2,4,6-trienoic acid). According to Oakley and his collaborators on the new paper, "This represents the first system to reclaim a high value from both the fiber fabric and polymer matrix of a CFRP."

Oakley is a longtime collaborator with the paper's lead author, Clay Wang of the University of Southern California. "We've been working for years with his lab to produce secondary metabolites in Aspergillusnidulans," Oakley said. "Secondary metabolites are compounds the fungus produces -- penicillin is the archetypal secondary metabolite -- that have biological activity, like inhibiting its competitors and so on. The Asperlin pathway is something that came out of that work. Asperlin is a secondary metabolite. We managed to turn on a particular pathway, and that was the product. We discovered that OTA is an intermediate in the pathway and OTA is a potentially valuable industrial compound."

"OTA can be used to make products with potential medical applications, like antibiotics or anti-inflammatory drugs," Wang said in a statement issued by USC. "This discovery is important because it shows a new, more efficient way to turn what was previously considered waste material into something valuable that could be used in medicine."

Next, Oakley said his KU lab will try to make their specialized fungus even more efficient, keeping in mind needs for scalability and profitability if the new carbon-fiber recycling method is to be applied at the industrial scale.

"Since this work began, we've developed strains that are actually better than the original ones," he said. "These newer strains will likely give better results, but we'll need to do lots of work to engineer this process into the improved strains."

At KU, Oakley was joined in the research by graduate student Cory Jenkinson. At USC, Wang's co-authors were Clarissa Olivar, Zehan Yu, Ben Miller, Maria Tangalos, Steven Nutt and Travis Williams.
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Updated Hep B vaccine more effective for people with HIV | ScienceDaily
A newer vaccine against hepatitis B virus was clearly superior to an older vaccine type in inducing a protective antibody response among people living with HIV who didn't respond to prior vaccination, according to the results of an international study led by a Weill Cornell Medicine investigator.


						
The study, reported Dec. 1 in JAMA, showed that hepatitis B vaccine with a cytosine phosphoguanine adjuvant, known as HepB-CpG, (trade name Heplisav-B) induced protective levels of antibodies in up to 99.4% of the subjects who received it. Such protection was seen in only 80.6% of subjects who received hepatitis B vaccine with an aluminum hydroxide adjuvant, known as HepB-alum, (trade name Engerix-B).

"These results suggest a potential path forward for the large number of people living with HIV who can't get protection from older hepatitis B vaccines," said study corresponding author Dr. Kristen Marks, an associate professor of medicine at Weill Cornell Medicine and an infectious disease specialist at NewYork-Presbyterian/Weill Cornell Medical Center.

Hepatitis B virus is spread mostly by the transfer of body fluids during childbirth, sex, needle-sharing during drug use. It can establish a chronic, often symptomless, liver infection that can progress to liver cirrhosis and/or liver cancer. The World Health Organization estimated in 2022 that more than 250 million people globally were living with chronic hepatitis B infection, and that more than a million would die from it that year.

In the United States, the large population of people with hepatitis B includes an estimated 5 to 10 percent of people living with HIV. People with HIV often have impaired immunity that limits their ability to fight the hepatitis B virus or to mount a protective immune response following vaccination.

The NIH-sponsored BEe-HIVe (B-Enhancement of HBV Vaccination in Persons Living With HIV) trial is a phase 3 study with 561 participants at 40 sites across North and South America, Africa and Asia. The participants are people with HIV who reported prior vaccination against hepatitis B but lacked protective levels of antibodies. The Weill Cornell Medicine HIV Clinical Trials Unit, with sites in Chelsea and the Upper East Side, enrolled participants in New York City and contributed to the overall success of the study.

Each participant received either HepB-CpG or HepB-alum. Both types of vaccine use the same quantity of the same lab-made hepatitis B virus protein to induce anti-hepatitis-B responses; they differ primarily in their "adjuvants," which are compounds added to provide general stimulation to the immune system's ability to mount an antibody response.




The United States Food and Drug Administration (FDA) approved HepB-CpG for use in adults in 2017. The results suggest that clinicians will now prefer it over alum-adjuvant vaccines for boosting immunity against hepatitis B in adults with HIV who have little or no existing antibody protection.

Prior research has found that Heplisav-B induces high rates of protective antibody responses in patients with diabetes or end-stage kidney disease who tend to respond poorly to traditional hepatitis B vaccines. In an earlier part of the current study, Dr. Marks and colleagues also found that Heplisav-B induced protective antibody responses in 100% of people with HIV who had otherwise never been vaccinated against hepatitis B.

The new analysis included three arms: the HepB-CpG vaccine in three doses, the HepB-alum vaccine in three doses, and the HepB-CpG vaccine in its standard regimen of two doses. Both of the Hep-CpG arms were superior to HepB-alum, with 99.4% (three-doses) and 93.1% (two doses) of people in those groups showing protective levels of vaccine-induced antibodies, compared with 80.6% of those in the HepB-alum group. The trial did not uncover new safety issues.

Dr. Marks and her colleagues currently are conducting a follow-up analysis of the durability of the antibody responses.

This research was supported in part by the National Institute of Allergy and Infectious Diseases, part of the National Institutes of Health, through grants UM1 AI068634, UM1 AI068636, and UM1AI106701.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210142132.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Once-endangered Kirtland's warblers show extensive signs of inbreeding in genome | ScienceDaily
The genome of a once-endangered songbird shows extensive signs of inbreeding, according to a new study by Penn State researchers. Because inbreeding can negatively impact survival and reproduction, the results could guide continuing conservation efforts for Kirtland's warblers, whose populations still rely on extensive management. The new study, published Dec. 9 in the journalEvolutionary Applications, also suggests how genetic information about inbreeding could be used when considering the removal of species from the endangered species list.


						
Kirtland's warblers have also been known as jack pine warblers, as their breeding habitat is limited to young jack-pine forests in Michigan. The species nearly went extinct in the 1970s due to threatened habitat and the population decline was exacerbated by brown-headed cowbirds, who lay their eggs in the nests of other bird species -- including warblers -- and divert resources away from their chicks. Kirtland's warblers were classified as endangered under the Endangered Species Act of 1973. Thanks to intensive, targeted management over several decades, Kirtland's warbler populations have recovered. The species was "delisted" -- no longer considered endangered -- in 2019, though management efforts remain critical to their survival, according to the researchers.

"When any population goes through a period when few breeding individuals are present, called a 'bottleneck,' there is always a chance of inbreeding, which can lead to reduced survival of future generations," said Anna Maria Calderon, graduate student in biology in the Penn State Eberly College of Science and first author of the paper. "The 2019 decision to delist Kirtland's warblers referenced a study that did not find strong evidence of inbreeding, but the tests available at the time were not very high resolution. We used updated sequencing technology to get a clearer picture of the genetic diversity and potential for inbreeding among these songbirds."

Like other animals, birds receive one copy of their genome from each parent. Some genetic variants can have negative impacts on an animal's survival or reproductive success. The likelihood of receiving the same potentially damaging variant from both parents increases with inbreeding, when genetically similar individuals mate.

Previous tests of genetic diversity -- such as those referenced in the delisting decision -- often focus on a small set of specific markers on the genome called microsatellites, which only provide part of the picture. However, advancements in sequencing technology now allow inexpensive analysis of the entire genome from multiple individuals.

"If you think of the genome as a movie of the blueprint of life, then using microsatellites is like trying to get the plot from half a dozen snapshots, while sequencing the entire genome is like watching an entire 4K-resolution film," said David Toews, Louis Martarano Career Development Professor of Biology at Penn State and co-leader of the research team. "There's so much more information to be obtained from sequencing the entire genome, and modern technology has made that analysis possible."

The researchers sequenced the whole genome of Kirtland's warblers and, as a point of comparison, they also sequenced whole genomes of two closely related species whose populations have remained large and stable, Hooded warblers and American redstarts. The team specifically looked at a measure of inbreeding called "runs of homozygosity."

A given spot on the genome is called homozygous when the genetic information obtained from an animal's maternal parent is the same as the information obtained from its paternal parent. Runs of homozygosity (ROH) are long, connected stretches of homozygosity, sometimes millions of letters of the genetic alphabet in length. Particularly long ROH indicate that the individuals who carry them are products of recent inbreeding, when genetically similar individuals mated and were thus more likely to pass on the same genetic information. Fewer and shorter stretches indicate that an individual's parents are more distantly related.




"Runs of homozygosity give us a unique look into the past and can be an indicator of the genomic health of the population," said Zachary Szpiech, assistant professor of biology at Penn State and the other co-leader of the research team. "For example, long ROH have been associated with how well other species survive in their first year. ROH can also flag potentially damaging genetic variants, which may be useful when considering the conservation of the bird."

The researchers found exceptionally long ROH in Kirtland's warblers, indicating very recent inbreeding that had not previously been identified in this species. Additionally, they found many small to medium-sized ROH in Kirtland's warblers, while the two closely related species had almost none.

"The contrast between Kirtland's warblers and their closest related species, which haven't undergone any population bottlenecks, couldn't be more stark," Toews said. "We found no evidence of inbreeding whatsoever in Hooded warblers or American redstarts, and in comparison, the level of inbreeding for the Kirtland's warblers is almost off the charts. We also found a high frequency of potentially damaging genetic variants. This gives us a clear picture of how the demographic history of songbirds can shape their genetic diversity."

The researchers noted that the Kirtland's warblers they sampled did not appear to have any physical deformities. However, they said that inbreeding could manifest during the stages of life they did not observe, for example during development or the energy-intensive task of migration, or impact aspects of their reproductive success, such as how many eggs they lay or how many hatch. According to Toews, continued monitoring of these birds to clarify the impacts of inbreeding will be critical to future conservation efforts.

"An open question in this species has been whether the population of Kirtland's warblers has always been small, or if it was once large and crashed," Calderon said. "We can actually use ROH to look into the past, using rates of recombination -- one way genomes can swap information around -- to estimate when certain combinations of genetic information appeared. From this, we can see that most of the DNA segments within the short ROH in these birds originated between 1874 and 1954, mostly before known bottlenecks. This suggests that Kirtland's warblers may have always had small population sizes. This makes sense given the high specificity of these birds to young jack-pine forests."

Comparing these results with information about the distribution and abundance of the species, which has been collected since the 1940s, can provide insight into the events that shaped the genomes of these birds. For example, the researchers dated the origin of many DNA segments within long ROH between 1940 to 1981. This is consistent with a sudden population collapse beginning in the early 1940s, as this bottleneck would result in more, longer ROH. The researchers also plan to sequence the genomes of museum samples, including birds collected as early as the late 1800s, to provide additional context around genetically important events.




"Although Kirtland's warblers are celebrated as a conservation success story, they are highly inbred and have a high frequency of potentially damaging genetic variants that could impact their ability to persist," Calderon said. "Our work serves as an important example of how measures of genetic health may tell a different story than simple population numbers. Both need to be considered when assessing a population's recovery and when making conservation decisions."

In addition to Calderon, Toews and Szpiech, the research team also includes Andrew Wood, a research technologist in Toews' lab at the time of the research and now a postdoctoral researcher at the University of Minnesota.

Funding from the U.S. National Science Foundation Division of Environmental Biology, the Penn State Huck Institutes of the Life Sciences and the Penn State Eberly College of Science supported this research.
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Seals strategically scoot around the seas on icebergs | ScienceDaily
Harbor seals in icy regions use icebergs shed by glaciers as safe platforms to give birth, care for young and molt. New research finds that as glaciers change with the climate, the resulting changes in size, speed and number of icebergs affect seals' critical frozen habitat. Mother seals prefer stable, slower-moving bergs for giving birth and caring for newborn pups, while in the molting season, they and the rest of the seal population favor speedier ice near the best foraging grounds.


						
"Our work provides a direct link between a glacier's advance and seals' distribution and behavior," said Lynn Kaluzienski, a postdoctoral fellow at the University of Alaska Southeast who led the study. "Interdisciplinary studies like this one coupled with long-term monitoring campaigns will be important to understand how climate change will influence tidewater glacier fjord ecosystems in the future."

Kaluzienski will present the findings at AGU's 2024 Annual Meeting in Washington, D.C., on Tuesday, 10 December.

The study focused on harbor seals and icebergs in Johns Hopkins Inlet and Glacier, located in Glacier Bay National Park, Alaska. Johns Hopkins is one of the few glaciers on Earth that is advancing (growing thicker and flowing forward into the fjord) rather than retreating due to global warming, partly thanks to its terminal moraine, comprising crushed rock and other sediment, which effectively barricades the front of the glacier from warmer ocean water that would increase the glacier's melt rate.

But that wall of sediment reduces the number of icebergs the glacier sheds into the fjord. Fewer icebergs means less habitat for seals, making it crucial that researchers understand how seals use the icebergs available to them.

Kaluzienski, university colleagues, and collaborators from the U.S. National Park Service spent the last few years documenting fine-scale variations in icebergs and in the distribution of seals in the fjord, using time-lapse cameras and aerial photographic surveys.

"Icebergs are found throughout the fjord in regions of fast flow, within eddies, and close to the glacier," Kaluzienski said. "We wanted to understand which of these areas seals were using and how this habitat is changing in response to advances at the glacier front and reduction in iceberg numbers."

When an iceberg breaks away from a glacier, its speed and path are affected by wind, ocean currents and freshwater runoff streaming from the base of the glacier. Called a plume, this jet of water is more buoyant than the salty ocean water in the fjord. The plume brings plankton and fish to the surface, creating a moving buffet that seals can snack on from icebergs.

The researchers used remote sensing data to find the plume and compared it to where icebergs and seals are during the pupping season in June and molting season in August. They found that during the pupping season, seals that were out of the water generally could be found on slower-moving icebergs, with speeds slower than 7-8 inches (0.2 meters) per second. Conversely, during the molting season, the seals were increasingly likely to be found on faster-moving icebergs in or near the plume.

It's possible that icebergs in slower waters are more stable, giving adult seals a sturdier platform for caring for young pups. The stability of the ice may be less critical when the seals are molting, and bergs near the plume may offer more foraging opportunities.
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Bighorn sheep face death by avalanche in Sierra Nevada range | ScienceDaily
Snow cover in the Sierra Nevada is expected to shrink overall as the climate warms, but avalanche frequency could remain the same or even increase at high elevations. That's bad news for bighorn sheep that live there, according to new research to be presented at AGU's 2024 Annual Meeting.


						
In John Muir's 1894 book "The Mountains of California," he praised the "perfect strength and beauty" of the wild Sierra Nevada bighorn sheep, "leaping unscathed from crag to crag." Those bighorn sheep are now an endangered species. After surmounting its first threats -- diseases from and overgrazing by domestic sheep settlers introduced to the Sierra Nevada -- the species made a slow comeback, crawling from 100 individuals in 1995 to 600 in 2015. But much of that conservation work is being undone by a new threat: avalanches. Together with mountain lion predation, the Sierra bighorn sheep population has halved since 2023.

Ned Bair, a researcher at the University of California, Santa Barbara, and colleagues ran simulations for the current (1990-2020) and future (2050-2080) climate to find out how avalanches might continue to affect bighorn sheep. They found that while snow cover may decrease in the Sierra Nevada as the climate warms, avalanches that kill bighorn sheep might not.

"There's certainly going to be less snow in the future, and it's going to impact the sheep, which are very fragile as is," Bair said. "In dry winters, they don't have enough forage. And in the big winters, they die of starvation and avalanches."

Bair will present his work on Tuesday, 10 December 2024 at AGU's Annual Meeting in Washington, D.C.

A perilous environment for bighorn sheep

While bighorn sheep exist in other western mountain ranges, the Sierra Nevada subgroup is genetically distinct -- the remaining 350 sheep are all that remain of the species. The few remaining herds of the sheep live at rocky, high elevations, and forage on grasses, herbs and shrubs.




"They like to live in very challenging environments, hence the avalanche problem," Bair said.

Snow is an essential water source for bighorn sheep, but it can also be dangerous. The 2022-2023 winter in California set precipitation records and dumped approximately 18 meters (60 feet) of snow onto the Sierra Nevada. That winter, avalanches killed at least 73 bighorn sheep, with 12 deaths from just one avalanche, according to the California Department of Fish and Wildlife.

The researchers projected how much snow would fall throughout the Sierra Nevada under future climate change, using precipitation data from past dry years (2013 and 2018) and a wet year (2019) to run their simulations.

While snow cover will generally decrease in the Sierra Nevada in the future, that decrease will mostly be at lower elevations, where snowfall may become rain. The high elevations where bighorn sheep live will have fewer changes to snow cover. Those high elevations may even see an increase in snow accumulation as climate change increases the number and strength of California's atmospheric rivers, which were responsible for the Sierra Nevada's deep snowpack in 2023. More snow could mean more avalanches at high elevations, leading to more bighorn sheep deaths.

It is not yet clear how the California Department of Fish and Wildlife's Bighorn Sheep Recovery Program, founded after 2023's devastating winter, will adapt to increased avalanches. The wild sheep could also see increased threats from recovering wolf and mountain lion populations.

"It's a hard population to sustain," Bair said. "I think there are some real challenges with being assured of at least my children being able to see a bighorn sheep in the wild when they're my age."
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These are now the smokiest cities in America | ScienceDaily
Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research to be presented on at AGU's 2024 Annual Meeting.


						
Smoke from forest fires impacts millions of people every year. It can travel thousands of miles from its origin, creating a layer of haze and worsening respiratory conditions such as asthma.

Now, researchers have developed a new algorithm using satellite imagery and particulate matter (PM2.5) levels to quickly see which parts of the country experienced the most smoke over the last five years. Cities in Oregon, Nevada, Washington and other Western states had the highest smoke levels on average. But 2023 saw metropolitan areas as far east as Baltimore flooded with unhealthy smoke levels, and cities in Wisconsin and Minnesota bore the brunt of the incoming smoke from Canadian forest fires.

Knowing where smoke strikes can help cities prepare for health issues and understand just how much of their PM2.5 air pollution comes down to wildfires, said Dan Jaffe, an atmospheric chemist at the University of Washington who led the research.

Jaffe will present his research on 10 December at AGU's 2024 Annual Meeting in Washington, D.C.

Smoke City, USA

Wildfires are growing in size and frequency because of climate change, and as people move from urban areas to woodlands and other more fire-prone areas, the population exposed to smoke is growing. Current methods for measuring impacts of wildfire often focus on "smoke days," where smoke is above 'normal' levels. Those methods are labor intensive, and data analysis can take up to a year to complete.




To get a faster turnaround time, Jaffe and colleagues created an algorithm that could quickly sorted through two sets of data collected between 2019 and 2023: satellite images of smoke and PM2.5 concentrations collected at ground level throughout the United States. The researchers trained an algorithm to recognize smoke days from these two data sets. They then added health data from hospitals in those cities to see whether smoke had an impact on emergency room visits during especially hazy days.

The algorithm revealed that three cities in western Oregon -- Medford, Grants Pass and Bend -- were the smokiest cities on average over five years. In Medford, the smokiest city, daily levels of PM2.5 averaged 4.2 mg/m3 over one year. Smoke doesn't impact towns every day. But averaged out over a whole year, the smokiest cities in each Western state saw daily averages of 3.4 mg/m3 in Gardenville-Rancho in Nevada; 2.7 mg/m3 in Bishop, California; Yakima, at 2.5 mg/m3 in Washington; and 2.3 mg/m3 in Fairbanks-College, Alaska. The smokiest city with more than a million people is the Sacramento metropolitan area, with an annual daily PM2.5 averaging 2.0 mg/m3.

The EPA recommends that annual exposure to PM2.5 should not exceed 9.0 ug/m3. That means that in the smokiest parts of the country, average daily exposures are "a very significant fraction' of the EPA's annual cut off, Jaffe said.

A strange wildfire season

States outside the West also saw a rise in emergency room visits due to smoke. The researchers estimate that around one-third of all PM2.5-related emergency room visits in Detroit during 2023 were due to smoke. Those visits were likely caused by smoke from Canadian fires pouring in over the border.

"2023 was this strange year where the Canadian forests were just torched like crazy, and the Midwest got hit extremely hard," Jaffe said.




Within the study period, 2023 saw the highest increase in emergency room visits related to wildfire smoke. The entire country saw an extra 16,000 emergency room visits during "smoke days" in 2023 compared to previous years. In Bend, Oregon, a city that outside of the fire season has relatively clean air, around 60% of asthma-related visits in 2023 were related to smoke.

Because of the Canadian fires, North Dakota, Minnesota and Wisconsin joined the list of smokiest spots. Even Baltimore's daily PM2.5 average reached 2.0 mg/m3 in 2023, compared to an average of 0.7 mg/m3 during the other four years.

A repeat of 2023 isn't likely to occur immediately, Jaffe said. But wildfire patterns are changing in North America. That comes with health implications for millions of Americans, with a growing body of research suggesting that smoke exposure can have long-term impacts on human health.

"For cities and towns, I think it's important to be planning ahead and thinking about what's a normal year, and what's an extreme year," Jaffe said.
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Flood disasters associated with preterm births and low birth weights | ScienceDaily
Floods can shape someone's health before they're even born, according to new research. The findings will be presented on Tuesday, 10 December at AGU's 2024 Annual Meeting in Washington, D.C.


						
A new analysis of more than 3,000 studies from around the world reveals that globally, flooding increases preterm births by about 3%. Children who were in utero during a flood event are also more likely to have a low birth weight. Both these outcomes are risk factors for developing chronic health conditions such as asthma and diabetes later in life.

The study did not pinpoint the physical mechanisms by which floods might cause preterm births or low birth weights, but research into other disasters suggests stress, disruption and delayed access to health care are likely factors.

This analysis shows that flooding "has lifelong impacts," said Julia Gohlke, an environmental health scientist at Virginia Tech who led the research. As climate change is already increasing flooding, this research will help give "a better estimate of what's at stake."

Higher waters, lower birth weights

Floods can impact human health directly, such as by causing injury or death, or spreading diseases. They can also have less direct impact, including prolonged stress and loss of income. But researchers are still working to understand the full suite of negative impacts on human health. Some studies have suggested that flooding can lead to worse outcomes for pregnant people and their babies, but results have been inconsistent.

To get a clearer idea of the impact of flooding on pregnancy, Gohlke and her colleagues analyzed findings from 3,177 studies that collected data on pregnancy length and birth weight and flooding from the 1800s to present. Data varied widely between floods and regions: While some researchers found no impact from flooding on pregnancy, others found compelling evidence that flooding increased the risk for complications during pregnancy and birth. For example, one 2008 study looking at pre-term birth following Hurricane Katerina concluded that a flood had caused around a 230% increase in pre-term births.




Altogether, the researchers found that any given flood increases the pre-term birth rate by around 3%, compared to an unflooded region. Around 7% more children who were in utero during a flood event were born with a low birth weight.

Stress can last a lifetime

Flooding might induce early labor and low birth weight for several reasons, Gohlke said. Stress can induce early labor. For instance, heat waves are linked to more pre-term births, possibly due to dehydration. Something similar might happen during flood events if water supplies are compromised or people must travel long distances on foot to get away from dangerous areas, as people had to in North Carolina due to Hurricane Helene this September.

Early births might also increase during floods because people are unable to get to healthcare in time to avoid going into labor. Pre-term birth can be halted if someone has access to healthcare services, but flooded or damaged roads might prevent them from getting there in time.

Low birth weights are often associated with pre-term births, but that's not always the case, Gohlke said. People who eat less during pregnancy give birth to babies with lower birth weights, even if they go into labor on schedule. Because flooding can imperil people's access to food, either by destroying crops or blocking access to food supplies, people who are pregnant during flooding might be more likely to give birth to smaller babies.

Pre-term birth and low birth weights don't guarantee that a baby will develop neurological issues, obesity or diabetes later in life. But they do increase the risk. With that in mind, emergency services should aim to evacuate pregnant people before flooding events,
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Aerosol pollutants from cooking may last longer in the atmosphere | ScienceDaily
New insights into the behaviour of aerosols from cooking emissions and sea spray reveal that particles may take up more water than previously thought, potentially changing how long the particles remain in the atmosphere.


						
Research led by the University of Birmingham found pollutants that form nanostructures could absorb substantially more water than simple models have previously suggested. Taking on water means the droplets become heavier and will eventually be removed from the atmosphere when they fall as rain.

The team, also involving researchers from the University of Bath, used facilities at Diamond Light Source, to study the water uptake of oleic acid, a molecule commonly found in emissions from cooking and in spray from the ocean's surface. They used a technique called Small-Angle X-ray Scattering (SAXS) to chart the relationship between the structure inside the particle and both its ability to absorb water and its reactivity.

Working at Diamond's I22 beamline with the I22 team and experts from the Central Laser Facility operated by the Science and Technology Facilities Council at the Rutherford Appleton Laboratory, the team also studied changes in the structures of polluting particles, caused by changes in humidity. They showed that as molecules react with ozone in the atmosphere and break down, they can also reform into different 3-D structures with varying abilities to absorb water and to react with other chemicals.

The findings, published in Atmospheric Chemistry and Physics, suggest these combined effects work to keep oleic acid particles circulating in the atmosphere for longer.

"As we develop our understanding of how these particles behave in the atmosphere, we will be able to design more sophisticated strategies for the control of air pollution," said lead researcher

Professor Christian Pfrang. "For example, protecting harmful emissions from degrading in the atmosphere could allow them to travel and disperse further through the atmosphere, thus substantially increasing the pollutant's reach."

He added: "Our results show that aerosols exist in a really dynamic state, with complex structures being formed as well as being destroyed. Each of these states allows polluting molecules to linger in the atmosphere for longer. To reduce exposure to pollutants from cooking, people should consider making more use of extractor fans and ensuring that kitchens are well ventilated to allow aerosol particles to escape rapidly."
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Wrong trees in the wrong place can make cities hotter at night, study reveals | ScienceDaily
While trees can cool some cities significantly during the day, new research shows that tree canopies can also trap heat and raise temperatures at night. The study aims to help urban planners choose the best combinations of trees and planting locations to combat urban heat stress.


						
Temperatures in cities are rising across the globe and urban heat stress is already a major problem causing illness, death, a surge in energy use to cool buildings down, heat-related social inequality issues and problems with urban infrastructure.

Some cities have already started implementing mitigation strategies, with tree planting prominent among them. But a University of Cambridge-led study now warns that planting the wrong species or the wrong combination of trees in suboptimal locations or arrangements can limit their benefits.

The study, published today in Communications Earth & Environment found that urban trees can lower pedestrian-level air temperature by up to 12degC. Its authors found that the introduction of trees reduced peak monthly temperatures to below 26degC in 83% of the cities studied, meeting the 'thermal comfort threshold'. However, they also found that this cooling ability varies significantly around the world and is influenced by tree species traits, urban layout and climate conditions.

"Our study busts the myth that trees are the ultimate panacea for overheating cities across the globe," said Dr Ronita Bardhan, Associate Professor of Sustainable Built Environment at the University of Cambridge.

"Trees have a crucial role to play in cooling cities down but we need to plant them much more strategically to maximise the benefits which they can provide."

Previous research on the cooling effects of urban trees has focused on specific climates or regions, and considered case studies in a fragmented way, leaving major gaps in our knowledge about unique tree cooling mechanisms and how these interact with diverse urban features.




To overcome this, the authors of this study analysed the findings of 182 studies -- concerning 17 climates in 110 global cities or regions -- published between 2010 and 2023, offering the first comprehensive global assessment of urban tree cooling.

During the day, trees cool cities in three ways: by blocking solar radiation; through evaporation of water via pores in their leaves; and by foliage aerodynamically changing airflow. At night, however, tree canopies can trap longwave radiation from the ground surface, due to aerodynamic resistance and 'stomatal closure' -- the closing of microscopic pores on the surface of leaves partly in response to heat and drought stress.

Variation by climate type

The study found that urban trees generally cool cities more in hot and dry climates, and less in hot humid climates.

In the 'tropical wet and dry or savanna' climate, trees can cool cities by as much as 12 degC, as recorded in Nigeria. However, it was in this same climate that trees also warmed cities most at night, by up to 0.8degC.

Trees performed well in arid climates, cooling cities by just over 9degC and warming them at night by 0.4 degC.




In tropical rainforest climates, where humidity is higher, the daytime cooling effect dropped to approximately 2degC while the nighttime heating effect was 0.8 degC.

In temperate climates, trees can cool cities by up to 6degC and warm them by 1.5degC.

Using trees more strategically

The study points out that cities which have more open urban layouts are more likely to feature a mix of evergreen and deciduous trees of varying sizes. This, the researchers found, tends to result in greater cooling in temperate, continental and tropical climates.

The combined use of trees in these climates generally results in 0.5 degC more cooling than in cities where only deciduous or evergreen trees feature. This is because mixed trees can balance seasonal shading and sunlight, providing three-dimensional cooling at various heights.

In arid climates, however, the researchers found that evergreen species dominate and cool more effectively in the specific context of compact urban layouts such as Cairo in Egypt, or Dubai in UAE.

In general, trees cooled more effectively in open and low-rise cities in dry climates. In open urban layouts, cooling can be improved by about 0.4 degC because their larger green spaces allow for more and larger tree canopies and a greater mix of tree species.

"Our study provides context-specific greening guidelines for urban planners to more effectively harness tree cooling in the face of global warming," Dr Ronita Bardhan said.

"Our results emphasize that urban planners not only need to give cities more green spaces, they need to plant the right mix of trees in optimal positions to maximize cooling benefits."

"Urban planners should plan for future warmer climates by choosing resilient species which will continue to thrive and maintain cooling benefits," said Dr Bardhan, a Fellow of Selwyn College, Cambridge.

Matching trees to urban forms

The study goes further, arguing that species selection and placement needs to be compatible with urban forms. The orientation of the 'street canyon', local climate zones, aspect ratio, visible sky ratio and other urban features that influence the effects of trees all need to be carefully considered.

Although a higher degree of tree canopy cover in street canyons generally results in more cooling effects, excessively high cover may trap heat at the pedestrian level, especially in compact urban zones in high temperature climates. In such locations, narrow species and sparse planting strategies are recommended.

The researchers emphasise that we cannot rely entirely on trees to cool cities, and that solutions such as solar shading and reflective materials will continue to play an important role.

The researchers have developed an interactive database and map to enable users to estimate the cooling efficacy of strategies based on data from cities with similar climates and urban structures.
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New gene therapy reverses heart failure in large animal model | ScienceDaily
A new gene therapy can reverse the effects of heart failure and restore heart function in a large animal model. The therapy increases the amount of blood the heart can pump and dramatically improves survival, in what a paper describing the results calls "an unprecedented recovery of cardiac function."


						
Currently, heart failure is irreversible. In the absence of a heart transplant, most medical treatments aim to reduce the stress on the heart and slow the progression of the often-deadly disease. But if the gene therapy shows similar results in future clinical trials, it could help heal the hearts of the 1 in 4 people alive today who will eventually develop heart failure.

A "night and day" change

The researchers were focused on restoring a critical heart protein called cardiac bridging integrator 1 (cBIN1). They knew that the level of cBIN1 was lower in heart failure patients -- and that, the lower it was, the greater the risk of severe disease. "When cBIN1 is down, we know patients are not going to do well," says Robin Shaw, MD, PhD, director of the Nora Eccles Harrison Cardiovascular Research and Training Institute (CVRTI) at the University of Utah and a co-senior author on the study. "It doesn't take a rocket scientist to say, 'What happens when we give it back?'"

To try and increase cBIN1 levels in cases of heart failure, the scientists turned to a harmless virus commonly used in gene therapy to deliver an extra copy of the cBIN1 gene to heart cells. They injected the virus into the bloodstream of pigs with heart failure. The virus moved through the bloodstream into the heart, where it delivered the cBIN1 gene into heart cells.

For this heart failure model, heart failure generally leads to death within a few months. But all four pigs that received the gene therapy in their heart cells survived for six months, the endpoint of the study.

Importantly, the treatment didn't just prevent heart failure from worsening. Some key measures of heart function actually improved, suggesting the damaged heart was repairing itself.




Shaw emphasizes that this kind of reversal of existing damage is highly unusual. "In the history of heart failure research, we have not seen efficacy like this," Shaw says. Previous attempted therapies for heart failure have shown improvements to heart function on the order of 5-10%. cBIN1 gene therapy improved function by 30%. "It's night and day," Shaw adds.

The treated hearts' efficiency at pumping blood, which is the main measure of the severity of heart failure, increased over time -- not to fully healthy levels, but to close that of healthy hearts. The hearts also stayed less dilated and less thinned out, closer in appearance to that of non-failing hearts. Despite the fact that, throughout the trial, the gene-transferred animals experienced the same level of cardiovascular stress that had led to their heart failure, the treatment restored the amount of blood pumped per heartbeat back to entirely normal levels.

"Even though the animals are still facing stress on the heart to induce heart failure, in animals that got the treatment, we saw recovery of heart function and that the heart also stabilizes or shrinks," says TingTing Hong, MD, PhD, associate professor of pharmacology and toxicology and CVRTI investigator at the U and co-senior author on the study. "We call this reverse remodeling. It's going back to what the normal heart should look like."

A keystone of the heart

The researchers think that cBIN1's ability to rescue heart function hinges on its position as a scaffold that interacts with many of the other proteins important to the function of heart muscle. "cBIN1 serves as a centralized signaling hub, which actually regulates multiple downstream proteins," says Jing Li, PhD, associate instructor at CVRTI. By organizing the rest of the heart cell, cBIN1 helps restore critical functions of heart cells. "cBIN1 is bringing benefits to multiple signaling pathways," Li adds.

Indeed, the gene therapy seemed to improve heart function on the microscopic level, with better-organized heart cells and proteins. The researchers hope that cBIN1's role as a master regulator of heart cell architecture could help cBIN1 gene therapy succeed and introduce a new paradigm of heart failure treatment that targets heart muscle itself.

Along with industry partner TikkunLev Therapeutics, the team is currently adapting the gene therapy for use in humans and intend to apply for FDA approval for human clinical trial in fall of 2025. While the researchers are excited about the results so far, the therapy still has to pass toxicology testing and other safeguards. And, like many gene therapies, it remains to be seen if it will work for people who have picked up a natural immunity to the virus that carries the therapy.

But the researchers are optimistic. "When you see large animal data that's really close to human physiology, it makes you think," Hong says. "This human disease, which affects more than six million Americans -- maybe this is something we can cure."
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Tiny poops in the ocean may help solve the carbon problem | ScienceDaily
A Dartmouth-led study proposes a new method for recruiting trillions of microscopic sea creatures called zooplankton in the fight against climate change by converting carbon into food the animals would eat, digest, and send deep into the ocean as carbon-filled feces.


						
The technique harnesses the animals' ravenous appetites to essentially accelerate the ocean's natural cycle for removing carbon from the atmosphere, which is known as the biological pump, according to the paper in Nature Scientific Reports.

It begins with spraying clay dust on the surface of the ocean at the end of algae blooms. These blooms can grow to cover hundreds of square miles and remove about 150 billion tons of carbon dioxide from the atmosphere each year, converting it into organic carbon particulates. But once the bloom dies, marine bacteria devour the particulates, releasing most of the captured carbon back into the atmosphere.

The researchers found that the clay dust attaches to carbon particulates before they re-enter the atmosphere, redirecting them into the marine food chain as tiny sticky pellets the ravenous zooplankton consume and later excrete at lower depths.

"Normally, only a small fraction of the carbon captured at the surface makes it into the deep ocean for long-term storage," says Mukul Sharma, the study's corresponding author and a professor of earth sciences. Sharma also presented the findings Dec. 10 at the American Geophysical Union annual conference in Washington, D.C.

"The novelty of our method is using clay to make the biological pump more efficient -- the zooplankton generate clay-laden poops that sink faster," says Sharma, who received a Guggenheim Award in 2020 to pursue the project.

"This particulate material is what these little guys are designed to eat. Our experiments showed they cannot tell if it's clay and phytoplankton or only phytoplankton -- they just eat it," he says. "And when they poop it out, they are hundreds of meters below the surface and the carbon is, too."

The team conducted laboratory experiments on water collected from the Gulf of Maine during a 2023 algae bloom. They found that when clay attaches to the organic carbon released when a bloom dies, it prompts marine bacteria to produce a kind of glue that causes the clay and organic carbon to form little balls called flocs.




The flocs become part of the daily smorgasbord of particulates that zooplankton gorge on, the researchers report. Once digested, the flocs embedded in the animals' feces sinks, potentially burying the carbon at depths where it can be stored for millennia. The uneaten clay-carbon balls also sink, increasing in size as more organic carbon, as well as dead and dying phytoplankton, stick to them on the way down, the study found.

In the team's experiments, clay dust captured as much as 50% of the carbon released by dead phytoplankton before it could become airborne. They also found that adding clay increased the concentration of sticky organic particles -- which would collect more carbon as they sink -- by 10 times. At the same time, the populations of bacteria that instigate the release of carbon back into the atmosphere fell sharply in seawater treated with clay, the researchers report.

In the ocean, the flocs become an essential part of the biological pump called marine snow, Sharma says. Marine snow is the constant shower of corpses, minerals, and other organic matter that fall from the surface, bringing food and nutrients to the deeper ocean.

"We're creating marine snow that can bury carbon at a much greater speed by specifically attaching to a mixture of clay minerals," Sharma says.

Zooplankton accelerate that process with their voracious appetites and incredible daily sojourn known as the diel vertical migration. Under cover of darkness, the animals -- each measuring about three-hundredths of an inch -- rise hundreds, and even thousands, of feet from the deep in one immense motion to feed in the nutrient-rich water near the surface. The scale is akin to an entire town walking hundreds of miles every night to their favorite restaurant.

When day breaks, the animals return to deeper water with the flocs inside them where they are deposited as feces. This expedited process, known as active transport, is another key aspect of the ocean's biological pump that shaves days off the time it takes carbon to reach lower depths by sinking.




Earlier this year, study co-author Manasi Desai presented a project conducted with Sharma and fellow co-author David Fields, a senior research scientist and zooplankton ecologist at the Bigelow Laboratory for Ocean Sciences in Maine, showing that the clay flocs zooplankton eat and expel do indeed sink faster. Desai, a former technician in Sharma's lab, is now a technician in the Fields lab.

Sharma plans to field-test the method by spraying clay on phytoplankton blooms off the coast of Southern California using a crop-dusting airplane. He hopes that sensors placed at various depths offshore will capture how different species of zooplankton consume the clay-carbon flocs so that the research team can better gauge the optimal timing and locations to deploy this method -- and exactly how much carbon it's confining to the deep.

"It is very important to find the right oceanographic setting to do this work. You cannot go around willy-nilly dumping clay everywhere," Sharma says. "We need to understand the efficiency first at different depths so we can understand the best places to initiate this process before we put it to work. We are not there yet -- we are at the beginning."

In addition to Desai and Fields, Sharma worked with the study's first authors Diksha Sharma, a postdoctoral researcher in his lab who is now a Marie Curie Fellow at Sorbonne University in Paris, and Vignesh Menon, who received his master's degree from Dartmouth this year and is now a PhD student at Gothenburg University in Sweden.

Additional study authors include George O'Toole, professor of microbiology and immunology in Dartmouth's Geisel School of Medicine, who oversaw the culturing and genetic analysis of bacteria in the seawater samples; Danielle Niu, who received her doctorate in earth sciences from Dartmouth and is now an assistant clinical professor at the University of Maryland; Eleanor Bates '20, now a PhD student at the University of Hawaii at Manoa; Annie Kandel, a former technician in Sharma's lab; and Erik Zinser, an associate professor of microbiology at the University of Tennessee focusing on marine bacteria.
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Study offers insight into chloroplast evolution | ScienceDaily
One of the most momentous events in the history of life involved endosymbiosis -- a process by which one organism engulfed another and, instead of ingesting it, incorporated its DNA and functions into itself. Scientific consensus is that this happened twice over the course of evolution, resulting in the energy-generating organelles known as mitochondria and, much later, their photosynthetic counterparts, the plastids.


						
A new study published in the journal Nature Communications explores the origin of chloroplasts, the plastids that allow plants to extract carbon from the atmosphere to build their own structures and tissues. By focusing on an energy-transport molecule common to plastids, the researchers found evidence suggesting that the primary role of primitive chloroplasts may have been to produce chemical energy for the cell and only later shifted so that most or all of the energy they generated was used for carbon assimilation.

Chloroplasts are believed to have evolved from photosynthetic cyanobacteria, but it isn't clear what functions the cyanobacteria originally performed for the cells that engulfed them, said University of Illinois Urbana-Champaign chemistry professor Angad Mehta, who led the new research.

"We asked the question: What chemical role did the primitive symbiont that led to chloroplasts perform for the host cell?" he said. "Was it carbon assimilation or ATP synthesis or both?"

Various lines of evidence suggest that the plastids in red algae and another group of photosynthesizing organisms known as glaucophytes resemble more ancient stages of evolution than the chloroplasts of land plants. But current bioinformatics methods can take the field only so far, Mehta said.

A key to the functional evolution of mitochondria and plastids lies in their energy-generating capacities, he said. Both produce ATP, an energy-packed molecule that drives most of the chemical interactions in living cells. And both mitochondria and plastids make use of ADP/ATP carrier translocases, which reside in the membranes of the organelles and swap ATP with its energy-depleted precursor, ADP.

Mehta and his colleagues focused on differences in the activity of the translocases in the plastids of land plants, red algae and glaucophytes to determine whether these differences could offer insight into chloroplast evolution.




In a series of experiments, the researchers engineered cyanobacteria to express one of the three types of translocases. Then they induced artificial endosymbiosis between the engineered cyanobacteria and budding yeast cells. By controlling the laboratory conditions in which these cells lived, the researchers forced the yeast to rely entirely on the cyanobacterial endosymbionts for their energy needs. Mehta's lab first developed the technique for artificially forcing yeast to internalize cyanobacterial endosymbionts in a study published in 2022.

The experiments revealed striking differences between the activity of the translocases.

"Most notably, we saw that the endosymbionts expressing translocases from the plastids of red algae and glaucophytes were able to export ATP to support endosymbiosis, whereas those from chloroplasts actually imported ATP and were unable to support the energy needs of the endosymbiotic cells," Mehta said. The land plant chloroplast translocases were importing ATP and expelling ADP.

Because the plastids of red algae and glaucophytes appear to resemble a more ancient form of the photosynthetic organelles, the new findings suggest that chloroplasts once shared their primary function of providing energy to the larger cell. At some point in their evolutionary history, however, the chloroplasts of land plants appear to have shifted to use the ATP they produced via photosynthesis to drive their own carbon-assimilation tasks. It appears that chloroplasts even siphon off some of the ATP generated by mitochondria, Mehta said.

While the new findings do not definitively prove that this is how chloroplasts evolved, it does offer evidence to support this view, Mehta said.

"The proposal is that the initial interaction between the endosymbiont and cell was based on ATP production and ATP supply," he said. "Now, you can imagine a scenario in which, as these organisms go on to become land plants, they grow in oxygen-rich conditions. This allows the mitochondria to become specialized in ATP synthesis and chloroplasts to focus and become an engine that drives carbon assimilation."

The Gordon and Betty Moore Foundation and the National Institute of General Medical Sciences at the National Institutes of Health supported this research. Mehta also is an affiliate of the Carl R. Woese Institute for Genomic Biology at the U. of I.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210115604.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected | ScienceDaily
Three leading climate scientists have combined insights from 10 global climate models and, with the help of artificial intelligence (AI), conclude that regional warming thresholds are likely to be reached faster than previously estimated.


						
The study, published in Environmental Research Letters by IOP Publishing, projects that most land regions as defined by the Intergovernmental Panel on Climate Change (IPCC) will likely surpass the critical 1.5degC threshold by 2040 or earlier. Similarly, several regions are on track to exceed the 3.0degC threshold by 2060 -- sooner than anticipated in earlier studies.

Regions including South Asia, the Mediterranean, Central Europe and parts of sub-Saharan Africa are expected to reach these thresholds faster, compounding risks for vulnerable ecosystems and communities.

The research, conducted by Elizabeth Barnes, professor at Colorado State University, Noah Diffenbaugh, professor at Stanford University, and Sonia Seneviratne, professor at the ETH-Zurich, used a cutting-edge AI transfer-learning approach, which integrates knowledge from multiple climate models and observations to refine previous estimates and deliver more accurate regional predictions.

Key Findings

Using AI-based transfer learning, the researchers analysed data from 10 different climate models to predict temperature increases and found:
    	34 regions are likely to exceed 1.5degC of warming by 2040.
    	31 of these 34 regions are expected to reach 2degC of warming by 2040.
    	26 of these 34 regions are projected to surpass 3degC of warming by 2060.

Elizabeth Barnes says:

"Our research underscores the importance of incorporating innovative AI techniques like transfer learning into climate modelling to potentially improve and constrain regional forecasts and provide actionable insights for policymakers, scientists, and communities worldwide."

Noah Diffenbaugh, co-author and professor at Stanford University, added:

"It is important to focus not only on global temperature increases but also on specific changes happening in local and regional areas. By constraining when regional warming thresholds will be reached, we can more clearly anticipate the timing of specific impacts on society and ecosystems. The challenge is that regional climate change can be more uncertain, both because the climate system is inherently more noisy at smaller spatial scales and because processes in the atmosphere, ocean and land surface create uncertainty about exactly how a given region will respond to global-scale warming."
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Human disruption is driving 'winner' and 'loser' tree species shifts across Brazilian forests | ScienceDaily
Fast-growing and small-seeded tree species are dominating Brazilian forests in regions with high levels of deforestation and degradation, a new study shows.


						
This has potential implications for the ecosystem services these forests provide, including the ability of these 'disturbed' forests to absorb and store carbon. This is because these "winning" species grow fast but die young, as their stems and branches are far less dense than the slow growing tree species they replace.

Wildlife species adapted to consuming and dispersing the large seeds of tree species that are being lost in human-modified landscapes may also be affected by these shifts.

Authors of the study, published today in Nature Ecology and Evolution, say their findings highlight the urgent need to conserve and restore tropical forests, prevent degradation, and implement measures to protect and boost populations of the large-bodied birds like toucans and mammals such as spider monkeys that disperse the seeds of "losing" slow-growing large-seeded tree species.

An international team of researchers examined a unique dataset of more than 1,200 tropical tree species over more than 270 forest plots across six regions of Brazilian Amazon and Atlantic forests that have been altered by people through activities such as deforestation and local disturbances like logging, hunting and burning.

The researchers looked at the overall structure of the landscapes surrounding each forest plot and, using multiple statistical models, they were able to identify the causal effects of habitat loss, fragmentation and local degradation on the composition of forests, as well as identifying the attributes of so-called "winners" and "losers" species.

"We found that the tree species dominating landscapes with high forest cover tend to have dense wood and large seeds, which are primarily dispersed by medium to large-bodied animals typical of Brazil's rainforests," said Bruno X. Pinho, first author of the study who conducted most of the research while at the University of Montpellier (now at the University of Bern). "In contrast, in highly deforested landscapes, where remaining forests face additional human disturbances, these tree species are losing out to so-called 'opportunistic' species, which have softer wood and smaller seeds consumed by small, mobile, disturbance-adapted birds and bats. These species typically grow faster and have greater dispersal capacity."

The researchers found this was happening despite differing geography, climate and land-use contexts.




This study highlights the urgent need to strengthening the conservation and restoration of tropical forests to preserve these vital ecosystems.

"The strong influence of forest degradation in some Amazonian regions demonstrates the importance of going beyond tacking deforestation and also combating forest disturbances, such as selective logging and fires," said Senior Investigator Professor Jos Barlow, of Lancaster University.

Tropical forests constitute the most important reservoir of terrestrial biodiversity. They play a major role in absorbing greenhouse gasses and provide essential ecosystem services. Yet they are victims of rapid deforestation and fragmentation, with the loss of 3 to 6 million hectares per year over the last two decades. A large part of today's tropical forests are therefore found in landscapes modified by humans and exposed to local disturbances.

"These functional replacements have serious implications that urgently need to be quantified. They suggest possible deteriorations of essential processes of these ecosystems and their contributions to human populations, in particular through changes in carbon stocks -- but also in fauna-flora interactions and forest regeneration," explains Felipe Melo, second author of the study and researcher at the Federal University of Pernambuco in Brazil (now at Nottingham Trent University).

"There is broad consensus on the negative impact of habitat loss on biodiversity, but the independent effects of landscape fragmentation and local disturbance remain less well understood, in part because of the difficulty in disentangling cause-and-effect relationships on the one hand and non-causal associations on the other," explains David Bauman, of the French National Research Institute for Sustainable Development (IRD) and co-author of the study.

The study also helps address these questions, and shows that policies should focus on preserving and enhancing forest cover and preventing degradation, andcan worry less about how the remaining forests are distributed across the landscape.

The study, which received funding support from the UKRI National Environment Research Council, is outlined in the paper 'Winner-loser plant trait replacements in human-modified tropical forests' published in Nature Ecology and Evolution.
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Leap in modelling human impact on climate may lead to early warning of climate disasters | ScienceDaily
A breakthrough in the theory of climate change science has given scientists the most robust way yet to link observed climate change to both human-made and natural causes and to spot early warning signals for potential climate disasters.


						
An international collaboration between Valerio Lucarini, a mathematician from the University of Leicester, and scientist Mickael Chekroun has led to applying principles of statistical mechanics to climate science to frame how to distinguish the climate change signal from the "background noise" of natural climate variability and to flag the nearing of 'tipping points,' such as those associated with the collapse of the Atlantic Ocean circulation or of the Amazon forest.

This theoretical advance paves the way for the development of innovative methods to study climate change and its associated risks, thanks to a more advanced understanding the underlying mechanisms driving climate change.

Published in the journal Physical Review Letters, it will give scientists the confidence in performing climate change attribution and to identify when we are on the route to a potential climatic tipping, and to take preventative measures to mitigate against one. It will give policymakers much needed certainty about the procedures used for assessing climate change.

Tipping points are thresholds in our climate system that potentially lead to large scale change and damage to our environment. Events such as the collapse of the Atlantic meridional overturning circulation, a slowdown of which would result in a relative cooling in this region, or the ecological collapse of the Amazon rainforest would have disastrous implications for life on our planet. However, it is difficult to anticipate when we are reaching a potential tipping point from climate data.

The challenge is distinguishing the evidence of climate change and, in particular, an impending tipping point from the natural climate variability that exists. The 'signal' of human-caused climate changes is obscured in the 'noise' of natural changes in the environment. The Leicester-led team found that the existing approach, based on a purely statistical method, provides limited information about the dynamical processes that affect our climate. It provides a snapshot of our climate, with no insight into how it came to be that way.

By applying the principles of statistical mechanics -- the physics behind random dynamical processes -- their research instead allows us to turn back the clock on that snapshot and understand how that picture was formed. They created a mathematical model able to recreate dynamically the processes at play and identify the causes of change. From this, they could 'fingerprint' the signal of human-caused climate change and determine its impact, allowing a dramatic improvement in the ability to detect early warnings of climatic tipping points.

Lead author Professor Valerio Lucarini from the University of Leicester School of Computing and Mathematical Sciences said: "This problem of how we attribute anthropogenic forcings in climate data has far-reaching consequences. Climate change sceptics have questioned how you can relate a forcing in a system that fluctuates a lot to a specific cause. The climate has always changed and will always change. How do you counter that argument and demonstrate what we're observing now is due to human intervention? Of course, the scientific community has come to strong counterarguments but so far they were exclusively based upon statistical, and not dynamical, arguments.

"The breakthrough we made is in connecting the physics of the system, the laws that determine the evolution of the system, to what you can observe. It's pretty clear from that the best way to study change is in the evolutionary laws that impact what we're observing, and that change would be exactly the climate forcing we are looking for."

Dr Mickael Chekroun from the University of California, Los Angeles, and the Weizmann Institute of Science added: "This is quite a big step because it tells us that the detection and attribution methods we have used for many years to say that climate change is there are well founded. We show how the methodology can be improved and we can see its potential pitfalls. We have advanced substantially the theory of climate dynamics and of the relationship between climate variability and climate change."
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Long-distance friendships can provide conservation benefits | ScienceDaily
While sustaining friendships from afar can be challenging, they may offer unexpected benefits for environmental conservation.


						
A Washington State University-led study, recently published in Conservation Letters, found that these social ties can positively influence community-based conservation. While the study focused on 28 fishing villages in northern Tanzania, it has potential broader implications for global conservation efforts.

"Our findings challenge the notion that external connections undermine conservation," said Kristopher Smith, the study's lead author and a postdoctoral fellow at the Paul G. Allen School for Global Health. "We show that these relationships can also foster trust and cooperation, essential for managing shared natural resources."

The research reveals that individuals with more friends in neighboring communities are significantly more likely to participate in activities aimed at sustainable fisheries management. Relative to a person with no long-distance friends, having even just one friend in another village led to a 15% increase in conservation activities such as beach cleanups, reporting illegal fishing practices and educating others about sustainable resource management.

The researchers attribute this effect to the unique support long-distance friends provide, such as loans to buy fishing equipment, which are harder to obtain locally. This mutual reliance fosters interdependence, creating incentives for both parties to protect shared resources.

For their analysis, Smith and colleagues conducted interviews with 1,317 participants in Tanzania's Tanga region. They used Bayesian statistical models to examine how the number of long-distance relationships and levels of trust between people in different communities influenced participation in Beach Management Unit activities. These locally governed organizations composed of fishers and other stakeholders oversee fisheries management -- a task that requires collaboration across villages due to the shared nature of fishery resources.

The researchers found that long-distance friendships drive participation in the unit activities in two ways. First, individuals with more long-distance friends were directly more engaged in conservation actions. Second, these relationships helped build trust between communities, further encouraging cooperation across boundaries. Participants with high levels of trust in other communities were significantly more likely to engage in fisheries management activities compared to those who relied solely on relationships in their home communities. Surprisingly, trust in local community members had little to no effect on participation, suggesting the unique role of cross-community ties in promoting collective action.




While the study highlights the benefits of long-distance friendships, it also acknowledges their potential downsides. Previous research has shown that such ties can lead to "leakage," where friends collaborate to bypass conservation rules. For instance, they might share information about patrol schedules, enabling illegal activities.

"What's unique about our findings is that we're showing both sides of the coin," Smith said. "While these relationships can lead to rule-breaking, they also have significant potential to drive conservation."

The study's findings are already being applied by local organizations like the Mwambao Coastal Community Network, a collaborator in the study. This Tanzanian non-governmental organization works with fishery communities to build cross-village relationships through initiatives like periodic fishery closures and reopening events. These activities help demonstrate the tangible benefits of conservation and foster connections between communities.

"This research validates what organizations like Mwambao are already doing," Smith said. "By providing evidence that building long-distance relationships has added benefits, this research can potentially guide large-scale initiatives of organizations like our collaborator Mwambao."Moving forward, the research team plans to explore the dynamics of long-distance relationships in other natural resource contexts, such as forestry and efforts to reduce carbon emissions. They want to know more about when long-distance relationships lead to leakage vs effective conservation.

Ultimately, the findings could have broad implications for global conservation efforts, particularly as governments and organizations grapple with challenges like climate change and biodiversity loss. Conservation policies that encourage inter-community relationships, such as exchange programs or joint training sessions, could leverage the benefits of long-distance trust to scale sustainable practices.

"Long-distance relationships have long been part of how people manage resource access," said Anne Pisor, a co-author on the study and assistant professor of anthropology at Penn State University. "By working with these relationships, organizations can build on something tried and true when addressing a number of 21st century problems."
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AI predicts Earth's peak warming | ScienceDaily
Researchers have found that the global goal of limiting warming to 1.5 degrees Celsius above pre-industrial levels is now almost certainly out of reach.


						
The results, published Dec. 10 in Geophysical Research Letters, suggest the hottest years ahead will very likely shatter existing heat records. There is a 50% chance, the authors reported, that global warming will breach 2 degrees Celsius even if humanity meets current goals of rapidly reducing greenhouse gas emissions to net-zero by the 2050s.

A number of previous studies, including the authoritative assessments by the Intergovernmental Panel on Climate Change, have concluded that decarbonization at this pace would likely keep global warming below 2 degrees.

"We've been seeing accelerating impacts around the world in recent years, from heatwaves and heavy rainfall and other extremes. This study suggests that, even in the best case scenario, we are very likely to experience conditions that are more severe than what we've been dealing with recently," said Stanford Doerr School of Sustainability climate scientist Noah Diffenbaugh, who co-authored the study with Colorado State University climate scientist Elizabeth Barnes.

This year is set to beat 2023 as Earth's hottest year on record, with global average temperatures expected to exceed 1.5 degrees Celsius or nearly 2.7 degrees Fahrenheit above the pre-industrial baseline, before people started burning fossil fuels widely to power industry. According to the new study, there is a nine-in-ten chance that the hottest year this century will be at least half a degree Celsius hotter even under rapid decarbonization.

Using AI to refine climate projections

For the new study, Diffenbaugh and Barnes trained an AI system to predict how high global temperatures could climb, depending on the pace of decarbonization.




When training the AI, the researchers used temperature and greenhouse gas data from vast archives of climate model simulations. To predict future warming, however, they gave the AI the actual historical temperatures as input, along with several widely used scenarios for future greenhouse gas emissions.

"AI is emerging as an incredibly powerful tool for reducing uncertainty in future projections. It learns from the many climate model simulations that already exist, but its predictions are then further refined by real-world observations," said Barnes, who is a professor of atmospheric science at Colorado State.

The study adds to a growing body of research indicating that the world has almost certainly missed its chance to achieve the more ambitious goal of the 2015 Paris Climate Agreement, in which nearly 200 nations pledged to keep long-term warming "well below" 2 degrees while pursuing efforts to avoid 1.5 degrees.

A second new paper from Barnes and Diffenbaugh, published Dec. 10 in Environmental Research Letterswith co-author Sonia Seneviratne of ETH-Zurich, suggests many regions including South Asia, the Mediterranean, Central Europe, and parts of sub-Saharan Africa will surpass 3 degrees Celsius of warming by 2060 in a scenario in which emissions continue to increase -- sooner than anticipated in earlier studies.

Extremes matter

Both new studies build on 2023 research in which Diffenbaugh and Barnes predicted the years remaining until the 1.5 and 2 degrees Celsius goals are breached. But because these thresholds are based on average conditions over many years, they don't tell the full story of how extreme the climate could become.




"As we watched these severe impacts year after year, we became more and more interested in predicting how extreme the climate could get even if the world is fully successful at rapidly reducing emissions," said Diffenbaugh, the Kara J Foundation Professor and Kimmelman Family Senior Fellow at Stanford.

For a scenario in which emissions reach net-zero in the 2050s -- the most optimistic scenario widely used in climate modeling -- the researchers found a nine-in-ten chance that the hottest year this century will be at least 1.8 degrees Celsius hotter globally than the pre-industrial baseline, with a two-in-three chance for at least 2.1 degrees Celsius.

For a scenario in which emissions decline too slowly to reach net-zero by 2100, Diffenbaugh and Barnes found a nine-in-ten chance that the hottest year will be 3 degrees Celsius hotter globally than the pre-industrial baseline. In this scenario, many regions could experience temperature anomalies at least triple what occurred in 2023.

Investing in adaptation

The new predictions underline the importance of investing not only in decarbonization but also in measures to make human and natural systems more resilient to severe heat, intensified drought, heavy precipitation, and other consequences of continued warming. Historically, those efforts have taken a back seat to reducing carbon emissions, with decarbonization investments outstripping adaptation spending in global climate finance and policies such as the 2022 Inflation Reduction Act.

"Our results suggest that even if all the effort and investment in decarbonization is as successful as possible, there is a real risk that, without commensurate investments in adaptation, people and ecosystems will be exposed to climate conditions that are much more extreme than what they are currently prepared for," Diffenbaugh said.
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Antarctica's irregular heartbeat shows signs of rapid melting | ScienceDaily
Periods of sudden melting in the Antarctic ice sheet have been unearthed in a new climate record from over 20 million years ago by geoscientists led by the University of Leicester and the University of Southampton.


						
Published in the journal Nature Communications, the new study reveals how sensitive our planet's early ice ages were to the effect of the Earth's eccentric orbit around the Sun, suggesting the Antarctic ice sheet is less stable than has been assumed.

It also provides a glimpse of how the Antarctic may behave in a world without the Greenland Ice Sheet, which will melt if emissions continue unabated.

Records show that the Antarctic ice sheet has varied in size throughout its history. These variations in size occur regularly, just like a heartbeat. Existing records from different places in the ocean show different 'rhythms' in the heartbeat of early Antarctic ice ages. This should not be possible because the imprint of the waxing and waning of the Antarctic ice sheet on the climate record should be identical everywhere in the ocean, just as it should not be possible that your leg has a different pulse rate than your arm.

These heartbeat rhythms are caused by the shape of Earth's orbit around the Sun over the course of hundreds of thousands to millions of years. On a more eccentric orbit, the Earth's distance from the Sun will vary more throughout the year, exposing it to more heat when it is close in, and less when it is further away. The increasing heat changes Earth's climate system, causing the ice sheet to melt, sometimes rapidly. When the Earth's orbit is more circular, the ice sheet is more stable and less melting occurs.

This new study, funded by UK Research and Innovation/Natural Environment Research Council and the German Science Foundation (DFG) examines the period between 28 and 20 million years ago, when Earth was warmer than today and only the Antarctic ice sheets existed. Using data obtained from geological cores recovered by an expedition of the Integrated Ocean Drilling Program (IODP), the research presents a new benchmark climate record to compare existing records to help scientists improve the accuracy of their climate models reconstructing past climate change. These insights into the past help them understand the impact of the melting of the Antarctic Ice Sheet in the future.

Lead author Dr Tim van Peer, from the University of Leicester School of Geography, Geology and the Environment, said: "From our research, we can see that the Antarctic ice sheet is more unstable than previously thought. We demonstrate how sensitive the geologically early Antarctic ice sheet was to changes in Earth's orbit and axis.




"Past climate changes rapidly ended some of the early Antarctic ice ages and caused large amounts of melt. 'Rapidly' is on geological time scales, not as rapid as we can expect to happen during modern climate change.

"We cannot assume that the modern-day Antarctic ice sheet is stable. If climate emissions continue unabated, we are on course to melt a large amount of the Antarctic ice sheet. We need to mitigate climate change by reducing our emissions. This is the only way to not cross tipping points in the stability of the Antarctic ice sheet."

The research analysed samples from geological cores obtained from the northwest Atlantic Ocean as part of an IODP expedition in 2012. Microorganisms from these cores record the chemistry of the ocean in the form of oxygen isotopes in their shells. By measuring the oxygen isotope ratio, the scientists can work out if the ice sheet has grown or shrunk, and establish a timeline from the depth of that sample in the cores.

Professor Paul Wilson, Principal Investigator on the project at the University of Southampton, said: "It may be a surprising thing to learn that we take the pulse of the Antarctic ice sheet by doing some simple chemistry on pinhead-sized fossil shells from the deep sea floor on the other side of the world. But the really beautiful thing is that we can do it back through the geological record over tens of millions of years. Earth science is about time travel into the past and we are always learning lessons to help us understand our future"

IODP is a publicly-funded international marine research program supported by 21 countries, which explores Earth's history and dynamics recorded in seafloor sediments and rocks, and monitors sub-seafloor environments. Through multiple platforms -- a feature unique to IODP -- scientists sample the deep biosphere and sub-seafloor ocean, environmental change, processes and effects, and solid Earth cycles and dynamics. This specific research uses samples collected during Expedition 342 and has taken years of work from the combined efforts of a multinational partnership (mainly UK and Germany).




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241210115107.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Wild birds' gut microbiome linked with its ornamentation and body condition | ScienceDaily
All living organisms host microbiomes composed of both beneficial and harmful microbes that influence health. Microbiome diversity affects host fitness: low diversity can lead to immune issues and poor nutrient absorption, while high diversity can boost resilience to stress and pathogens.


						
To illuminate this issue, researchers from Florida Atlantic University's Charles E. Schmidt College of Science, have spent the last five years studying the relationships between songbird gut microbiomes and traits that relate to a bird's health and breeding success. While links between the gut microbiome and other traits have been described in laboratory experiments with captive animals, little is known about these relationships in wild animals, and even less in birds.

Using a common backyard bird, the Northern cardinal (Cardinalis cardinalis), a new study provides the first-ever description of how a wild bird's microbiome relates to its ornamentation and body condition. This strikingly beautiful songbird is known for its vivid red plumage and distinctive features, which include a red beak and a black mask around the eyes.

Results of the study, published in the journal Oikos, reveal that a cardinal's gut microbiome diversity can be predicted by its body condition, and the quality of its ornamentation -- red plumage and beak.

"Our findings confirm the hypothesis that a wild bird's health is tied to its microbiome, and that the 'sexiness' of a male's ornaments can signal his health," said Rindy Anderson, Ph.D., senior author and an associate professor in FAU's Department of Biological Sciences.

This species, with its sexually selected carotenoid pigments, provided a unique opportunity to explore how these traits relate to gut microbiota. Cardinals' vibrant coloration is a well-known example of how carotenoid pigments reflect an individual's quality.

"This study has important applications for conservation biology and contributes to a better understanding of ways to improve animal health in settings such as wildlife hospitals, zoos and aquaria, and captive breeding programs for endangered species," said Morgan Slevin, first author and a Ph.D. candidate in FAU's Department of Biological Sciences.




To test for relationships between the microbiota and host fitness, researchers sampled the cloacal microbiomes of wild cardinals and measured body condition index, assessed coloration of sexual ornaments (beak and plumage), and collected blood to estimate the glucocorticoid response to stress. To better understand the microbiota-gut-brain axis in free-living songbirds, they described the baseline relationships, or lack thereof, among multiple aspects of this system in wild cardinals.

"Overall, cardinal ornament redness and saturation positively correlate with individual quality," said Slevin. "Thus, deeper red coloration indicates greater carotenoid pigmentation. We were able to show that a cardinal's coloration related to its microbiome diversity."

Both alpha and beta bacterial diversity were related to individual variation in body condition and several sexual ornaments, but not glucocorticoid concentrations. Irrespective of directionality, beak saturation also related to beta diversity, indicating that birds with more similar beak coloration profiles had more similar microbiome community structures.

"While we anticipated that birds with the most saturated beaks would be the highest quality individuals, and that the highest quality individuals would have the most diverse microbiomes, our results suggest that maintaining a diverse microbiome might instead come at a cost to beak saturation," said Slevin.

Findings from a free-living songbird population add to a growing body of research linking avian host fitness to internal bacterial community characteristics.

"Ultimately, our study and those that follow should move us closer to answering the overall question of whether a bird's gut microbiome can predict individual quality," said Anderson.
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Ultra-processed foods may drive colorectal cancer risk, study finds | ScienceDaily
Colorectal cancer, the second leading cause of cancer-related deaths in the United States, may be fueled by the food on our plates. Researchers at the University of South Florida and Tampa General Hospital Cancer Institute have uncovered a potential link between the Western diet -- dominated by ultra-processed foods and unhealthy oils -- and the chronic inflammation that drives tumor growth.


						
The researchers, through a five-year, $3.1 million grant from the National Institutes of Health, have already made major advancements in the understanding of colorectal cancer. The project's first study examines how processed foods are likely hindering the body's natural healing processes. Their findings will publish online in Gut, a leading international journal in gastroenterology and hepatology, on Tuesday, Dec. 10.

"It is well known that patients with unhealthy diets have increased inflammation in their bodies," said Dr. Timothy Yeatman, a renowned physician-scientist and professor of surgery in the USF Health Morsani College of Medicine and associate center director for Translational Research and Innovation at the TGH Cancer Institute. "We now see this inflammation in the colon tumors themselves, and cancer is like a chronic wound that won't heal -- if your body is living off of daily ultra-processed foods, its ability to heal that wound decreases due to the inflammation and suppression of the immune system that ultimately allows the cancer to grow."

According to Yeatman, the findings emphasize the urgent need to reevaluate the components of the Western diet, which typically consists of excessive consumption of added sugars, saturated fats, ultra-processed foods, chemicals and inflammatory seed oils. In previous studies, the USF Health Heart Institute found an imbalanced diet not only impacts colorectal cancer, but also plays a role in other diseases, including Alzheimer's, diabetes and cardiovascular conditions.

"Our bodies are designed to actively resolve inflammation through bioactive lipid compounds derived from the healthy fats, like avocados, that we consume," said Ganesh Halade, associate professor in the USF Health Heart Institute and a member of the Cancer Biology Program at TGH Cancer Institute. "Bioactive lipids are very small molecules derived from the foods that we eat and, if the molecules are coming from processed food products, they directly imbalance the immune system and drive chronic inflammation."

While the molecules are difficult to detect, Halade used a highly sensitive analytical technique to identify trace amounts of lipids in 162 tumor samples from patients at Tampa General Hospital. The tumors were frozen within 30 minutes of removal and transported to his lab via USF and TGH Cancer Institute's Biobank, in collaboration with USF Health Colorectal Surgery and the Gastrointestinal Oncology Program at TGH Cancer Institute.

Inside the tumors, the team observed an excess number of molecules that promote inflammation and a shortage of those that help resolve it and promote healing. These findings pave the way for a new, natural approach -- resolution medicine -- which focuses on restoring balance in the patient's diet to treat colorectal cancer more effectively.




"A human's immune system can be extremely powerful and drastically impact the tumor microenvironment, which is great if harnessed correctly for health and wellness," Yeatman said. "But not if it's suppressed by inflammatory lipids from processed foods."

Resolution medicine would focus on reversing inflammation using healthy, unprocessed foods rich with omega-3 fatty acids and derivatives of fish oil called "specialized pro-resolving mediators," to restore the body's healing mechanisms along with balanced sleep and exercise.

"This has the potential to revolutionize cancer treatment, moving beyond drugs to harness natural healing processes," Yeatman said. "It's a vital step toward addressing chronic inflammation and preventing diseases before they start."

Early trials using specialized derivatives of fish oil have shown promise in addressing inflammation at its root cause. The trials are underway at TGH Cancer Institute and the team will continue studying resolution medicine and its impact on patient treatment and disease prevention.

Examples of healthy, unprocessed foods: crab, salmon, halibut, spinach, brussels sprouts, seaweed, algae and grass-fed, pasture-raised meats, etc.

Examples of ultra-processed foods: ice cream, sausages, chips, mass-produced bread, breakfast cereals, doughnuts, carbonated drinks, instant soups, some alcoholic drinks, etc.

This research was performed in collaboration with national and international partners at Moffitt Cancer Center, Buck Institute for Research on Aging in California, Vanderbilt University Medical Center in Nashville, Merck Research Laboratories in Boston, Florida Digestive Health Specialists in Bradenton and Hokkaido University in Japan.
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Tourism leads the pack in growing carbon emissions | ScienceDaily
A University of Queensland-led study shows greenhouse gas emissions from tourism have been growing more than 2 times faster than those from the rest of the global economy.


						
Associate Professor Ya-Yen Sun from UQ's Business School said rapid expansion in travel demand has meant carbon from tourism activities accounts for 9% of the world's total emissions.

"Without urgent interventions in the global tourism industry, we anticipate annual increases in emissions of 3 to 4% meaning they will double every 20 years," Dr Sun said.

"This does not comply with the Paris Agreement which requires the sector to reduce its emissions by more than 10% annually.

"The major drivers behind the increasing emissions are slow technology improvements and a rapid growth in demand."

The study involved researchers from UQ, Griffith University, the University of Sydney and Linnaeus University (Sweden), and tracked international and domestic travel for 175 countries.

It found tourism's global carbon footprint increased from 3.7 gigatonnes (Gt) to 5.2 Gt between 2009 and 2019. The most net emissions were reported in aviation, utilities and private vehicle use for travel.




The emissions growth rate for tourism was 3.5% per annum during the decade while global emissions increased by 1.5% per annum from 50.9 Gt to 59.1 Gt.

The United States, China, and India dominated the list and were responsible for 60% of the total increase in tourism emissions across the study period.

Australia ranked in the top 20 countries that together contributed three quarters of the total tourism carbon footprint in 2019.

"The biggest carbon challenge in tourism is air travel," Dr Sun said.

"Reducing long-haul flights is one of the recommendations we've put forward to help the industry lower its emissions, along with targeted measures such as carbon dioxide taxes, carbon budgets, and alternative fuel obligations.

"Cutting back on marketing long-haul travel and identifying a national growth threshold would also help rein in the rapid expansion of emissions.




"At a local level, tourism operators could look to renewable electricity for accommodation, food and recreational activities and switch to electric vehicles for transport.

"In Australia, if businesses select an electricity plan based on renewables rather than coal, they'll be reducing their emissions."

Dr Sun has presented the research findings at a session on Enhanced Climate Action in Tourism the UN Climate Change Conference (COP29) in Azerbaijan.

Research collaborators include Dr Futu Faturay, Professor Manfred Lenzen, Professor Stefan Gossling and Professor James Higham.

The research is published in Nature Communications.
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Americans are uninformed about and undervaccinated for HPV | ScienceDaily
The human papillomavirus (HPV), a common sexually transmitted infection, accounts for 70% of all throat cancers, according to the National Cancer Institute. While commonly associated with cervical cancer, throat cancer is now the most common type of HPV-related cancer.


						
However, the majority of American adults are unaware that HPV can cause throat cancer and are not taking advantage of the one proven method for prevention -- the HPV vaccine.

These are the conclusions of two recent studies from the USC Head and Neck Center, part of Keck Medicine of USC and the USC Caruso Department of Otolaryngology -- Head and Neck Surgery, that examined public knowledge of the link between HPV and throat cancer and HPV vaccination rates among adults, respectively.

The research suggests that less than one-third of Americans associate HPV with throat cancer and less than 7% of adults eligible for the vaccine have completed the full course of the HPV vaccine, which is three doses for adults.

"This data is very worrisome because knowledge is the first step toward disease prevention," said Daniel Kwon, MD, a head and neck surgeon with Keck Medicine and lead author of a study examining trends in HPV vaccination rates for adults. "The public is missing crucial information about the link between throat cancer and HPV, as well as the fact that vaccines may prevent HPV-related throat cancer."

The need for greater HPV-related throat cancer awareness 

Each year, some 43 million Americans are infected with HPV, and most sexually active adults will contract HPV at some time in their lives. Most HPV infections are asymptomatic and resolve on their own. However, in some cases, the infection can lead to cancer, including throat cancer.




In 2006, an HPV vaccine was made available to females ages 9-26, then expanded to males ages 9-26 in 2009. In 2018, the vaccine was expanded to adults ages 27-45. While HPV vaccination for this older group may provide less benefit because most have already been exposed to HPV, there still may be benefits of vaccination, according to the Centers for Disease Control and Prevention (CDC).

To determine public awareness of HPV-related throat cancer, Dr. Kwon and fellow researchers compared data between the 2018 and 2020 iterations of the National Cancer Institute Health Information National Trends Survey, which tracks Americans' knowledge about cancer and health information related to cancer.

They focused on adults ages 27 to 45, who were newly eligible for the vaccine in 2018, to see how much of an impact the expansion of eligibility had on knowledge of HPV and throat cancer.

Study authors compared data from 3,504 adults in the 2018 survey with data from 3,865 adults in the 2020 survey assessing people's knowledge of HPV, the vaccine, the link between HPV and throat cancer and changes in awareness between 2018 and 2020.

While they found that most respondents were aware of HPV in both years studied, they were disappointed to discover that knowledge of the connection between HPV and throat cancer remained poor. In 2018, 27% of respondents reported they were aware of the link between HPV and throat cancer; in 2020, that number barely moved upward to 29.5%.

"These results are particularly disheartening because since the vaccine eligibility was expanded in 2018, health advocates have issued many guidelines and recommendations about HPV and throat cancer," said Kwon. "Clearly, more efforts are needed to educate the public about this risk."

Cervical cancer used to be the most widespread HPV-related cancer, but cervical cancer rates have declined through concerted efforts of the health care industry, according to Kwon. "HPV-related cervical cancer cases have decreased in large part due to successful HPV awareness campaigns targeting women," he said. He also notes that women get screenings for cervical cancer through regular Pap smears, but there is no screening available for throat cancer.




He emphasized the need for more education about the risk of HPV and throat cancer in men, as throat cancer affects men at a higher rate than women, he added.

Investigating HPV vaccination rates 

In a second study, researchers from the USC Head and Neck Center examined HPV vaccination rates among a nationally representative cohort of more than 26,000 adults ages 30-44 who completed questions on HPV vaccination from 2018-2022 through the Behavioral Risk Factor Surveillance System survey, a nationwide telephone survey conducted by the CDC.

The authors discovered that only 6.5% of those surveyed were fully vaccinated, and only 15.8% had completed any HPV vaccination.

Many factors play into the low HPV vaccination rate, according to the lead author of the study, Niels Kokot, MD, a head and neck surgeon with Keck Medicine. He cites not only a lack of general knowledge of the link between HPV and cancer, but also a lack of advertising about the HPV vaccine in comparison to other well-publicized campaigns such as for the flu or COVID-19 vaccines and growing vaccine hesitancy in the United States.

Socioeconomic status, race, education level, access to health care, sexual orientation and gender also play roles in who is getting vaccinated, he added, with men, Asian Americans, African Americans, Hispanics and those not having a personal health care provider among those less likely to be vaccinated.

Kokot hopes these findings will help spur greater public education on the HPV vaccine. He also recommends that any eligible adult who has not yet been vaccinated talk to a health care provider about vaccinations. "Every patient's circumstances are different, and the subject is worth a discussion to see if an individual would benefit from the vaccine," he said.

Besides cervical and throat cancer, HPV can also cause anal, penile, vaginal and vulvar cancers.
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Toxoplasma gondii parasite uses unconventional method to make proteins for evasion of drug treatment | ScienceDaily
A study by Indiana University School of Medicine researchers sheds new light on how Toxoplasma gondii parasites make the proteins they need to enter a dormant stage that allows them to escape drug treatment. It was recently published with special distinction in the Journal of Biological Chemistry.


						
Toxoplasma gondii is a single-celled parasite that people catch from cat feces, unwashed produce or undercooked meat. The parasite has infected up to one-third of the world's population, and after causing mild illness, it persists by entering a dormant phase housed in cysts throughout the body, including the brain.

Toxoplasma cysts have been linked to behavior changes and neurological disorders like schizophrenia. They can also reactivate when the immune system is weakened, causing life-threatening organ damage. While drugs are available to put toxoplasmosis into remission, there is no way to clear the infection. A better understanding of how the parasite develops into cysts would help scientists find a cure.

Through years of collaborative work, IU School of Medicine Showalter Professors Bill Sullivan, PhD, and Ronald C. Wek, PhD, have shown that Toxoplasma forms cysts by altering which proteins are made. Proteins govern the fate of cells and are encoded by mRNAs.

"But mRNAs can be present in cells without being made into protein," Sullivan said. "We've shown that Toxoplasma switches which mRNAs are made into protein when converting into cysts."

Lead Author Vishakha Dey, PhD, a postdoctoral fellow at the IU School of Medicine and a member of the Sullivan lab, examined the so-called leader sequences of genes named BFD1 and BFD2, both of which are necessary for Toxoplasma to form cysts.

"mRNAs not only encode for protein, but they begin with a leader sequence that contains information on when that mRNA should be made into protein," Dey said.




All mRNAs have a structure called a cap at the beginning of their leader sequence. Ribosomes, which convert mRNA into protein, bind to the cap and scan the leader until it finds the right code to begin making the protein.

"What we found was that, during cyst formation, BFD2 is made into protein after ribosomes bind the cap and scan the leader, as expected," Dey said. "But BFD1 does not follow that convention. Its production does not rely on the mRNA cap like most other mRNAs."

The team further showed that BFD1 is made into protein only after BFD2 binds specific sites in the BFD1 mRNA leader sequence.

Sullivan said this is a phenomenon called cap-independent translation, which is more commonly seen in viruses.

"Finding it in a microbe that has cellular anatomy like our own was surprising," Sullivan said. "It speaks to how old this system of protein production is in cellular evolution. We're also excited because the players involved do not exist in human cells, which makes them good potential drug targets."

"This paper describes a mechanism by which a parasite that causes toxoplasmosis in humans can respond to stress and allow the parasite to thrive," said George N. DeMartino, PhD, associate editor of the Journal of Biological Chemistry and a professor at the University of Texas Southwestern Medical Center. "The discovery of this mechanism provides a basis for treating these infections. Moreover, a similar mechanism is important in cancer, suggesting that it may be a therapeutic target for multiple human diseases."
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Insect genome offers insights into rare biological conditions, agricultural biosecurity | ScienceDaily
Lice live their entire lives with a set of genes that in humans would indicate a late-stage degenerative disorder such as Parkinson's or Alzheimer's disease.


						
How do lice tolerate this genome structure that in humans and many other animals would result in major neurodegenerative problems? "We're a long way from connecting those dots," said Stephen Cameron, professor of entomology at Purdue University.

Parkinson's and Alzheimer's are aging-related mitochondrial diseases, so called because of the malfunctioning mitochondria that produce cellular energy.

"If animals develop a neurological disorder too early in life, they're not going to have offspring," Cameron said. "Lice seem to have it from when they hatch. They're clearly handling it and have handled it for 50 million years."

The last decade has seen a flood of mitochondrial genomics data on lice and other insects. This data bolsters studies related to properly identifying and classifying insect species and developing insecticides that act on the mitochondria. Lice, meanwhile, offer a model for studying the impact of evolution on neurodegenerative disease.

The number of sequenced insect mitochondrial genomes has increased by 876% since 2014, while the total species diversity count has increased by 790%. Cameron's article "Insect Mitochondrial Genomics: A Decade of Progress," appeared in the Annual Review of Entomology. He published a similar article in 2014.

The mitochondria help organisms process oxygen and food, which are subject to natural selection. "And yet we have stunningly few examples of studies that actually take that into account," Cameron said.




The sequencing technologies used today were just becoming available in 2014. Since then,

technologies have improved while cost has plummeted. Cameron sequenced his first genome in 2002. The task took six months of daily lab work and cost $4,000.

"For that money I could now do hundreds," he said. "Genetic-scale sequencing these days is just ludicrously efficient."

Today, Cameron's graduate students do more genomic analysis in a week than he did in two years working as a postdoctoral researcher. Cameron broadly compared the geometric rate of increase to Moore's Law, the idea that the number of transistors on a computer chip doubles about every two years.

His new review article identified genomic fragmentation and control region duplication as currently important research topics. Entomologists see genomic fragmentation, the breakdown of DNA into smaller pieces, as a model system to study neurological disease states.

"It's rare. Anything that's rare makes you wonder why," Cameron noted. "Typically, when things are all one way, it's because evolution has it in a box. It's constrained. So, why is this constraint against fragmented genomes being released in the case of lice?"

Some evidence suggests that in extreme cases, fragmentation might benefit small, inbred populations by allowing an organism to purge harmful forms of its mitochondrial genome. This may apply to lice, which consist of small, inbred populations.




Cameron is conducting research both on fragmentation in lice and on the duplication of genetic control regions in a type of winged insect called thrips. Small and difficult to identify, thrips sometimes bloom into large infestations that plague greenhouses and field crops.

Molecular diagnostics can help identify the pest, but changes in its mitochondrial genome make this more difficult in thrips than in other insect types.

"We're trying to work up some better methods that allow us to more reliably use DNA-based species delimitation, which can then be used for quarantine services to keep pests out of America or other areas," he said.

Mitochondrial genome studies also can contribute to pest control methods that act by modifying insect metabolism. "Most pesticides are neurotoxins, so they don't immediately interact with the mitochondria."

Insect identification has both scientific and economic implications. Nearly all insect identifications that use molecular data are performed using a mitochondrial DNA method.

In the 1990s and early 2000s, South American fruit flies that managed to elude early detection and identification jumped into commercial fruits. That could happen again with new agricultural areas joining the global production system.

Agricultural biosecurity can predictively benefit from a better genomic understanding of insect pests, Cameron noted. Doing such work now parallels the coronavirus research that followed the severe acute respiratory syndrome (SARS) outbreak 20 years ago. Once the COVID-19 pandemic broke out in 2020, biomedical researchers were able to respond swiftly.

He also highlighted an emerging body of research on the effects of extreme environments, such as high altitudes and desert conditions, on insect genomes. The results could then be applied to various methods designed to control their populations.

"It's good to know what their biology would allow them to evolve toward, to understand the escape hatches that evolution provides for them," he said. "And, with climate change, those aspects contribute to our understanding of how beneficial insects might respond to changing environments."
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Biodiversity at risk in most rainforests | ScienceDaily
New research has revealed less than a quarter of the remaining tropical rainforests around the globe can safeguard thousands of threatened species from extinction.


						
The research, co-authored by The University of Queensland's Professor James Watson, evaluated the global availability of structurally intact, minimally disturbed tropical rainforests for more than 16,000 species of mammals, birds, reptiles, and amphibians.

"Using remote sensing and forest integrity indicators, we analysed the quality of the rainforests across the ranges of the forest-dependent vertebrates," Professor Watson said.

"Overall, up to 90 per cent of forest cover still remains within these species' ranges but only 25 per cent of it is of high quality, which is a critical factor in reducing extinction risk.

"We knew high-integrity rainforests were vital for biodiversity, but no one had quantified just how limited these key habitats have become.

"Our research shows that structurally intact rainforests -- which are essential for many forest-dependent species -- are alarmingly rare, particularly in regions most affected by human pressures such as logging and infrastructure development."

The study also revealed contrasts in habitat quality based on the conservation status of different species.




"Only 8 per cent of the rainforest habitat for species classified as threatened or with declining populations is of high integrity," Professor Watson said.

"In comparison, non-threatened species have ranges with about 25 per cent of high-integrity rainforest habitat, highlighting how habitat degradation disproportionately impacts species already at risk."

The golden bowerbird (Prionodura newtonia), which is classified as having a decreasing population in Queensland's wet tropics, was included in the study which found while 84 per cent of its habitat remained, only 36 per cent is high-integrity rainforest.

University of Northern British Columbia's Dr Rajeev Pillay, who led the research, said the results point to the urgent need for conservation strategies that go beyond preserving forest cover to maintaining forest quality.

"Simply having forest cover isn't enough if the structural complexity and low human disturbance necessary for biodiversity are gone," Dr Pillay said.

"To protect the remaining high-integrity tropical rainforests, global coordination to minimise human disturbance is key, especially in unprotected forests that remain vital for biodiversity.




"As international conservation targets emphasise ecosystem integrity, this study provides a critical baseline.

"Protecting high-integrity rainforests is essential to meeting the Convention on Biological Diversity's 2030 targets and to averting further biodiversity loss.

"As human pressures continue to mount, preserving these remaining forests may be the best hope to secure a sustainable future for the planet's biodiversity."

The research is published in Proceedings of the National Academy of Sciences.
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Climate change impacting freshwater fish species | ScienceDaily
Freshwater fish populations that dwell nearer the poles are outperforming their equatorial counterparts, researchers have found.


						
Large-bodied migratory species such as Atlantic salmon are thriving as warming temperatures opens up new habitats at the poleward edge of their ranges.

The study, published today in PNAS, was based on a dataset of over 10,000 time series and included over 600 species of fishes.

Climate change has emerged as a key threat to biodiversity, leading to broad-scale shifts in distributions of marine and terrestrial species as they attempt to track thermally suitable habitat. Despite this, the climate responses of freshwater species are comparatively unexplored.

Co-author Professor Martin Genner explained: "A common biological response to climatic warming in marine and terrestrial habitats is that populations are increasing at the poleward side of species ranges, as new environments are generated, and populations are declining at the equatorward side of species ranges, as conditions become too warm."

The team linked a multicontinental database of riverine fish population abundance time series collected from 1958 to 2019 to temperature data from the same period. Across the sampled localities, waters warmed by 0.21 degC per decade.

They found that observed population trends were consistent with expected patterns from climatic warming, and that the trends were more pronounced in time series covering the longer time periods of over 30 years.




The responses consistent with climate change were most evident in species with larger body sizes, higher trophic levels, river-sea migratory behaviour, and more widespread distributions. Species following this trend include brown trout and coarse fish species familiar to many anglers, such as European perch and northern pike. Moreover, positive abundance responses to warming were more likely at higher altitudes where conditions tend to be cooler.

Professor Genner said: "These findings indicate that projected future warming will likely lead to widespread shifts in riverine community structure, including abundance declines at the trailing edge of species distributions."

Now the team aims to understand more about the importance of climate change in affecting freshwater fish population sizes relative to other stressors, such as pollution events, habitat modification and fisheries.

He concluded: "Our study has shown how warming waters are impacting freshwater river fishes, that are both rich in biodiversity and are traditionally important to cultures across the world.

"We hope that shining a light on how climate change can affect freshwater fishes will lead to positive actions to enable their conservation and sustainable use.

"We need to learn more about how the impacts of climate change can be lessened through conservation strategies, such as habitat restoration."
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Pups of powerful meerkat matriarchs pay a price for their mom's status | ScienceDaily
From silverback gorillas beating their chests to executives battling it out in the boardroom, the reputation for testosterone-fueled aggression and dominance has typically belonged to macho males.


						
But one group of animals flips the script. In meerkats, females are the fiercely competitive sex.

Members of the mongoose family found in the arid savannahs of southern Africa, most meerkat mobs have a dominant female at the head.

Now, a new study by researchers at Duke University reveals that the pups of these female leaders pay a price for their mom's power.

In meerkat society a dominant female is in charge. Growling, biting, pushing and shoving to keep others in line, the meerkat queen wields absolute power over her subordinates, who have to help raise her pups.

The matriarch's bullying behavior is fueled by high levels of testosterone that can surge to twice those of her male counterparts when she's pregnant.

But while this chemical boost gives her a competitive edge and helps her keep the upper hand, it can also take a toll on the health of her offspring, said Duke professor of evolutionary biology Christine Drea, who co-authored the research with her then-graduate student Kendra Smyth-Kabay.




For the study, published Nov. 21 in the journal Ecology and Evolution, the researchers examined 195 meerkats as juveniles and adults at Kuruman River Reserve, in South Africa's Kalahari Desert.

The researchers checked the animals' droppings for tapeworm eggs and other signs of parasites. Comparing the pups of dominant and subordinate females, they found that the offspring of meerkat queens -- those exposed to higher levels of testosterone and related hormones in the womb -- tend to carry more gut parasites than other pups.

To find out if the moms' sky-high hormones during pregnancy were to blame, they also looked at a group of meerkat pups whose dominant mothers had received a medication during their third trimester that limits the effects of testosterone in the body.

Indeed, blocking a matriarch's testosterone improved the immune function of her pups. No longer bathed in testosterone in their mother's womb, these pups harbored fewer parasites and had stronger natural defenses against infection, based on blood tests of their body's ability to fight bacteria.

What's more, they were more likely to survive past their first year of life.

"The offspring from moms whose androgens were blocked actually survive significantly longer," Drea said.




The new study represents the first evidence in mammals that fetuses exposed to elevated testosterone in utero may have weakened immune function later on.

The negative link between prenatal testosterone and health was most pronounced in juveniles, disappearing by the time the pups reached adulthood.

"There's a health trade-off with testosterone," Drea said. "It's actually having an effect on survivorship when the animals are the most vulnerable."

The work is part of a larger field aimed at understanding how animals fend off infections in the wild, beyond the controlled conditions of the lab. "By studying wild meerkats, we can explore how real-world conditions -- factors like social status, hormones, and environmental stressors -- interact to influence immune function." Smyth-Kabay said.

This research was supported by the National Science Foundation (IOS-102163, IOS-1601685), the National Geographic Society, and the European Research Council (294494).
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Dogs use two-word button combos to communicate | ScienceDaily
A new study from UC San Diego's Comparative Cognition Lab shows that dogs trained to use soundboards to "talk" are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners. Published in the journal Scientific Reports from Springer Nature, the study analyzed data from 152 dogs over 21 months, capturing more than 260,000 button presses -- 195,000 of which were made by the dogs themselves.


						
"This is the first scientific study to analyze how dogs actually use soundboards," said lead researcher Federico Rossano, associate professor of cognitive science at UC San Diego and director of the Comparative Cognition Lab. "The findings reveal that dogs are pressing buttons purposefully to express their desires and needs, not just imitating their owners. When dogs combine two buttons, these sequences are not random but instead seem to reflect specific requests."

The study observed that the buttons most commonly used were related to essential needs, with words such as "outside," "treat," "play," and "potty." Notably, combinations like "outside" + "potty" or "food" + "water" were used in meaningful ways, occurring more frequently than expected by chance.

For dog owners, this research offers a new way to better understand their pets' needs. "While dogs already communicate some of these needs," Rossano said, "soundboards could allow for more precise communication. Instead of barking or scratching at the door, a dog may be able to tell you exactly what it wants, even combining concepts like 'outside' and 'park' or 'beach.' This could improve companionship and strengthen the bond between dogs and their owners."

Data was collected via the FluentPet mobile app, where owners logged their dogs' button presses in real time. The research team selected 152 dogs with over 200 logged button presses each to analyze patterns of use. Advanced statistical methods, including computer simulations, were used to determine whether button combinations were random, imitative, or truly intentional. The results showed that multi-button presses occurred in patterns significantly different from random chance, supporting the idea of deliberate communication.

The researchers also compared dogs' button presses to those of their owners and found that dogs were not simply imitating human behavior. For instance, buttons like "I love you" were far less frequently pressed by dogs than by their people.

While the study provides evidence of intentional two-button combinations, the researchers aim to go further. Future investigations will explore whether dogs can use buttons to refer to the past or future -- such as a missing toy -- or combine buttons creatively to communicate concepts for which they lack specific words.

"We want to know if dogs can use these soundboards to express ideas beyond their immediate needs, like absent objects, past experiences, or future events," Rossano said. "If they can, it would drastically change how we think about animal intelligence and communication."

Rossano's co-authors on the study are Amalia P. M. Bastos, now at Johns Hopkins University; Zachary N. Houghton, now at UC Davis; and Lucas Naranjo with CleverPet, Inc. Bastos' work on the study was supported in part by Johns Hopkins' Provost's Postdoctoral Fellowship Program. While Bastos and Houghton have previously served as consultants to CleverPet, and Naranjo currently works for the company, which manufactures the FluentPet mobile app and soundboard devices, the research design and analysis were conducted independently.
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Earliest deep-cave ritual compound in Southwest Asia discovered | ScienceDaily
A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent. Three Israeli researchers led the team that published its results today in the journal Proceedings of the National Academy of Sciences.


						
And researchers from the Case Western Reserve University (CWRU) School of Dental Medicine helped unearth the cave's secrets over more than a decade of excavation.

Manot Cave was used for thousands of years as a living space for both Neanderthals and humans at different times. In 2015, researchers from Case Western Reserve helped identify a 55,000-year-old skull that provided physical evidence of interbreeding between Neanderthal and homo sapiens, with characteristics of each clearly visible in the skull fragment.

The cave's living space was near the entrance, but in the deepest, darkest part of the cave, eight stories below, the new paper describes a large cavern with evidence it was used as a gathering space, possibly for rituals that enhanced social cohesion.

The cavern's touchstone is an engraved rock, deliberately placed in a niche in the cavern, with a turtle-shell design carved into its surface. The three-dimensional turtle is contemporaneous with some of the oldest cave paintings in France.

"It may have represented a totem or spiritual figure," said Omry Barzilai, Head of Material Culture PaleoLab at the University of Haifa and the Israel Antiquities Authority, who led the team. "Its special location, far from the daily activities near the cave entrance, suggests that it was an object of worship."

The cavern has natural acoustics favorable for large gatherings, and evidence of wood ash on nearby stalagmites suggests prehistoric humans carried torches to light the chamber.




Manot Cave was discovered in 2008 by workers building condominiums in a mountain resort close to Israel's border with Lebanon. Case Western Reserve's School of Dental Medicine got involved in the excavation in 2012. The dean at the time, Jerold Goldberg, committed $20,000 annually for 10 years to CWRU's Institute for the Science of Origins; the money was used to fund dental students' summer research in Israel.

"I'm an oral and maxillofacial surgeon by training," Goldberg said. "I provided the commitment and the money because I wanted people to understand the breadth and intellectual interest that dental schools have."

And although not trained in archaeology, dental students can quickly identify bone fragments from rock, which makes them invaluable at excavations like Manot Cave.

"Most people would not suspect that a dental school would be involved in an archaeological excavation," said Mark Hans, professor and chair of orthodontics at the dental school. "But one of the things that are preserved very well in ancient skeletons are teeth, because they are harder than bone. There is a whole field of dental anthropology. As an orthodontist, I am interested in human facial growth and development, which, it turns out, is exactly what is needed to identify anthropological specimens."

For 10 years, Case Western Reserve sent 10 to 20 dental students every summer to help with the Manot Cave excavation. The summer research became so popular that students from other dental and medical schools began applying to visit Israel with the CWRU team, according to Yvonne McDermott, the project coordinator.

Case Western Reserve also collaborated closely with Linda Spurlock, a physical anthropologist at Kent State University, whose expertise is putting a face on a skull using clay to build out the tissues that would have covered the bone when the person was alive.

"One of the things I liked most about working on this excavation was how much we learned from the other researchers," Hans said. "Everyone has a narrow focus, like mammals, uranium-dating, hearths; and we all came together and shared our knowledge. We learned a lot over 10 years."

The Manot Cave project is supported by the Dan David Foundation, the Israel Science Foundation, the United States-Israel Binational Science Foundation, the Irene Levi Sala CARE Archaeological Foundation and the Leakey Foundation. The research also involved experts from the Israel Antiquities Authority, Cleveland State University, the Geological Survey of Israel, the Hebrew University of Jerusalem, the University of Haifa, Tel Aviv University, Ben-Gurion University, the University of Vienna, the University of Barcelona, the University of Siena and Simon Fraser University.
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What motivates Americans to eat less red meat? | ScienceDaily
Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.


						
Researchers at Baruch College and the University of Southern California (USC) surveyed more than 7,500 adults as part of the Understanding America Study -- a probability-based Internet panel of individuals 18 and older. They will present their research at the December annual meeting of the Society for Risk Analysis in Austin, Texas.

When they analyzed the survey results, the researchers found that only 12 percent of participants reported they did not eat red meat. Adults who reported not eating red meat were more likely to have indicated that they:
    	were female
    	were 65 years of age or older
    	had a college degree
    	had an annual income of $60,000 or less
    	had voted for Democrats or Independents (vs. Republicans),
    	and self-identified as non-Hispanic Black, Hispanic, or Asian (vs. non-Hispanic whites).

When asked to choose their top two concerns of the past year, the non red-meat eaters were equally likely to choose "environment and climate change" or "health/healthcare." In the analysis of survey results, environmental concerns were associated with self-reports of not eating red meat while health concerns were not.

"People may be more familiar with the environmental benefits of not eating red meat than with the potential health benefits," says lead author Patrycja Sleboda, assistant professor of psychology at Baruch College in New York City.

The authors suggest that public awareness of the environmental impacts of eating red meat may be increasing due to rising climate change concerns. Red meat production is a major source of greenhouse gas emissions, deforestation, and water usage, according to the Intergovernmental Panel on Climate Change (IPCC). Production of meat and dairy contribute to 72-78 percent of global food-related greenhouse gas emissions and 15 percent of total global emissions. By eating less red meat, people can lower their own contribution of greenhouse gas emissions.

The lack of a significant association between health concerns and red-meat eating may reflect a lack of clear dietary recommendations in the United States. Studies have shown that high levels of both unprocessed red and processed meat have been associated with elevated risk for colorectal, stomach, and pancreatic cancers. The American Cancer Society recommends "limiting red and processed meat," while the American Heart Association suggests people eat more plant-based proteins and meatless meals.
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Virtual fences are a pollinator-friendly option for ranchlands | ScienceDaily
Fences are an effective stationary method of corralling livestock, but their sharp borders can create sudden changes in native grassland vegetation and the pollinators and birds that live there. Virtual, GPS-based fences may be the nature-friendly future of fencing, creating more natural grassland habitat, finds new research to be presented Monday at AGU's 2024 Annual Meeting.


						
The Annual Meeting will be held 9-13 December at the Walter E. Washington Convention Center in Washington, D.C., where more than 28,000 scientists will gather to discuss the latest Earth and space science research.

In the new study, researchers at Oklahoma State University investigate how virtual fencing technologies could ease ecological impacts on grassland vegetation. The phrase "virtual fence" might evoke images of those invisible dog fences in backyards, but there are some key differences. There is no buried fence line, and the boundaries can be changed easily with a computer. As cows wander toward the fence, they receive an auditory warning from their collar. If they ignore this and move closer to the fence, they receive an electrical stimulus similar to one from an electric fence.

Previous work on virtual cattle fences focused on their efficacy for containing livestock, such as excluding the animals from sensitive ecosystem areas that are being restored, said Timothy Olsen, a natural resources masters' student at Oklahoma State University and lead author of the study. Olsen and coauthor Bryan Murray wondered how virtual fences might affect the vegetation structure and heterogeneity of grassland in grazed areas.

Previous studies showed that continuous grassland habitat is more beneficial for supporting bird and pollinator diversity and abundance than fragmented habitat. The researchers hypothesized that the warning from the collar as cattle approached the virtual fence would prompt the animals to graze more randomly, rather than forage right up to a physical fence -- making the ecological boundary between grazed plains and natural grassland more gradual.

To test that, the researchers set up six 1,000-square-meter study sites at the Oklahoma State University Bluestem Research Range. Within the grassland pasture, the team created linear boundaries, with three plots with physical fences and three having virtual fence lines. The cattle grazed in the study sites during the spring and summer seasons.

Using drone imagery, the researchers surveyed the six sites and created height models of the vegetation. They then compared the vegetation heights in the traditional fence and virtual fence with ungrazed rangeland. They found the virtual fence created a gradual transition more than 15 meters (50 feet) from the fence, changing from native grassland to fully grazed grass. Additionally, in the virtual fence areas, the researchers found a greater variation of vegetation heights compared to the fenced rangeland. This transitional zone could help increase native habitat for pollinators and birds.

Olsen notes that while virtual fences can help create stronger ecosystems, they can also help ranchers. Fences require time, money and labor to install and maintain, and they are static features ranchers have to work around.

"Virtual fences are an easy way to manage livestock, saving time and labor," Olsen said. Instead of hiring a team to herd and move cattle from one area to another, the grazing area can be changed remotely on a computer.

Ranchers could also use virtual fences to intentionally create more gradual shifts to grazing areas. "Some studies have looked at virtual fences for rotational grazing where over a period of time, managers can gradually shift the grazing area, nudging cattle to a new field," Olsen said -- no fences or herding required.
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Bad weather led Dutch ship into Western Australian coast | ScienceDaily

Published in the Journal of Maritime Archaeology, Flinders University archaeologists Dr Ruud Stelten and Professor Wendy van Duivenvoorde analysed ship logs, contemporary cartographic and navigational knowledge and weather patterns at the time in a bid to understand how the ship went down.

Four Dutch shipwrecks have been found off the coast of WA within the last century, with the Batavia and the horrors of its mutinous crew arguably the most famous of the collection.

Discovered in 1927 about 60km north of the WA coastal town of Kalbarri, and formally identified in 1958, the Zuytdorp was travelling from the Dutch port of Vlissingen on the way to Batavia, now present-day Jakarta, when it became lost at sea in 1712.

"Since the wreck of the Zuytdorp was identified, many theories exist as to how the ship crashed, including poor navigation or misadventure, but despite being the subject of a number of archaeological investigations, the exact circumstances of the ship's demise have remained unclear," says Dr Stelten from Flinders' College of Humanities, Arts and Social Sciences.

As is the case with other shipwrecks off the coast of WA, one of the leading theories as to why the ship crashed was longitude determination; that is to say without the crew knowing exactly how far east they were and therefore how far away they were from the western coast of Australia, its coastline could suddenly appear without warning.

By analysing contemporary cartographic and navigational knowledge, the authors assessed the charts available to the ship's officers, coastal visibility, and signs indicating proximity to land as recorded in contemporary ship logs.




"Our analysis suggests the Zuytdorp's officers had access to sufficient cartographic information to navigate the Indian Ocean and the Western Australian coastline effectively," says Professor van Duivenvoorde, a leading maritime archaeologist in Flinders' College of Humanities, Arts and Social Sciences.

"The crew noted numerous warning signs that the vessel was nearing the coast and took various measures to avoid a collision, so the theory that they had a sudden and unexpected encounter with the shore is an unlikely scenario."

However, the authors were able to note the evidence of severe weather patterns in the region during the period in question.

"This is a key element to the unravelling of the mystery and shows the more likely scenario is that the ship reached the Australian coastline intentionally and was driven ashore by a storm," says Professor van Duivenvoorde.

The authors say the current research provides, for the first time, a detailed analysis of why one scenario is more likely to have occurred than the other.

"By examining historical records, navigational charts, and weather conditions, we have been able to piece together a more accurate picture of what likely happened to the Zuytdorp all those years ago," says Dr Stelten.

"This study highlights the resilience and navigational skills of the VOC officers. The Zuytdorp's wrecking was not due to a lack of skill or information but rather the unpredictable nature of the sea."

The authors say the findings could point to the location of the ship's lost anchors and could prove a useful method for uncovering what happened to other shipwrecks around the world.
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Existing EV batteries may last up to 40% longer than expected | ScienceDaily
The batteries of electric vehicles subject to the normal use of real world drivers -- like heavy traffic, long highway trips, short city trips, and mostly being parked -- could last about a third longer than researchers have generally forecast, according to a new study by scientists working in the SLAC-Stanford Battery. Center, a joint center between Stanford University's Precourt Institute for Energy and SLAC National Accelerator Laboratory, This suggests that the owner of a typical EV may not need to replace the expensive battery pack or buy a new car for several additional years.


						
Almost always, battery scientists and engineers have tested the cycle lives of new battery designs in laboratories using a constant rate of discharge followed by recharging. They repeat this cycle rapidly many times to learn quickly if a new design is good or not for life expectancy, among other qualities.

This is not a good way to predict the life expectancy of EV batteries, especially for people who own EVs for everyday commuting, according to the study published Dec. 9 in Nature Energy. While battery prices have plummeted about 90% over the past 15 years, batteries still account for almost a third of the price of a new EV. So, current and future EV commuters may be happy to

"We've not been testing EV batteries the right way;' said Simona Onori, senior author and an associate professor of energy science and engineering in the Stanford Doerr School of Sustainability. "To our surprise, real driving with frequent acceleration, braking that charges the batteries a bit, stopping to pop into a store, and letting the batteries rest for hours at a time, helps batteries last longer than we had thought based on industry standard lab tests."

A pleasant surprise

The researchers designed four types of EV discharge profiles, from the standard constant discharge to dynamic discharging based on real driving data. The research team tested 92 commercial lithium ion batteries for more than two years across the discharge profiles. In the end, the more realistically the profiles reflected actual driving behavior, the higher EV life expectancy climbed.

Several factors contribute to the unexpected longevity, the study finds. A machine learning algorithm trained on all the data the team collected helped tease out the impacts of dynamic discharge profiles on battery degradation.




For example, the study showed a correlation between sharp, short EV accelerations and slower degradation. This was contrary to long-held assumptions of battery researchers, including this study's team, that acceleration peaks are bad for EV batteries.

Pressing the pedal with your foot hard does not speed up aging. If anything, it slows it down, explained Alexis Geslin, one of three lead authors of the study and a PhD student in materials science and engineering and in computer science in Stanford's School of Engineering.

Two ways to age

The research team also looked for differences in battery aging due to many charge-discharge cycles versus battery aging that just comes with time. Your batteries at home that have been sitting unused in a drawer for years will not operate as well as when you bought them, if they work at all.

"We battery engineers have assumed that cycle aging is much more important than time-induced aging. That's mostly true for commercial EVs like buses and delivery vans that are almost always either in use or being recharged," said Geslin. "For consumers using their EVs to get to work, pick up their kids, go to the grocery store, but mostly not using them or even charging them, time becomes the predominant cause of aging over cycling."

The study identifies an average discharge rate sweet spot for balancing time aging and cycle aging, at least for the commercial battery they tested. Luckily, that window is in the range of realistic consumer EV driving. Carmakers could update their EV battery management software to take advantage of the new findings and to maximize battery longevity under real-world conditions.




Looking ahead

"Going forward, evaluating new battery chemistries and designs with realistic demand profiles will be really important," said energy science and engineering postdoctoral scholar Le Xu. "Researchers can now revisit presumed aging mechanisms at the chemistry, materials, and cell levels to deepen their understanding. This will facilitate the development of advanced control algorithms that optimize the use of existing commercial battery architectures."

The implications extend beyond batteries, the study suggests. Scientists and engineers could apply the principles to other energy storage applications, as well as to other materials and devices in physical sciences in which aging is crucial, like plastics, glasses, solar cells, and some biomaterials used in implants.

"This work highlights the power of integrating multiple areas of expertise -- from materials science, control, and modeling to machine learning- to advance innovation," Onori said.
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        Australia's extinction tally is worse than we thought
        A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.

      

      
        Adoption of AI calls for new kind of communication competence from sales managers
        Artificial intelligence, AI, is rapidly transforming work also in the financial sector. A recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related t...

      

      
        Soda taxes don't just affect sales: They help change people's minds
        The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks.

      

      
        Mothers' language choices have double the impact in bilingual families
        New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice. In a new study, researchers found that there wasn't a single strategy that could be singled out as 'best' to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, they had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers. They believe these find...

      

      
        Better environmental performance boosts profits and cuts costs
        Using a new calculation method, researchers found in an international comparative study that investors value corporate environmental performance more than mere information disclosure. In some developed countries, beyond sustainability efforts, companies can improve environmental efficiency to enhance economic performance.

      

      
        Resolving ambiguity: How the brain uses context in decision-making and learning
        Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.

      

      
        These are now the smokiest cities in America
        Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research.

      

      
        AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected
        AI predicts that most of the world will see temperatures rise to 3C much faster than previously expected.

      

      
        Human disruption is driving 'winner' and 'loser' tree species shifts across Brazilian forests
        Fast-growing and small-seeded tree species are dominating Brazilian forests in regions with high levels of deforestation and degradation, a new study shows. This has potential implications for the ecosystem services these forests provide, including the ability of these 'disturbed' forests to absorb and store carbon. This is because these 'winning' species grow fast but die young, as their stems and branches are far less dense than the slow growing tree species they replace. Wildlife species adapt...

      

      
        Increased area income improves birthweight rates, researchers find
        Higher incomes are often correlated with healthier pregnancies and babies, but is it really the money that matters? Sedimentary rocks that formed 390 million years ago, surprisingly, help provide the answer, at least for those who live above the Marcellus Shale formation, according to a team.

      

      
        Long-distance friendships can provide conservation benefits
        While sustaining friendships from afar can be challenging, they may offer unexpected benefits for environmental conservation. A new study found that these social ties can positively influence community-based conservation. While the study focused on 28 fishing villages in northern Tanzania, it has potential broader implications for global conservation efforts.

      

      
        AI predicts Earth's peak warming
        Artificial intelligence provides new evidence that rapid decarbonization will not prevent warming beyond 1.5 degrees Celsius. The hottest years of this century are likely to shatter recent records.

      

      
        Tourism leads the pack in growing carbon emissions
        Greenhouse gas emissions from tourism have been growing more than 2 times faster than those from the rest of the global economy. The study tracked international and domestic travel for 175 countries to find tourism's carbon footprint is 9% of the world's total emissions.

      

      
        Americans are uninformed about and undervaccinated for HPV
        Research shows that HPV accounts for 70% of all throat cancers, but only one-third of the public is aware that HPV causes throat cancer.

      

      
        What motivates Americans to eat less red meat?
        Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.

      

      
        Fetal defense: Study reveals early immune protection in the womb
        Research revealed that foetuses are not as defenceless as once thought; they can actually fight infections from within the womb. This new understanding could significantly change the way doctors protect foetuses from infections that lead to serious health conditions, like microcephaly, where the baby's head is significantly smaller than expected for its age.

      

      
        Finding the weak points: New method to prevent train delay cascades
        To help improve punctuality by understanding how delays propagate and identifying critical trains, researchers have developed a new network-based method.

      

      
        Judging knots throws people for a loop
        We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, research finds.

      

      
        Hair growth drug safe at low doses for breast cancer patients
        Oral minoxidil is a commonly prescribed treatment for hair loss. The drug is also the active ingredient in over-the-counter Rogaine. The prescription treatment is known, however, to dilate blood vessels, and experts worry that this could increase the heart-related side effects of chemotherapy and lead to chest pain, shortness of breath, or fluid buildup. Now, a study in women with breast cancer suggests that low oral doses of minoxidil, taken during or after cancer treatment, appear to regrow hai...

      

      
        Giving a gift? Better late than never, study finds
        If you feel terrible about giving a late gift to a friend for Christmas or their birthday, this study has good news for you. Researchers found that recipients aren't nearly as upset about getting a late gift as givers assume they will be.

      

      
        Loneliness and isolation: Back to pre-pandemic levels, but still high, for older adults
        Loneliness and isolation among older Americans have mostly returned to pre-pandemic rates, but that still means more than one third of people age 50 to 80 feel lonely, and nearly as many feel isolated, a new national study shows.

      

      
        Readers trust news less when AI is involved, even when they don't understand to what extent
        Researchers have published two studies in which they surveyed readers on their thoughts about AI in journalism. When provided a sample of bylines stating AI was involved in producing news in some way or not at all, readers regularly stated they trusted the credibility of the news less if AI had a role. Even when they didn't understand exactly what AI contributed, they reported less trust and that 'humanness' was an important factor in producing reliable news.

      

      
        Could online technology be a clue as to why boys in Norway are outperforming girls in learning English as a second language?
        Bucking conventionality, boys in Norway are making early gains in reading English as a second language and even outperforming girls at age 10 and 13 -- a new a study of more than one million students suggests.

      

      
        Why people remember certain things and not others
        Exactly why do people remember what they remember? A recently published review paper sheds light on this fundamental question and the relationship between factors that influence human memory.

      

      
        Scientists urged to pull the plug on 'bathtub modeling' of flood risk
        Recent decades have seen a rapid surge in damages and disruptions caused by flooding. Experts call on scientists to more accurately model these risks and caution against overly dramatized reporting of future risks in the news media.

      

      
        High heat is preferentially killing the young, not the old, new research finds
        Many recent studies assume that elderly people are at particular risk of dying from extreme heat as the planet warms. A new study of mortality in Mexico turns this assumption on its head: it shows that 75% of heat-related deaths are occurring among people under 35 -- a large percentage of them ages 18 to 35, or the very group that one might expect to be most resistant to heat.

      

      
        How neighborhood enhances cooperation
        Helping out your neighbor or minding your own business? A challenging choice with different benefits for each decision. Game theory provides guidance in making such choices -- from a theoretical perspective. Novel findings reveal new network structures that enhance cooperation throughout a system. These insights have potential applications also in biology.

      

      
        Increases in U.S. life expectancy forecasted to stall by 2050, poorer health expected to cause nation's global ranking to drop
        The U.S. is forecasted to fall in its global rankings below nearly all high-income and some middle-income countries. Drug use disorders, high body mass index, high blood sugar, and high blood pressure are driving mortality and disability higher across the U.S. Future scenarios for health outcomes identify the states that are forecasted to gain ground, face stagnation, or grow worse. Scientific evidence underscores the urgent need to prioritize public health to prevent the economic consequences of...

      

      
        Mangroves save $855 billion in flood protection globally, new study shows
        Mangroves have been shown to provide $855 billion in flood protection services worldwide, according to a new study.

      

      
        Climate change threatens global food supply: Scientists call for urgent action
        As climate change accelerates, scientists are sounding the alarm about its potentially devastating impact on the world's food supply. Researchers warn that without rapid changes to how we develop climate-resilient crops, we could face widespread food shortages leading to famine, mass migration, and global instability.

      

      
        Unlocking the science of sleep: How rest enhances language learning
        Sleep is critical for all sorts of reasons, but a team of international scientists has discovered a new incentive for getting eight hours of sleep every night: it helps the brain to store and learn a new language.

      

      
        Cardiovascular disease symptoms surprisingly high in young refugees
        Many individuals seeking asylum in the United States show increased stress and pain symptoms that are associated with indications of cardiovascular disease.

      

      
        In five cancer types, prevention and screening have been major contributors to saving lives
        Improvements in cancer prevention and screening have averted more deaths from five cancer types combined over the past 45 years than treatment advances, according to a modeling study. The study looked at deaths from breast, cervical, colorectal, lung, and prostate cancer that were averted by the combination of prevention, screening, and treatment advances.

      

      
        Antipsychotic medications don't always work the way they're supposed to
        A study analyzed data from nearly 500,000 Canadian patients who lived in nursing homes across Canada between 2000 and 2022. It found that residents who were given antipsychotic medications showed a significant worsening of their behaviors. In fact, nearly 68 per cent of residents who used antipsychotics had more problems with their behavior during follow-up checks.
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Australia's extinction tally is worse than we thought | ScienceDaily
A new study estimates that more than 9000 insects and other native invertebrates have become extinct in Australia since European arrival in 1788 and between 1-3 additional species become extinct every week.


						
Invertebrates include species such as worms, snails and spiders, and many play a crucial role in the environment -- such as pollinators and earthworms, which are important for maintaining soil health.

Dr Jess Marsh, from the University of Adelaide's School of Biological Sciences, contributed to the study and says we should not accept the ongoing species loss as inevitable.

"Thousands of invertebrate species remain at high risk of extinction, and many have already lost, and continue to lose, a huge amount of habitat," says Dr Marsh, whose study was published in the journal Cambridge Prisms: Extinction.

"There is a lot we can do to prevent extinctions, including by protecting important habitats and reducing threats like pesticide use.

"Using pesticide in your garden often kills the beneficial invertebrates your garden need, like bees and flies that pollinate, lady beetles that help control aphids, and worms that improve your soil."

Most at risk are invertebrate species that require special habitats, or which only occur in specific areas of the country.




"The golden sun moth occurs in south-eastern Australian grasslands, and even though little of the once vast grasslands remain, they are still at high risk of being destroyed by developments," says Dr Marsh, who is a Biodiversity Council member.

"And climate change will further exacerbate risks for such species."

Dr Marsh, who is a member of the Australian Biodiversity Council, conducted the study as part of a national team that included 10 scientists from universities, museums and state governments.

The study was led by Professor John Woinarski, from Charles Darwin University, who suggests the number of species to have gone extinct in Australia since European arrival is likely much higher than the research found.

"We found that 9,111 species are likely to have become extinct in those 236 years. Allowing for uncertainties and knowledge gaps, our analysis indicates that the true number is at least 1500 species and possibly up to 60,000 extinctions," says Professor Woinarski, who is also a Biodiversity Council member.

Professor Woinarski says only one of these extinctions has been formally recognised under Australian environmental legislation, that of the Lake Pedder earthworm, and many occurred before the species were named or described by scientists.




"Despite their incredible importance, there has been a long running bias against invertebrates, with little funding available for their research and conservation," says Professor Woinarski.

"It is important that Australia's federal and state and territory governments, and the community, give much greater priority to understanding, monitoring and protecting our invertebrates.

"Invertebrates are the foundation of all healthy environments and a livable planet. As we lose invertebrates the health of our crops, waterways, forests and even local parks and backyard gardens will decline."

The Biodiversity Council called the finding highly alarming and echoes Professor Woinarski's call for federal state and territory governments to increase work to understand, monitor and conserve Australia's invertebrates.
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Adoption of AI calls for new kind of communication competence from sales managers | ScienceDaily
Artificial intelligence, AI, is rapidly transforming work also in the financial sector. Conducted at the University of Eastern Finland, a recent study explored how integrating AI into the work of sales teams affects the interpersonal communication competence required of sales managers. The study found that handing routine tasks over to AI improved efficiency and freed up sales managers' time for more complex tasks. However, as the integration of AI progressed, sales managers faced new kind of communication challenges, including those related to overcoming fears and resistance to change.


						
"Members of sales teams needed encouragement in the use AI, and their self-direction also needed support. Sales managers' contribution was also vital in adapting to constant digital changes and in maintaining trust within the team," says Associate Professor Jonna Koponen of the University of Eastern Finland.

The longitudinal study is based on 35 expert interviews conducted over a five-year period in 2019-2024, as well as on secondary data gathered from one of Scandinavia's largest financial groups. The findings show that besides traditional managerial interpersonal communication competence, consideration of ethical perspectives and adaptability were significant when integrating AI into the work of sales teams.

Sales managers play a crucial role in leading their teams, managing daily operations and implementing strategic changes. Already now, AI plays a major role in the digital transformation of sales teams, requiring new skills from both sales managers and team members.

The study highlighted the benefits, concerns and communication challenges brought by AI integration, which require both traditional communication skills and new AI-related skills. In addition to routine tasks, more advanced AI performed tasks requiring learning and adaptation, such as customer interaction, in collaboration with humans.

Emphasis on people management

Effective sales team management whilst navigating an evolving technological landscape requires sales managers to combine traditional interpersonal communication competence with new AI-related skills. Sales managers' traditional interpersonal communication competence consists of four components. The first involves motivation to interact with people and willingness to be a team leader. The second component pertains to knowledge and understanding: sales managers need knowledge of communication and leadership, as well as an understanding of how to use AI-generated data in sales and team management.




The third component is related to communication skills, which include empathy, listening skills, argumentation skills, the ability to share information openly and supporting co-management within the team. In addition, the study highlighted the ability to craft effective prompts to AI and to speak in a polite manner, similarly as AI does. The fourth component is adaptability. The study found that in the work of sales managers, it is important to be able to adapt interpersonal communication behaviour to different contexts, various employees, and their different communication needs.

"Our findings suggest that the introduction of AI by sales teams also created a need for sales managers to focus more on the management of people, and less on the management of things. Furthermore, with the introduction of AI, ethical perspectives and understanding the role of AI as that of a team member also became central."

The study suggests that sales managers' interpersonal communication competence has a major impact on team relationships and tasks, such as building of trust, maintaining a sense of community, supporting employee engagement and enhancing job satisfaction.

"With good interpersonal communication competence, sales managers can ensure that work goals get achieved. Good interpersonal communication competence can also promote decision-making and be used to communicate the significance of human work in the era of AI."
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Soda taxes don't just affect sales: They help change people's minds | ScienceDaily
It wasn't that long ago when cigarettes and soda were go-to convenience store vices, glamorized in movies and marketed toward, well, everyone.


						
Then, lawmakers and voters raised taxes on cigarettes, and millions of dollars went into public education campaigns about smoking's harms. Decades of news coverage chronicled how addictive and dangerous cigarettes were and the enormous steps companies took to hide the risks and hook more users. The result: a radical shift in social norms that made it less acceptable to smoke and pushed cigarette use to historic lows, especially among minors.

New UC Berkeley research suggests sugar-sweetened beverages may be on a similar path.

The city of Berkeley's first-in-the-nation soda tax a decade ago, along with more recent Bay Area tax increases on sugar-sweetened drinks, have not only led to reduced sales. They are also associated with significant changes in social norms and attitudes about the healthfulness of sweet drinks, said Kristine A. Madsen, a professor at UC Berkeley's School of Public Health and senior author of a paper published Nov. 25 in the journal BMC Public Health.

Over the span of just a few years, taxes coupled with significant media attention significantly affected the public's overall perceptions of sugar-sweetened beverages, which include sodas, some juices and sports drinks. Such a shift in the informal rules surrounding how people think and act could have major implications for public health efforts more broadly, Madsen said.

"Social norms are really powerful. The significant shift we saw in how people are thinking about sugary drinks demonstrates what else we could do," Madsen said. "We could reimagine a healthier food system. It starts with people thinking, 'Why drink so much soda?' But what if we also said, 'Why isn't most of the food in our grocery stores food that makes us healthy?'"

Madsen and colleagues from UC San Francisco and UC Davis analyzed surveys from 9,128 people living in lower-income neighborhoods in Berkeley, Oakland, San Francisco and Richmond. Using data from 2016 to 2019 and 2021, they studied year-to-year trends in people's perception of sugar-sweetened beverages.




They wanted to understand how the four taxes in the Bay Area might have affected social norms surrounding sugary beverages -- the unwritten and often unspoken rules that influence the food and drinks we buy, the clothes we wear and our habits at the dinner table. Although social norms aren't visible, they are incredibly powerful forces on our actions and behaviors; just ask anyone who has bought something after an influencer promoted it on TikTok or Instagram.

Researchers asked questions about how often people thought their neighbors drank sodas, sports drinks and fruity beverages. Participants also rated how healthy several drinks were, which conveyed their own attitudes about the beverages.

The researchers found a 28% decline in the social acceptability of drinking sugar-sweetened beverages.

In Oakland, positive perceptions of peers' consumption of sports drinks declined after the tax increase, relative to other cities. Similarly, in San Francisco, attitudes about the healthfulness of sugar-sweetened fruit drinks also declined.

In other words, people believed their neighbors weren't drinking as many sugar-sweetened beverages, which affected their own interest in consuming soda, juices and sports drinks.

"What it means when social norms change is that people say, 'Gosh, I guess we don't drink soda. That's just not what we do. Not as much. Not all the time,'" Madsen said. "And that's an amazing shift in mindsets."

The research is the latest from UC Berkeley that examines how consumption patterns have changed in the decade since Berkeley implemented the nation's first soda tax. A 2016 study found a decrease in soda consumption and an increase in people turning to water. Research in 2019 documented a sharp decline in people turning to sugar-sweetened drinks. And earlier this year, Berkeley researchers documented that sugar-sweetened beverage purchases declined dramatically and steadily across five major American cities after taxes were put in place.




The penny-per-ounce tax on beverages, which is levied on distributors of sugary drinks -- who ultimately pass that cost of doing business on to consumers -- is an important means of communicating about health with the public, Madsen said. Researchers tallied more than 700 media stories about the taxes on sugar-sweetened beverages during the study period. That level of messaging was likely a major force in driving public awareness and norms.

It's also something Madsen said future public health interventions must consider. It was part of the progress made in cutting cigarette smoking and seems to be working with sugary drinks. And it's those interventions that can lead to individual action.

"If we change our behaviors, the environment follows," Madsen said. "While policy really matters and is incredibly important, we as individuals have to advocate for a healthier food system."
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Mothers' language choices have double the impact in bilingual families | ScienceDaily
New research shows that mothers have twice the impact on language exposure, challenging traditional parenting advice.


						
Parents hoping to raise bilingual children have long been given the advice to follow a strict one-parent-one-language approach. However, a recent Concordia University study reveals that bilingual Montreal families are charting their own path -- with mothers having an extensive impact on children's language exposure.

The study found that instead of following the one-parent-one-language approach, in Montreal families it is more common for both parents to speak both languages to their children.

"This made sense to us, because there are a lot of adults in Montreal who are actively bilingual," says Andrea Sander-Montant, a PhD student at the Concordia Infant Research Lab and the study's lead author.

"It's also telling us that families are using approaches that they feel comfortable with, despite traditional advice given to parents about raising bilingual children."

The researchers analyzed questionnaires filled out by hundreds of families that had participated in the lab's studies between 2013 and 2020. They identified four main strategies: one-parent-one-language, both-parents-bilingual, one-parent-bilingual (where one parent used both languages and the other used one) and one-language-at-home (where one language is used at home and another one is used outside the home, such as at daycare).

"We found that none of these strategies told us much about what the children actually heard at home. There was very little association between the strategies used and how much they were hearing of either language," explains Krista Byers-Heinlein, a professor in the Department of Psychology and the study's supervising author.




'A new way of talking about transmitting languages'

This means that there wasn't a single strategy that could be singled out as "best" to raise a child bilingually. But when they looked at parents' language use individually rather than the family's overall strategy, the researchers had an unexpected and striking finding: mothers had up to twice the impact on language exposure compared to fathers.

"In the average family, if the mother is speaking only French, for example, the child will hear a lot of French. If the father is the only one speaking French, the child will hear a lot less," says Byers-Heinlein.

The outside influence of mothers was particularly clear in heritage-language families. Among a subgroup of 60 families within the nearly 300 studied who were using a community language (either English or French) and a heritage language at home, mothers were typically the ones transmitting the heritage language, even if both parents were heritage-language speakers.

"We think this may be the case because mothers still spend more time at home than fathers. There may also be cultural factors at play, where mothers feel it is their responsibility to transmit the language," adds Sander-Montant.

"This points to a new way of talking about transmitting languages," says Byers-Heinlein, the Concordia University Research Chair on Bilingualism and Open Science. "We estimate that young children need 20 to 30 waking hours weekly hearing each of the languages they are acquiring. Rather than stressing about using this or that strategy, families can make a calculation of who is spending time with the child and then work backwards to figure out how the child can receive enough experience in each language from fluent speakers."

The researchers believe these findings will have real-world impact for policymakers, health-care workers and professionals who closely work with and give advice to bilingual families. The research points out the need for flexible, family-centred recommendations to support bilingual development.
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Better environmental performance boosts profits and cuts costs | ScienceDaily
Sustainable practices in business are more than just an ethical responsibility; they make sound financial sense. Researchers from Kyushu University, in a study published on December 10, 2024, in Corporate Social Responsibility and Environmental Management, reveal that companies with better environmental performance and transparent disclosures can lower costs and boost profits.


						
Investors are increasingly recognizing companies' contributions toward carbon neutrality, driving the growth of environmental, social, and governance (ESG) investing. To support this trend, the Sustainability Accounting Standards Board (SASB) has provided an industry-specific framework to help companies effectively communicate their sustainability risks and opportunities to investors. Many companies now disclose their environmental information using this framework, and in many countries around the world, such transparency is becoming mandatory.

Despite the advancements, the impact of corporate environmental strategies and performance on costs and profits remains unclear. To address this, Professor Hidemichi Fujii from Kyushu University's Faculty of Economics and his team analyzed financial and environmental data from 8,547 companies across 34 countries spanning 2015 to 2022.

The team developed two quantitative indicators to assess corporate environmental information: materiality-based scores and overall environmental scores.

"Financial materiality is a relatively new concept. Environmental priorities vary across industries, as different companies face different key environmental challenges. Financial materiality helps investors assess whether disclosed information is relevant, and supports informed decision-making," explained Siyu Shen, a graduate student at Kyushu University's Graduate School of Economics and the paper's first author.

According to the SASB framework, environmental issues can be categorized into six areas, including greenhouse gas emissions, and water & wastewater management. For instance, water management is highly relevant to industries like mining but less critical for sectors such as finance. Materiality-based scores quantify only the relevant issues to see how efficiently a company addresses environmental challenges, while overall environmental scores evaluate all disclosed information to assess a company's general environmental efforts.

The researchers applied these two scores to assess companies' environmental disclosures and performance. They found that companies with stronger environmental engagement can achieve better financial outcomes, including enhanced short- and long-term profits, and reduced costs. Notably, firms with superior environmental performance -- rather than those focusing merely on disclosure -- demonstrate better financial results and attract greater interest from investors.




"Investors value what companies do for the environment more than what they say," says Fujii. "By taking concrete action on environmental issues, companies signal sustainability and reliability to consumers and investors, lowering perceived risks, and strengthening their appeal as stable and ethical investments."

While overall environmental scores have a clear positive link to financial performance, materiality-based scores show only a limited correlation. This contradicted the team's hypothesis, leading them to explore differences in how environmental efficiency is valued across countries.

A closer look at the global data reveals that environmental efficiency is more strongly tied to financial performance in developed countries, such as America and Japan. In contrast, it remains less significant in developing countries like Chile and Indonesia.

"This difference likely reflects variations in environmental regulations and public awareness across countries," Shen explains. "In more economically developed countries, where companies have long been engaged in sustainability efforts, improving environmental efficiency can enhance profitability and market valuation. Meanwhile, in developing regions, as the overall regulatory frameworks are still developing, the priority is placed on environmental performance and transparency rather than efficiency."

The team is further investigating how macroeconomic factors, such as regulatory and social environments,influence corporate sustainability practices and financial outcomes across countries. Through a series of studies, they aim to provide scientific evidence of the impact of corporate environmental information disclosure and conservation efforts on economic performance. "We expect our international comparative studies to offer useful information for promoting effective policy planning to promote proactive responses to environmental issues," Fujii adds.
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Resolving ambiguity: How the brain uses context in decision-making and learning | ScienceDaily
Life can be tricky. We have so many decisions to make. It's a good thing we have an orbitofrontal cortex and hippocampus to help us. These areas of the brain, according to researchers at UC Santa Barbara, work together to help us sort through tasks that require resolving ambiguity, that is, situations in which the meaning of stimuli changes depending on context.


						
"I would argue that that's the foundation of cognition," said UCSB neuroscientist Ron Keiflin, whose lab investigates the neural circuits behind valuation and decision-making. "That's what makes us not behave like simple robots, always responding in the same manner to every stimulus. Our ability to understand that the meaning of certain stimuli is context-dependent is what gives us flexibility; it is what allows us to act in a situation-appropriate manner."

For instance, he said, your phone could be ringing, but whether you answer it will depend on a variety of factors, including where you are, what you're doing, what time it is, who may be calling and other details. It's a single stimulus, Keiflin said, "but depending on the background circumstances, it's going to be processed differently and you might decide to engage with it in a different manner."

The research, published in the journal Current Biology, is the first to causally test the relative contributions of the orbitofrontal cortex and hippocampus in this contextual disambiguation process.

Making meaning 

The orbitofrontal (OFC) occupies the front part of the brain right above the eyes. It's associated with reward valuation, planning, decision-making and learning. The dorsal hippocampus (DH) is located farther back, deeper into the brain, and it's associated with spatial navigation and episodic memory.

"Historically, research on the orbitofrontal cortex and the hippocampus has proceeded largely in parallel, but ultimately these different lines of research reached very similar conclusions for these two brain regions," Keiflin said.




"The idea is that these two brain regions encode a 'cognitive map' of the structure of the world," he said, noting that it doesn't have to be a purely spatial map. "It's a map of the causal structure of the environment; you can use this map to mentally simulate consequences of your actions and choose the best path forward.

This cognitive map is precisely what one needs to understand that the meaning of a cue depends on the context. But studies before this one hadn't explicitly tested the role of these regions in contextual disambiguation.

To understand how these two regions contributed to contextual disambiguation, the researchers devised an experiment in which rats were exposed to brief auditory cues, presented in either a bright or a dark context (the context was changed by turning a light bulb on or off). The auditory cues would sometimes lead to reward (a little bit of sugar water), but not always; other times the same cues would have no consequence, making them ambiguous predictors of rewards. Eventually the rats would learn that one auditory cue was rewarded only in the light-, but not the dark- context; while the opposite was true for the other auditory cue. In other words, they would learn that the meaning of the cues was context-dependent.

The researchers knew when the rat had learned to discriminate between the two situations when the rats approached and licked the sugar water cup in anticipation of the reward in one setting, or not, in the other setting.

To determine how the orbitofrontal cortex and hippocampus were involved in this contextual disambiguation process, the researcher used "chemogenetics" -- a tool that allowed them to temporarily inactivate either of these structures during the task.

They found that inactivation of the OFC had profound effects in the task. Without a functional OFC, rats were no longer able to use the context to inform their prediction and regulate their reward seeking behavior. Surprisingly, DH was largely dispensable in this task; rats were completely unfazed by the inactivation of their hippocampus and they continued to perform the task with high accuracy.




Does this mean that the DH is not involved in contextual disambiguation? Not exactly. A key moment in their lab was when the researchers realized that knowledge is not only important for the recall of past learning, but also essential for future learning.

"If I walked into an advanced math lecture, I would understand -- and learn -- very little," Keiflin said. "But someone more mathematically knowledgeable would be able to understand the material, which would greatly facilitate learning.

Applied to our task, we thought that prior knowledge of context-dependent relationships would facilitate learning of new context-dependent relationships," he continued. "And indeed, this is exactly what we observed."

It took more than four months of training for rats to learn the initial context-dependent pairs, he said; however, once equipped with a cognitive map of context-dependent relationships, rats could learn new context-dependent relationships in just a few days.

Using the same chemogenetic approach, researchers examined the role of the OFC and DH is this knowledge-accelerated form of learning. This time, they found that both the OFC and the DH were essential. Without these structures, rats could not use their prior knowledge to make inferences about new context-dependent relationships.

The conclusion is that the OFC and DH both contribute to contextual disambiguation, but in partially different ways: OFC is essential for using contextual knowledge to regulate behavior, DH on the other hand is more important for using contextual knowledge to facilitate new contextual learning.

The fact that prior knowledge influences learning is well established in psychology and well known by educators, however it is often ignored in neuroscience research, Keflin pointed out.

"A better neurobiological understanding of this rapid learning and inference of context-dependent relations is critical, as this form of learning is probably much more representative of the human learning experience."
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These are now the smokiest cities in America | ScienceDaily
Normally, America's smokiest cities lie out west. But Canada's unusually intense 2023 wildfire season smothered American cities in smoke farther east than is usual, according to new research to be presented on at AGU's 2024 Annual Meeting.


						
Smoke from forest fires impacts millions of people every year. It can travel thousands of miles from its origin, creating a layer of haze and worsening respiratory conditions such as asthma.

Now, researchers have developed a new algorithm using satellite imagery and particulate matter (PM2.5) levels to quickly see which parts of the country experienced the most smoke over the last five years. Cities in Oregon, Nevada, Washington and other Western states had the highest smoke levels on average. But 2023 saw metropolitan areas as far east as Baltimore flooded with unhealthy smoke levels, and cities in Wisconsin and Minnesota bore the brunt of the incoming smoke from Canadian forest fires.

Knowing where smoke strikes can help cities prepare for health issues and understand just how much of their PM2.5 air pollution comes down to wildfires, said Dan Jaffe, an atmospheric chemist at the University of Washington who led the research.

Jaffe will present his research on 10 December at AGU's 2024 Annual Meeting in Washington, D.C.

Smoke City, USA

Wildfires are growing in size and frequency because of climate change, and as people move from urban areas to woodlands and other more fire-prone areas, the population exposed to smoke is growing. Current methods for measuring impacts of wildfire often focus on "smoke days," where smoke is above 'normal' levels. Those methods are labor intensive, and data analysis can take up to a year to complete.




To get a faster turnaround time, Jaffe and colleagues created an algorithm that could quickly sorted through two sets of data collected between 2019 and 2023: satellite images of smoke and PM2.5 concentrations collected at ground level throughout the United States. The researchers trained an algorithm to recognize smoke days from these two data sets. They then added health data from hospitals in those cities to see whether smoke had an impact on emergency room visits during especially hazy days.

The algorithm revealed that three cities in western Oregon -- Medford, Grants Pass and Bend -- were the smokiest cities on average over five years. In Medford, the smokiest city, daily levels of PM2.5 averaged 4.2 mg/m3 over one year. Smoke doesn't impact towns every day. But averaged out over a whole year, the smokiest cities in each Western state saw daily averages of 3.4 mg/m3 in Gardenville-Rancho in Nevada; 2.7 mg/m3 in Bishop, California; Yakima, at 2.5 mg/m3 in Washington; and 2.3 mg/m3 in Fairbanks-College, Alaska. The smokiest city with more than a million people is the Sacramento metropolitan area, with an annual daily PM2.5 averaging 2.0 mg/m3.

The EPA recommends that annual exposure to PM2.5 should not exceed 9.0 ug/m3. That means that in the smokiest parts of the country, average daily exposures are "a very significant fraction' of the EPA's annual cut off, Jaffe said.

A strange wildfire season

States outside the West also saw a rise in emergency room visits due to smoke. The researchers estimate that around one-third of all PM2.5-related emergency room visits in Detroit during 2023 were due to smoke. Those visits were likely caused by smoke from Canadian fires pouring in over the border.

"2023 was this strange year where the Canadian forests were just torched like crazy, and the Midwest got hit extremely hard," Jaffe said.




Within the study period, 2023 saw the highest increase in emergency room visits related to wildfire smoke. The entire country saw an extra 16,000 emergency room visits during "smoke days" in 2023 compared to previous years. In Bend, Oregon, a city that outside of the fire season has relatively clean air, around 60% of asthma-related visits in 2023 were related to smoke.

Because of the Canadian fires, North Dakota, Minnesota and Wisconsin joined the list of smokiest spots. Even Baltimore's daily PM2.5 average reached 2.0 mg/m3 in 2023, compared to an average of 0.7 mg/m3 during the other four years.

A repeat of 2023 isn't likely to occur immediately, Jaffe said. But wildfire patterns are changing in North America. That comes with health implications for millions of Americans, with a growing body of research suggesting that smoke exposure can have long-term impacts on human health.

"For cities and towns, I think it's important to be planning ahead and thinking about what's a normal year, and what's an extreme year," Jaffe said.
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AI predicts that most of the world will see temperatures rise to 3degC much faster than previously expected | ScienceDaily
Three leading climate scientists have combined insights from 10 global climate models and, with the help of artificial intelligence (AI), conclude that regional warming thresholds are likely to be reached faster than previously estimated.


						
The study, published in Environmental Research Letters by IOP Publishing, projects that most land regions as defined by the Intergovernmental Panel on Climate Change (IPCC) will likely surpass the critical 1.5degC threshold by 2040 or earlier. Similarly, several regions are on track to exceed the 3.0degC threshold by 2060 -- sooner than anticipated in earlier studies.

Regions including South Asia, the Mediterranean, Central Europe and parts of sub-Saharan Africa are expected to reach these thresholds faster, compounding risks for vulnerable ecosystems and communities.

The research, conducted by Elizabeth Barnes, professor at Colorado State University, Noah Diffenbaugh, professor at Stanford University, and Sonia Seneviratne, professor at the ETH-Zurich, used a cutting-edge AI transfer-learning approach, which integrates knowledge from multiple climate models and observations to refine previous estimates and deliver more accurate regional predictions.

Key Findings

Using AI-based transfer learning, the researchers analysed data from 10 different climate models to predict temperature increases and found:
    	34 regions are likely to exceed 1.5degC of warming by 2040.
    	31 of these 34 regions are expected to reach 2degC of warming by 2040.
    	26 of these 34 regions are projected to surpass 3degC of warming by 2060.

Elizabeth Barnes says:

"Our research underscores the importance of incorporating innovative AI techniques like transfer learning into climate modelling to potentially improve and constrain regional forecasts and provide actionable insights for policymakers, scientists, and communities worldwide."

Noah Diffenbaugh, co-author and professor at Stanford University, added:

"It is important to focus not only on global temperature increases but also on specific changes happening in local and regional areas. By constraining when regional warming thresholds will be reached, we can more clearly anticipate the timing of specific impacts on society and ecosystems. The challenge is that regional climate change can be more uncertain, both because the climate system is inherently more noisy at smaller spatial scales and because processes in the atmosphere, ocean and land surface create uncertainty about exactly how a given region will respond to global-scale warming."
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Human disruption is driving 'winner' and 'loser' tree species shifts across Brazilian forests | ScienceDaily
Fast-growing and small-seeded tree species are dominating Brazilian forests in regions with high levels of deforestation and degradation, a new study shows.


						
This has potential implications for the ecosystem services these forests provide, including the ability of these 'disturbed' forests to absorb and store carbon. This is because these "winning" species grow fast but die young, as their stems and branches are far less dense than the slow growing tree species they replace.

Wildlife species adapted to consuming and dispersing the large seeds of tree species that are being lost in human-modified landscapes may also be affected by these shifts.

Authors of the study, published today in Nature Ecology and Evolution, say their findings highlight the urgent need to conserve and restore tropical forests, prevent degradation, and implement measures to protect and boost populations of the large-bodied birds like toucans and mammals such as spider monkeys that disperse the seeds of "losing" slow-growing large-seeded tree species.

An international team of researchers examined a unique dataset of more than 1,200 tropical tree species over more than 270 forest plots across six regions of Brazilian Amazon and Atlantic forests that have been altered by people through activities such as deforestation and local disturbances like logging, hunting and burning.

The researchers looked at the overall structure of the landscapes surrounding each forest plot and, using multiple statistical models, they were able to identify the causal effects of habitat loss, fragmentation and local degradation on the composition of forests, as well as identifying the attributes of so-called "winners" and "losers" species.

"We found that the tree species dominating landscapes with high forest cover tend to have dense wood and large seeds, which are primarily dispersed by medium to large-bodied animals typical of Brazil's rainforests," said Bruno X. Pinho, first author of the study who conducted most of the research while at the University of Montpellier (now at the University of Bern). "In contrast, in highly deforested landscapes, where remaining forests face additional human disturbances, these tree species are losing out to so-called 'opportunistic' species, which have softer wood and smaller seeds consumed by small, mobile, disturbance-adapted birds and bats. These species typically grow faster and have greater dispersal capacity."

The researchers found this was happening despite differing geography, climate and land-use contexts.




This study highlights the urgent need to strengthening the conservation and restoration of tropical forests to preserve these vital ecosystems.

"The strong influence of forest degradation in some Amazonian regions demonstrates the importance of going beyond tacking deforestation and also combating forest disturbances, such as selective logging and fires," said Senior Investigator Professor Jos Barlow, of Lancaster University.

Tropical forests constitute the most important reservoir of terrestrial biodiversity. They play a major role in absorbing greenhouse gasses and provide essential ecosystem services. Yet they are victims of rapid deforestation and fragmentation, with the loss of 3 to 6 million hectares per year over the last two decades. A large part of today's tropical forests are therefore found in landscapes modified by humans and exposed to local disturbances.

"These functional replacements have serious implications that urgently need to be quantified. They suggest possible deteriorations of essential processes of these ecosystems and their contributions to human populations, in particular through changes in carbon stocks -- but also in fauna-flora interactions and forest regeneration," explains Felipe Melo, second author of the study and researcher at the Federal University of Pernambuco in Brazil (now at Nottingham Trent University).

"There is broad consensus on the negative impact of habitat loss on biodiversity, but the independent effects of landscape fragmentation and local disturbance remain less well understood, in part because of the difficulty in disentangling cause-and-effect relationships on the one hand and non-causal associations on the other," explains David Bauman, of the French National Research Institute for Sustainable Development (IRD) and co-author of the study.

The study also helps address these questions, and shows that policies should focus on preserving and enhancing forest cover and preventing degradation, andcan worry less about how the remaining forests are distributed across the landscape.

The study, which received funding support from the UKRI National Environment Research Council, is outlined in the paper 'Winner-loser plant trait replacements in human-modified tropical forests' published in Nature Ecology and Evolution.
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Increased area income improves birthweight rates, researchers find | ScienceDaily
Higher incomes are often correlated with healthier pregnancies and babies, but is it really the money that matters? Sedimentary rocks that formed 390 million years ago, surprisingly, help provide the answer, at least for those who live above the Marcellus Shale formation, according to a team led by researchers at Penn State.


						
Using the Marcellus Shale economic boom -- which originated with extracting natural gas from the formation and pumped billions of dollars into Pennsylvania between 2007 and 2012 -- the researchers examined area incomes and birth weights, among other variables, in school districts sitting atop the black rock that stretches under much of Pennsylvania. In areas where the shale had the highest natural gas yield potential but not necessarily where wells were drilled, the researchers found an increase in area income across the socioeconomic spectrum led to a decrease in low birthweights, defined as less than five and a half pounds.

More specifically, in a group comprising 12,930 sibling pairs -- one born pre-boom between 2005 and 2007 and another born post-boom between 2012 and 2013 -- the researchers found the percentage of babies born at a low weight decreased by 1.5%, from 6.3% to 5.8%. The percentage change represents nearly 600 babies in the study born at higher birthweight, a key indicator for better health outcomes, according to the researchers. They published their findings in Demography.

"We know that infants who are born with low birthweight have greater risk of developing cognitive and health challenges, which are associated with lower educational attainment, lifetime earnings and adult health," said lead author Molly Martin, professor of sociology and demography at Penn State. "What we didn't know is whether income gains would improve pregnancy and infant health."

Birthweight is tied to multiple health outcomes for babies, from immediate indicators, such as the ability to breathe, strength of their immune system and infant mortality, to long-term developmental factors and disease risk. To better understand how area income increases impact birthweight, pre-term birth rates, maternal health and behaviors before and during pregnancy, such as smoking and prenatal care compliance, the researchers used a "quasi-experimental" design. This is a common approach in the social sciences that can help estimate cause-and-effect relationships, not just identify correlations, among variables.

"It is impossible to randomly assign people to different lives with different resources," Martin said, explaining that the shale formation provided an independent touchstone completely divided from any social or cultural influence. "All of the things that encourage or accompany an economic boom, such as development or job creation or pollution, influence outcomes at the surface. The areas of the shale formation with the greatest potential value serve as the predictor of economic improvement on the surface above."

The Marcellus Shale economic boom served as a "natural experiment" of changing factors, Martin said. Her team used 21 datasets comprising information on demographics, taxes, births, expanded development like building roads for drilling well access, environmental impacts, including pollution, and more from national and state sources to crosscheck and control for potential confounding influences. The sibling group, which represented 271 districts, allowed the researchers to tighten controls even more and rule out things like differences in parenting style and genetic predisposition. With all factors made equal, income increase benefits came down to the potential economic value of the shale underpinning a community.




"Our map doesn't focus on drilling but rather the potential economic impact based on the quality of the Marcellus Shale formation itself," Martin said. "If communities lived above areas estimated to contain more natural gas, they had more money -- even if drilling was not as extensive. And those communities had decreased rates of low birth weight."

Income gains at the community level also led to a 1.8 percentage point increase in the rate of people receiving adequate prenatal care. However, income improvements did not bolster all pregnancy-related outcomes. Martin said they were surprised to find that they did not see improvements in pregnancy health and health behaviors -- such as gestational weight or smoking rates.

Alexander Chapman, postdoctoral fellow in Penn State's Edna Bennett Pierce Prevention Research Center, explained that their findings suggest income increases, even at the community-level, improve the well-being of pregnant people and their newborns, even if it doesn't necessarily change individual behaviors.

"Income gains potentially reduce the number of stressors and hardships -- or their consequences -- leading to improvements in infant health," Chapman said.

The researchers are continuing to examine the data to further explore how income gains affect children and families and inform public policies aimed at improving population health. According to Martin, their findings specifically highlight the benefits of community-wide economic improvements.

"This finding backs up other studies that show how important improvements in living standards are for health," Martin said. "The development of the Marcellus Shale formation brought millions of dollars to parts of Pennsylvania, much more than the typical increases in targeted government funding for public assistance or infant health. The community-wide economic improvement benefitted people across the income spectrum."

Tiffany L. Green, associate professor of obstetrics and gynecology and population health sciences, University of Wisconsin-Madison, also contributed to this project.

This work was supported by the Russell Sage Foundation, the National Institutes of Health, the National Institute on Drug Abuse, the Society of Family Planning Research Fund, the County Health Rankings and Roadmaps Program, Penn State's Social Science Research Institute, Penn State's Population Research Institute, Penn State's Edna Bennett Pierce Prevention Research Center, and the University of Wisconsin's Center for Demography and Ecology and School of Medicine and Public Health Centennial Scholars Program.
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Long-distance friendships can provide conservation benefits | ScienceDaily
While sustaining friendships from afar can be challenging, they may offer unexpected benefits for environmental conservation.


						
A Washington State University-led study, recently published in Conservation Letters, found that these social ties can positively influence community-based conservation. While the study focused on 28 fishing villages in northern Tanzania, it has potential broader implications for global conservation efforts.

"Our findings challenge the notion that external connections undermine conservation," said Kristopher Smith, the study's lead author and a postdoctoral fellow at the Paul G. Allen School for Global Health. "We show that these relationships can also foster trust and cooperation, essential for managing shared natural resources."

The research reveals that individuals with more friends in neighboring communities are significantly more likely to participate in activities aimed at sustainable fisheries management. Relative to a person with no long-distance friends, having even just one friend in another village led to a 15% increase in conservation activities such as beach cleanups, reporting illegal fishing practices and educating others about sustainable resource management.

The researchers attribute this effect to the unique support long-distance friends provide, such as loans to buy fishing equipment, which are harder to obtain locally. This mutual reliance fosters interdependence, creating incentives for both parties to protect shared resources.

For their analysis, Smith and colleagues conducted interviews with 1,317 participants in Tanzania's Tanga region. They used Bayesian statistical models to examine how the number of long-distance relationships and levels of trust between people in different communities influenced participation in Beach Management Unit activities. These locally governed organizations composed of fishers and other stakeholders oversee fisheries management -- a task that requires collaboration across villages due to the shared nature of fishery resources.

The researchers found that long-distance friendships drive participation in the unit activities in two ways. First, individuals with more long-distance friends were directly more engaged in conservation actions. Second, these relationships helped build trust between communities, further encouraging cooperation across boundaries. Participants with high levels of trust in other communities were significantly more likely to engage in fisheries management activities compared to those who relied solely on relationships in their home communities. Surprisingly, trust in local community members had little to no effect on participation, suggesting the unique role of cross-community ties in promoting collective action.




While the study highlights the benefits of long-distance friendships, it also acknowledges their potential downsides. Previous research has shown that such ties can lead to "leakage," where friends collaborate to bypass conservation rules. For instance, they might share information about patrol schedules, enabling illegal activities.

"What's unique about our findings is that we're showing both sides of the coin," Smith said. "While these relationships can lead to rule-breaking, they also have significant potential to drive conservation."

The study's findings are already being applied by local organizations like the Mwambao Coastal Community Network, a collaborator in the study. This Tanzanian non-governmental organization works with fishery communities to build cross-village relationships through initiatives like periodic fishery closures and reopening events. These activities help demonstrate the tangible benefits of conservation and foster connections between communities.

"This research validates what organizations like Mwambao are already doing," Smith said. "By providing evidence that building long-distance relationships has added benefits, this research can potentially guide large-scale initiatives of organizations like our collaborator Mwambao."Moving forward, the research team plans to explore the dynamics of long-distance relationships in other natural resource contexts, such as forestry and efforts to reduce carbon emissions. They want to know more about when long-distance relationships lead to leakage vs effective conservation.

Ultimately, the findings could have broad implications for global conservation efforts, particularly as governments and organizations grapple with challenges like climate change and biodiversity loss. Conservation policies that encourage inter-community relationships, such as exchange programs or joint training sessions, could leverage the benefits of long-distance trust to scale sustainable practices.

"Long-distance relationships have long been part of how people manage resource access," said Anne Pisor, a co-author on the study and assistant professor of anthropology at Penn State University. "By working with these relationships, organizations can build on something tried and true when addressing a number of 21st century problems."
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AI predicts Earth's peak warming | ScienceDaily
Researchers have found that the global goal of limiting warming to 1.5 degrees Celsius above pre-industrial levels is now almost certainly out of reach.


						
The results, published Dec. 10 in Geophysical Research Letters, suggest the hottest years ahead will very likely shatter existing heat records. There is a 50% chance, the authors reported, that global warming will breach 2 degrees Celsius even if humanity meets current goals of rapidly reducing greenhouse gas emissions to net-zero by the 2050s.

A number of previous studies, including the authoritative assessments by the Intergovernmental Panel on Climate Change, have concluded that decarbonization at this pace would likely keep global warming below 2 degrees.

"We've been seeing accelerating impacts around the world in recent years, from heatwaves and heavy rainfall and other extremes. This study suggests that, even in the best case scenario, we are very likely to experience conditions that are more severe than what we've been dealing with recently," said Stanford Doerr School of Sustainability climate scientist Noah Diffenbaugh, who co-authored the study with Colorado State University climate scientist Elizabeth Barnes.

This year is set to beat 2023 as Earth's hottest year on record, with global average temperatures expected to exceed 1.5 degrees Celsius or nearly 2.7 degrees Fahrenheit above the pre-industrial baseline, before people started burning fossil fuels widely to power industry. According to the new study, there is a nine-in-ten chance that the hottest year this century will be at least half a degree Celsius hotter even under rapid decarbonization.

Using AI to refine climate projections

For the new study, Diffenbaugh and Barnes trained an AI system to predict how high global temperatures could climb, depending on the pace of decarbonization.




When training the AI, the researchers used temperature and greenhouse gas data from vast archives of climate model simulations. To predict future warming, however, they gave the AI the actual historical temperatures as input, along with several widely used scenarios for future greenhouse gas emissions.

"AI is emerging as an incredibly powerful tool for reducing uncertainty in future projections. It learns from the many climate model simulations that already exist, but its predictions are then further refined by real-world observations," said Barnes, who is a professor of atmospheric science at Colorado State.

The study adds to a growing body of research indicating that the world has almost certainly missed its chance to achieve the more ambitious goal of the 2015 Paris Climate Agreement, in which nearly 200 nations pledged to keep long-term warming "well below" 2 degrees while pursuing efforts to avoid 1.5 degrees.

A second new paper from Barnes and Diffenbaugh, published Dec. 10 in Environmental Research Letterswith co-author Sonia Seneviratne of ETH-Zurich, suggests many regions including South Asia, the Mediterranean, Central Europe, and parts of sub-Saharan Africa will surpass 3 degrees Celsius of warming by 2060 in a scenario in which emissions continue to increase -- sooner than anticipated in earlier studies.

Extremes matter

Both new studies build on 2023 research in which Diffenbaugh and Barnes predicted the years remaining until the 1.5 and 2 degrees Celsius goals are breached. But because these thresholds are based on average conditions over many years, they don't tell the full story of how extreme the climate could become.




"As we watched these severe impacts year after year, we became more and more interested in predicting how extreme the climate could get even if the world is fully successful at rapidly reducing emissions," said Diffenbaugh, the Kara J Foundation Professor and Kimmelman Family Senior Fellow at Stanford.

For a scenario in which emissions reach net-zero in the 2050s -- the most optimistic scenario widely used in climate modeling -- the researchers found a nine-in-ten chance that the hottest year this century will be at least 1.8 degrees Celsius hotter globally than the pre-industrial baseline, with a two-in-three chance for at least 2.1 degrees Celsius.

For a scenario in which emissions decline too slowly to reach net-zero by 2100, Diffenbaugh and Barnes found a nine-in-ten chance that the hottest year will be 3 degrees Celsius hotter globally than the pre-industrial baseline. In this scenario, many regions could experience temperature anomalies at least triple what occurred in 2023.

Investing in adaptation

The new predictions underline the importance of investing not only in decarbonization but also in measures to make human and natural systems more resilient to severe heat, intensified drought, heavy precipitation, and other consequences of continued warming. Historically, those efforts have taken a back seat to reducing carbon emissions, with decarbonization investments outstripping adaptation spending in global climate finance and policies such as the 2022 Inflation Reduction Act.

"Our results suggest that even if all the effort and investment in decarbonization is as successful as possible, there is a real risk that, without commensurate investments in adaptation, people and ecosystems will be exposed to climate conditions that are much more extreme than what they are currently prepared for," Diffenbaugh said.
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Tourism leads the pack in growing carbon emissions | ScienceDaily
A University of Queensland-led study shows greenhouse gas emissions from tourism have been growing more than 2 times faster than those from the rest of the global economy.


						
Associate Professor Ya-Yen Sun from UQ's Business School said rapid expansion in travel demand has meant carbon from tourism activities accounts for 9% of the world's total emissions.

"Without urgent interventions in the global tourism industry, we anticipate annual increases in emissions of 3 to 4% meaning they will double every 20 years," Dr Sun said.

"This does not comply with the Paris Agreement which requires the sector to reduce its emissions by more than 10% annually.

"The major drivers behind the increasing emissions are slow technology improvements and a rapid growth in demand."

The study involved researchers from UQ, Griffith University, the University of Sydney and Linnaeus University (Sweden), and tracked international and domestic travel for 175 countries.

It found tourism's global carbon footprint increased from 3.7 gigatonnes (Gt) to 5.2 Gt between 2009 and 2019. The most net emissions were reported in aviation, utilities and private vehicle use for travel.




The emissions growth rate for tourism was 3.5% per annum during the decade while global emissions increased by 1.5% per annum from 50.9 Gt to 59.1 Gt.

The United States, China, and India dominated the list and were responsible for 60% of the total increase in tourism emissions across the study period.

Australia ranked in the top 20 countries that together contributed three quarters of the total tourism carbon footprint in 2019.

"The biggest carbon challenge in tourism is air travel," Dr Sun said.

"Reducing long-haul flights is one of the recommendations we've put forward to help the industry lower its emissions, along with targeted measures such as carbon dioxide taxes, carbon budgets, and alternative fuel obligations.

"Cutting back on marketing long-haul travel and identifying a national growth threshold would also help rein in the rapid expansion of emissions.




"At a local level, tourism operators could look to renewable electricity for accommodation, food and recreational activities and switch to electric vehicles for transport.

"In Australia, if businesses select an electricity plan based on renewables rather than coal, they'll be reducing their emissions."

Dr Sun has presented the research findings at a session on Enhanced Climate Action in Tourism the UN Climate Change Conference (COP29) in Azerbaijan.

Research collaborators include Dr Futu Faturay, Professor Manfred Lenzen, Professor Stefan Gossling and Professor James Higham.

The research is published in Nature Communications.
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Americans are uninformed about and undervaccinated for HPV | ScienceDaily
The human papillomavirus (HPV), a common sexually transmitted infection, accounts for 70% of all throat cancers, according to the National Cancer Institute. While commonly associated with cervical cancer, throat cancer is now the most common type of HPV-related cancer.


						
However, the majority of American adults are unaware that HPV can cause throat cancer and are not taking advantage of the one proven method for prevention -- the HPV vaccine.

These are the conclusions of two recent studies from the USC Head and Neck Center, part of Keck Medicine of USC and the USC Caruso Department of Otolaryngology -- Head and Neck Surgery, that examined public knowledge of the link between HPV and throat cancer and HPV vaccination rates among adults, respectively.

The research suggests that less than one-third of Americans associate HPV with throat cancer and less than 7% of adults eligible for the vaccine have completed the full course of the HPV vaccine, which is three doses for adults.

"This data is very worrisome because knowledge is the first step toward disease prevention," said Daniel Kwon, MD, a head and neck surgeon with Keck Medicine and lead author of a study examining trends in HPV vaccination rates for adults. "The public is missing crucial information about the link between throat cancer and HPV, as well as the fact that vaccines may prevent HPV-related throat cancer."

The need for greater HPV-related throat cancer awareness 

Each year, some 43 million Americans are infected with HPV, and most sexually active adults will contract HPV at some time in their lives. Most HPV infections are asymptomatic and resolve on their own. However, in some cases, the infection can lead to cancer, including throat cancer.




In 2006, an HPV vaccine was made available to females ages 9-26, then expanded to males ages 9-26 in 2009. In 2018, the vaccine was expanded to adults ages 27-45. While HPV vaccination for this older group may provide less benefit because most have already been exposed to HPV, there still may be benefits of vaccination, according to the Centers for Disease Control and Prevention (CDC).

To determine public awareness of HPV-related throat cancer, Dr. Kwon and fellow researchers compared data between the 2018 and 2020 iterations of the National Cancer Institute Health Information National Trends Survey, which tracks Americans' knowledge about cancer and health information related to cancer.

They focused on adults ages 27 to 45, who were newly eligible for the vaccine in 2018, to see how much of an impact the expansion of eligibility had on knowledge of HPV and throat cancer.

Study authors compared data from 3,504 adults in the 2018 survey with data from 3,865 adults in the 2020 survey assessing people's knowledge of HPV, the vaccine, the link between HPV and throat cancer and changes in awareness between 2018 and 2020.

While they found that most respondents were aware of HPV in both years studied, they were disappointed to discover that knowledge of the connection between HPV and throat cancer remained poor. In 2018, 27% of respondents reported they were aware of the link between HPV and throat cancer; in 2020, that number barely moved upward to 29.5%.

"These results are particularly disheartening because since the vaccine eligibility was expanded in 2018, health advocates have issued many guidelines and recommendations about HPV and throat cancer," said Kwon. "Clearly, more efforts are needed to educate the public about this risk."

Cervical cancer used to be the most widespread HPV-related cancer, but cervical cancer rates have declined through concerted efforts of the health care industry, according to Kwon. "HPV-related cervical cancer cases have decreased in large part due to successful HPV awareness campaigns targeting women," he said. He also notes that women get screenings for cervical cancer through regular Pap smears, but there is no screening available for throat cancer.




He emphasized the need for more education about the risk of HPV and throat cancer in men, as throat cancer affects men at a higher rate than women, he added.

Investigating HPV vaccination rates 

In a second study, researchers from the USC Head and Neck Center examined HPV vaccination rates among a nationally representative cohort of more than 26,000 adults ages 30-44 who completed questions on HPV vaccination from 2018-2022 through the Behavioral Risk Factor Surveillance System survey, a nationwide telephone survey conducted by the CDC.

The authors discovered that only 6.5% of those surveyed were fully vaccinated, and only 15.8% had completed any HPV vaccination.

Many factors play into the low HPV vaccination rate, according to the lead author of the study, Niels Kokot, MD, a head and neck surgeon with Keck Medicine. He cites not only a lack of general knowledge of the link between HPV and cancer, but also a lack of advertising about the HPV vaccine in comparison to other well-publicized campaigns such as for the flu or COVID-19 vaccines and growing vaccine hesitancy in the United States.

Socioeconomic status, race, education level, access to health care, sexual orientation and gender also play roles in who is getting vaccinated, he added, with men, Asian Americans, African Americans, Hispanics and those not having a personal health care provider among those less likely to be vaccinated.

Kokot hopes these findings will help spur greater public education on the HPV vaccine. He also recommends that any eligible adult who has not yet been vaccinated talk to a health care provider about vaccinations. "Every patient's circumstances are different, and the subject is worth a discussion to see if an individual would benefit from the vaccine," he said.

Besides cervical and throat cancer, HPV can also cause anal, penile, vaginal and vulvar cancers.
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What motivates Americans to eat less red meat? | ScienceDaily
Limiting red meat consumption is key to a sustainable and healthy diet, yet Americans are among the world's largest consumers of red meat. A new study reveals the demographics of American adults who choose not to eat red meat and finds that environmental concerns may matter more to them than health risks.


						
Researchers at Baruch College and the University of Southern California (USC) surveyed more than 7,500 adults as part of the Understanding America Study -- a probability-based Internet panel of individuals 18 and older. They will present their research at the December annual meeting of the Society for Risk Analysis in Austin, Texas.

When they analyzed the survey results, the researchers found that only 12 percent of participants reported they did not eat red meat. Adults who reported not eating red meat were more likely to have indicated that they:
    	were female
    	were 65 years of age or older
    	had a college degree
    	had an annual income of $60,000 or less
    	had voted for Democrats or Independents (vs. Republicans),
    	and self-identified as non-Hispanic Black, Hispanic, or Asian (vs. non-Hispanic whites).

When asked to choose their top two concerns of the past year, the non red-meat eaters were equally likely to choose "environment and climate change" or "health/healthcare." In the analysis of survey results, environmental concerns were associated with self-reports of not eating red meat while health concerns were not.

"People may be more familiar with the environmental benefits of not eating red meat than with the potential health benefits," says lead author Patrycja Sleboda, assistant professor of psychology at Baruch College in New York City.

The authors suggest that public awareness of the environmental impacts of eating red meat may be increasing due to rising climate change concerns. Red meat production is a major source of greenhouse gas emissions, deforestation, and water usage, according to the Intergovernmental Panel on Climate Change (IPCC). Production of meat and dairy contribute to 72-78 percent of global food-related greenhouse gas emissions and 15 percent of total global emissions. By eating less red meat, people can lower their own contribution of greenhouse gas emissions.

The lack of a significant association between health concerns and red-meat eating may reflect a lack of clear dietary recommendations in the United States. Studies have shown that high levels of both unprocessed red and processed meat have been associated with elevated risk for colorectal, stomach, and pancreatic cancers. The American Cancer Society recommends "limiting red and processed meat," while the American Heart Association suggests people eat more plant-based proteins and meatless meals.
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Fetal defense: Study reveals early immune protection in the womb | ScienceDaily
Latest research from Duke-NUS Medical School has revealed that foetuses are not as defenceless as once thought; they can actually fight infections from within the womb. This new understanding could significantly change the way doctors protect foetuses from infections that lead to serious health conditions, like microcephaly, where the baby's head is significantly smaller than expected for its age.


						
In the study, published in the journal Cell, the researchers discovered that a foetus has a functional immune system that is well-equipped to combat infections in its developing nervous system, long before birth. It had previously been shown that the mother's immune system was the sole source of protection from infection for a foetus. This breakthrough discovery could potentially benefit women who contract infections during pregnancy. Congenital disorders, including those caused by diseases transmitted from mothers to foetuses during pregnancy, cause approximately 240,000 newborn deaths yearly[1].

Associate Professor Ashley St John from the Programme in Emerging Infectious Diseases at Duke-NUS, the lead author on the study, said:

"Early in pregnancy, a foetus cannot survive on its own and we have always assumed that it mostly relies on the mother's immune system for protection against infections. However, we found that the foetus' own immune system is already able to mount defences against infections much earlier than previously thought."

Investigating further, the scientists studied the foetal immune response in a preclinical model using Zika virus strains from around the world. They found that immune cells react differently to infection -- either taking on a protective role and reducing damage to the foetus' developing brain or harming the foetus' brain by causing non-protective inflammation.

The study revealed new insights into the role of microglia, a type of immune cell found in the brain. Using human brain models known as organoids or mini-brains, the researchers confirmed that these cells take on a protective role during an infection and are crucial to the foetal immune system's defence against pathogens.

Monocytes, white blood cells produced in the bone marrow, were another type of immune cell that the researchers studied. The team, which included A*STAR scientists, found that besides being drawn to the foetal brain during an infection, they triggered detrimental inflammation in the brain, killing brain cells instead of eliminating the virus. While it had previously been shown that monocytes' harmful nature only manifests after birth, this finding showed that these immune cells can also cause damage to a developing foetal brain before birth.




Additionally, monocytes produce highly reactive molecules known as reactive oxygen species that help the body combat pathogens by alerting cells to a pathogen, a state in which they release inflammatory signals. However, the researchers observed an increased release of a particular inflammatory signal, called nitric oxide synthase-2 (NOS2), caused neuron damage when combined with reactive oxygen species in large volumes. Just as bleach can damage the fibres of a piece of clothing when used in excess, so too can immune responses harm a foetus' brain if they are not properly regulated.

In response to this finding, the scientists used an experimental anti-inflammatory drug to block the function of NOS2. This led to the reduction of non-protective inflammation induced by monocytes in the brain and protected the foetal brain from the damage that Zika infections can cause.

Assoc Prof St John said that the study brings a fresh perspective to the fight against congenital disorders stemming from infections:

"Our work has shown that the immune responses of foetuses can be either protective or harmful. Knowing how various immune cells contribute to foetal immune protection will be important in our continued search for ways to improve pregnancy outcomes."

"We hope that with further testing, we can establish the safety of the anti-inflammatory drug so that it can be developed into a viable form of treatment that protects foetuses from harmful inflammation in their brains," she added.

Professor Patrick Tan, Senior Vice-Dean for Research at Duke-NUS, commented:

"Around the world, there are huge efforts underway to map the different cells in our bodies and how they contribute to human health and disease. By revealing the intricacies of our earliest immune responses, this study brings us a step closer to having a more comprehensive understanding of the human body's inner workings, potentially paving the way for new medical interventions."

This new research is part of Duke-NUS' efforts to improve global health by bringing together basic scientific research and translational applications to pioneer novel biomedical solutions.
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Finding the weak points: New method to prevent train delay cascades | ScienceDaily
To help improve punctuality by understanding how delays propagate and identifying critical trains, researchers from the Complexity Science Hub (CSH), in collaboration with Austrian Federal Railways (OBB), have developed a new network-based method.


						
Train delays are not only a common frustration for passengers but can also lead to significant economic losses, especially when they cascade through the railway network. When a train is delayed, it often triggers a chain reaction, turning minor issues into widespread delays across the system. This can be costly. A report from the Association of American Railroads (AAR) indicates that a nationwide rail disruption in the US could cost the economy over $2 billion per day. Therefore, the pressing question for railway operators is: How to manage the cascading effect of delays efficiently and with minimal effort?

Using a novel network-based approach, researchers from the Complexity Science Hub (CSH) quantified the systemic risk posed by individual trains to the entire rail network in Austria. "This allows us to identify weak points in the system -- those trains that significantly transfer delays to subsequent services," explains Vito Servedio from CSH. The study was published in npj Sustainable Mobility and Transport.

Identifying "Influencer Trains"

The researchers constructed a network model by analyzing data from the busy Vienna Central Station to Wiener Neustadt route (with up to 1,000 passenger trains running daily) between 2018 and 2020, along with additional data from all train routes across Austria over a period of 14 days. In this model, nodes represent train services, and links represent interactions that could potentially cause delays. Using this model, the researchers were able to rank trains based on their potential to propagate delays and identify "influencer trains." To validate their findings and assess delay mitigation strategies, they built an agent-based simulation of the Austrian railway, replicating daily train dynamics and interactions.

The results show that trains operating slightly before and during the first rush hour are the most critical -- "which is perhaps little surprising. However, we can distinguish which ones are the most impactful in the intricate network of connections during the rush hours," says Simone Daniotti who is a PhD candidate at CSH and first author of the study.

Moreover, the team observed that the risk associated with these trains is rooted in their scheduled dependencies. Only when a disruption occurs, the critical nature of these dependencies is revealed.




Rolling Stock as Primary Cause of Delay Cascades

The researchers found that delay cascades in the model were primarily caused by sharing rolling stock (locomotives and wagons), despite there being fewer contact points between rolling stocks than between infrastructure. Daniotti explains: "What we see is that materials like rolling stock and personnel, play an even more significant role in spreading delays through the rail network than the trains' movements themselves." For example, if a train scheduled to depart at 2 PM relies on a rolling stock used by a train that departed at 8 AM, any delay in the earlier train can significantly disrupt the later one. This creates a hard constraint that can be highly disruptive.

Although the current model does not account for personnel shifts due to a lack of data, it is designed to incorporate additional factors, such as staffing, at any time. This flexibility will allow for a more precise analysis of delay impacts when those data points are accessible.

Additional Train Services

To explore potential solutions, the researchers simulated a one-hour delay for the top 2% of trains on the highly frequented Austrian Southern Railway Line from Vienna Central Station to Wiener Neustadt. Those trains were identified as having the most impact on the network. "We found that adding just three additional train services in the model could reduce overall delays during critical days by approximately 20%," explains Servedio.

Applying this approach across the entire Austrian railway system could reduce delays in the model by 40% with the addition of 37 new trains or connections, the researchers say. They also observed that the more traffic a railway line has, the more challenging it is to optimize.




Since the most cost-effective train services for railway companies to add are local trains with electric traction units, while long-distance trains are more difficult and expensive to substitute, the researchers examined whether different effects depend on which train services are added. "Interestingly, we found that we can achieve a similar reduction of about 20% in overall delays by adding three of the most cost-effective train services to the Southern Railway Line," states Servedio.

Pioneering Approach

"Punctuality is one of the main goals of OBB. The model which CSH developed provides us with an additional tool to reach this goal in our complex rail system," says OBB program manager Aad Robben-Baldauf.

"Simulating a national railway system is complex, involving vast numbers of trains and operational points that generate billions of scenarios. Traditional methods often fall short at this scale, but network analysis and complexity science offer robust modeling tools to identify systemic vulnerabilities," says CSH president Stefan Thurner. This study exemplifies the significant benefits of bridging scientific research with industry expertise, demonstrating how collaborative innovation can yield impactful solutions to complex operational issues.

About the study

The study "Systemic risk approach to mitigate delay cascading in railway networks" by S. Daniotti, V. D. P. Servedio, J. Kager, A. Robben-Baldauf, and S. Thurner was published in npj Sustainable Mobility and Transport.

This study was conducted as part of the "Train Operating Forecasting" project, a joint initiative between CSH and OBB, aimed at developing optimization strategies for OBB's passenger transport to reduce overall annual delays in the system.
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Judging knots throws people for a loop | ScienceDaily
We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, new Johns Hopkins University research finds.


						
Researchers showed people pictures of two knots and asked them to point to the strongest one. They couldn't.

They showed people videos of each knot, where the knots spin slowly so they could get a good long look. They still failed.

People couldn't even manage it when researchers showed them each knot next to a diagram of the knots' construction.

"People are terrible at this," said co-author Chaz Firestone, who studies perception. "Humanity has been using knots for thousands of years. They're not that complicated -- they're just some string tangled up. Yet you can show people real pictures of knots and ask them for any judgment about how the knot will behave and they have no clue."

The work, newly published in the cognitive science journal Open Mind, reveals a new blind spot in our physical reasoning.

The experiment is the brainchild of a PhD student in Firestone's lab, Sholei Croom, who happens to be an avid embroiderer. Croom was working on a project, flipped it over to the elaborate and daunting tangle of embroidery floss, and was unable to make heads or tails of it -- even though it was Croom's own craftwork. Croom, who studies intuitive physics, or what people understand about the environment just from looking at it, suspected knots might be a rare vulnerability.




"People make predictions all the time about how the physics of the world will play out but something about knots didn't feel intuitive to me," Croom said. "You don't need to touch a stack of books to judge its stability. You don't have to feel a bowling ball to guess how many pins it will knock over. But knots seem to strain our judgement mechanisms in interesting ways."

The experiment was simple: The researchers showed participants four knots that are physically similar but have a hierarchy of strength. People were asked to look at the knots, two at a time, and point to the strongest one.

Participants were consistently incorrect. What's more, the few times they guessed right, they did so for the wrong reasons, pointing to aspects of the knot that had nothing to do with its strength.

The knots ranged from one of the strongest basic knots in existence, the reef knot, to one so weak that it can unravel if gently nudged, the aptly named grief knot. Even between those two, side by side, people couldn't point to the strong one.

"We tried to give people the best chance we could in the experiment, including showing them videos of the knots rotating and it didn't help at all -- if anything people's responses were even more all over the place," Croom said. "The human psychological system just fails to ascertain any physical knowledge from the properties of the knot."

Objects that aren't rigid, such as string, may be harder for people to reason about than solid ones, Croom said. Even our deep experience with knots from tying shoelaces and unraveling cords cannot overcome the deficit, though Croom guesses that a sailor or a survivalist whose livelihoods rely on knot strength might perform better in the experiment than the non-experts who were tested.

"We're just not able to extract a salient sense of a knot's internal structure by looking at it," Croom said. "It's a nice case study into how many open questions still remain in our ability to reason about the environment."
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Hair growth drug safe at low doses for breast cancer patients | ScienceDaily
Hair loss during chemotherapy can cause enough distress for some women to lose self-confidence, which experts say may discourage them from seeking chemotherapy in the first place.


						
Oral minoxidil is a commonly prescribed treatment for hair loss. The drug is also the active ingredient in over-the-counter Rogaine. The prescription treatment is known, however, to dilate blood vessels, and experts worry that this could increase the heart-related side effects of chemotherapy and lead to chest pain, shortness of breath, or fluid buildup.

Now, a study in women with breast cancer suggests that low oral doses of minoxidil, taken during or after cancer treatment, appear to regrow hair in most patients and without causing any serious heart-related side effects that require additional therapies or hospitalization.

Led by researchers at NYU Langone Health, the new analysis included 51 women who were treated for various stages of breast cancer, of whom 25 had some combination of surgery or radiation in addition to chemotherapy, and 26 had only the former two therapies.

"Our results should offer reassurance to breast cancer patients that there is indeed a safe way to combat their hair loss," said study co-lead author, Devyn Zaminski, BA, a medical student at NYU Grossman School of Medicine.

While past studies have examined the use of minoxidil in breast cancer patients, the new work is among the most comprehensive to date to look at both the safety and benefits of minoxidil on breast cancer patients, the researchers say.

A report on the investigation published online Dec. 3 in the Journal of the American Academy of Dermatology.

For the analysis, the research team collected data from NYU Langone Health's electronic health record system from 2012 to 2023. Out of hundreds of breast cancer patients who were also prescribed oral minoxidil for hair loss, the investigators identified 51 women who had taken the medication for longer than one month and who had data in their charts regarding how well the drug was tolerated. Researchers took into account age, race, and past medical history. They looked at breast cancer details, other medications, and additional demographic factors.




Based on both physician assessments and the patients' self-reports, all who took a low dose of oral minoxidil saw either improvements in hair growth or stabilization of their hair loss within three to six months of starting the therapy.

"Based on these findings, minoxidil has been shown to be safe for patients while also being effective," said co-senior author, Kristen Lo Sicco, MD, associate professor in the Ronald O. Perelman Department of Dermatology at NYU Grossman School of Medicine. "The effectiveness of minoxidil may therefore help patients restore their sense of self and some control in a situation where it has been visibly taken away," said Lo Sicco.

Lo Sicco suggests that additional research is needed to affirm the new results in more patients and people with other forms of cancer and chemotherapy regimens.

The research team cautions that patients may not have disclosed mild heart-related side effects, such as minor fluid buildup, because they could have occurred without any symptoms. As a result, issues may not have been entered into the patients' health charts. Another limitation of the study, the team notes, is that some of the assessments by physicians and patients were self-reported or observed.

Study funding was provided by NYU Langone Health.

In addition to Zaminski and Lo Sicco, other NYU Langone investigators involved in the study are Ambika Nohria, BS; Deesha Desai, BS; Michael Buontempo, MS; Avrom Caplan, MD; Mario Lacouture, MD; Michael Garshick, MD; and Jerry Shapiro, MD. Michelle Sikora, BS, served as study co-lead author, and Daniel R. Mazori, MD, served as study co-senior author.

Another investigator involved in the study is Elise Olsen, MD, at Duke University in Durham, N.C.
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Giving a gift? Better late than never, study finds | ScienceDaily
If you feel terrible about giving a late gift to a friend for Christmas or their birthday, a new study has good news for you.


						
Researchers found that recipients aren't nearly as upset about getting a late gift as givers assume they will be.

"Go ahead and send that late gift, because it doesn't seem to bother most people as much as givers fear," said Cory Haltman, lead author of the study and doctoral student in marketing at The Ohio State University's Fisher College of Business.

In a series of six studies, Haltman and his colleagues explored the mismatch between givers' and recipients' beliefs about the importance of a gift being on time. Their paper was published this in the Journal of Consumer Psychology.

It is not surprising that people worry about giving a late gift. A survey by the researchers found that 65% of Americans believed that if you're sending an occasion-based gift for a holiday or birthday, the gift should arrive on time.

"A majority of U.S. consumers seem to think that gifts should be given on time -- but our study shows that there's more to the story," said study co-author Rebecca Reczek, professor of marketing at the Fisher College.

In one study, undergraduate students were asked to imagine giving or receiving a birthday gift of a pint of ice cream that would arrive on time or two weeks late. They were asked to rate how likely that a late gift would have a negative impact on their relationship.




Results showed that those who imagined giving the late gift thought it was more likely to hurt the relationship than did those who imagined receiving the late gift.

Those who imagined giving a gift late put more importance than those receiving the gift on the norm of making sure that you give gifts on time, the study found.

Another study found that participants feared that giving a late gift signaled that they cared less about the gift recipient.

"One of the key social functions of gift giving is to communicate care for the gift recipient, so it is not surprising that people fear a negative impact on their relationship if they are late with their present," Reczek said.

But that's not how gift recipients perceived a late gift, Haltman said.

"They didn't see a late gift as signaling a lack of care. They were more forgiving than those giving late gifts thought they would be," he said.




The fear of giving a late present even had an impact on what kind of gift people said they would give.

In one study, participants who imagined giving a late gift basket to a friend said they wouldn't worry as much if they put together a basket of goodies by themselves rather than buying a pre-made basket containing the same items.

"People felt that if they put extra effort into the gift, made it more personalized, that can make up for it being late," Reczek said.

But even if being late is OK in general, is there such a thing as being too late? The researchers asked participants in one study to imagine giving or receiving a birthday present that was two days late, two weeks late or even two months late. Results showed that both gift givers and gift receivers thought that the later the gift, the more harm that the delay would cause to their relationship.

Still, gift recipients never thought that the relationship harm would be as serious as did the gift givers, no matter how tardy the present.

Beyond even being severely late with a gift, there is one more line to cross: not giving a gift at all. How could that impact a relationship? In another study, findings showed that both givers and receivers thought that not giving a gift would harm a relationship even more than being severely late.

"Late is definitely better than never when it comes to giving a gift," Haltman said.

It is interesting that the study showed that people in general believe that it is important to give gifts on time -- but gift givers thought violating that norm was more serious than gift recipients, the researchers said.

But Reczek noted that everyone will be a gift giver and a gift recipient at various times in their lives.

"If you're late giving a gift, put yourself in the role of receiving a late gift," she said. "Based on our results, we believe that should reduce your worry that the lateness is going to be harmful to your relationship."

The most important rule: "Just make sure you give the gift," Haltman said.

Other co-authors on the study are Grant Donnelly, assistant professor of marketing at Ohio State, and Atar Herziger of Technion -- Israel Institute of Technology.
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Loneliness and isolation: Back to pre-pandemic levels, but still high, for older adults | ScienceDaily
Loneliness and isolation among older Americans have mostly returned to pre-pandemic rates, but that still means more than one third of people age 50 to 80 feel lonely, and nearly as many feel isolated, a new national study shows.


						
And some older adults -- especially those dealing with major physical health or mental health issues -- still have much higher rates of loneliness and social isolation than others.

The new findings, from a review of six years of data from the National Poll on Healthy Aging (https://www.healthyagingpoll.org/), are published in JAMA by a team from the University of Michigan Institute for Healthcare Policy and Innovation.

Starting in 2018, and most recently earlier this year, the poll asked older adults nationwide how often they'd felt they lacked companionship (the subjective feeling of being alone, or loneliness), and felt isolated from others (the experience of social isolation). The poll is supported by AARP and Michigan Medicine, U-M's academic medical center.

The latest data show that in 2024, 33% of older adults felt lonely some of the time or often in the past year, about the same as the rate in 2018 (34%). During the years in between, as many as 42% of older adults had this level of loneliness.

Similarly, 29% of older adults said they felt isolated some of the time or often in 2024, just above the rate of 27% seen in 2018. During the early months of the COVID-19 pandemic, 56% of older adults said they had experienced this level of isolation, but the rate has declined each year since.

"At the surface, this might seem like great news, that we're back to where we were before COVID-19 struck. But that baseline was not good, and it was especially bad for some groups of older adults, who continue to have very high rates of loneliness and social isolation," said Preeti Malani, M.D., MSJ, the study's lead author and a professor of internal medicine at the U-M Medical School. "One of the biggest differences now is that we have greater recognition of the impact of loneliness and isolation on health especially as we age." Malani serves as senior advisor to the poll, which she directed from 2017 to 2022.




The groups of older adults with the highest rates of loneliness in 2024 were:
    	Those who said their mental health is fair or poor: 75% (in 2018, it was 74%)
    	Those who said their physical health is fair or poor: 53% (up from 50% in 2018)
    	Those who were not working or received disability income (does not include retirees): 52% (up from 38% in 2018)

The groups with the highest rates of social isolation in 2024 were:
    	Those who said their mental health is fair or poor: 77% (up slightly from 79% in 2018)
    	Those who said their physical health is fair or poor: 52% (up from 43% in 2018)
    	Those who were not working or received disability income (does not include retirees): 50% (up from 36% in 2018)

These rates for 2024 are double, or even more, the rates of loneliness and isolation seen among older adults who said their physical health or mental health were excellent, very good or good, or those who were working or retired.

"These trends make it clear: clinicians should see loneliness and isolation as a key factor in their patients' lives, especially those with serious physical or mental health conditions," says poll director Jeffrey Kullgren, M.D., M.P.H., M.S., an associate professor of internal medicine at U-M and primary care clinician at the VA Ann Arbor Healthcare System.

"We should consider screening our patients for these issues and connecting them with resources in their communities, whether that's a senior center, Veterans' groups, volunteering opportunities, or services offered by an Area Agency on Aging or other community organizations," he said.

Other key findings:

In general, adults age 50 to 64 were more likely than those age 65 to 80 to say they felt lonely or isolated across all poll years, and rates had not dropped back to pre-pandemic rates for those age 50 to 64 in 2024.




Similarly, those with household incomes below $60,000, and those who live alone, were more likely to say they sometimes or often felt lonely or isolated than those with higher incomes or those living with others, a finding that was consistent across most years. However, rates in 2024 for those who live alone were lower than for those who live with others.

More about loneliness and isolation in older adults:

The new study builds upon the evidence collected by U.S. Surgeon General Vivek Murthy, M.D., M.B.A. and his team and published in an official advisory in May 2023.

The AARP Foundation has created an initiative called Connect2Affect, offering resources to help older adults combat social isolation and loneliness for themselves and others: https://connect2affect.org/

Malani and colleagues published a Patient Page in JAMA on social isolation in May 2024; it's available for free (https://jamanetwork.com/journals/jama/fullarticle/2819153) and is designed for clinicians to share with patients.

About the poll: 

The data in the new JAMA paper come from six fieldings of the NPHA from 2018 to 2024, most of which asked older adults to report how often they felt a lack of companionship or felt isolated from others in the past year. The poll fielded in June 2020 asked participants to reflect on the past three months. The poll is not longitudinal -- each fielding's sample was unique. poll sample ranged in size from 2,033 to 2,563 and the organization that administers the poll changed once, beginning in 2022. More details about NPHA methodology are at: https://www.healthyagingpoll.org/survey-methods

Read NPHA reports on loneliness and isolation among older adults here: https://www.healthyagingpoll.org/national-reports

In addition to Malani and Kullgren, the authors of the new JAMA research letter are poll team members Erica Solway, Ph.D., M.S.W., M.P.H., Matthias Kirch, M.S., Dianne Singer, M.P.H., and J. Scott Roberts, Ph.D. Malani is a deputy editor at JAMA but was not involved in the review process for the article.
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Readers trust news less when AI is involved, even when they don't understand to what extent | ScienceDaily
As artificial intelligence becomes more involved in journalism, journalists and editors are grappling not only with how to use the technology, but how to disclose its use to readers. New research from the University of Kansas has found that when readers think AI is involved in some way in news production, they have lower trust in the credibility of the news, even when they don't fully understand what it contributed.


						
The findings show that readers are aware of the use of AI in creating news, even if they view it negatively. But understanding what and how the technology contributed to news can be complicated, and how to disclose that to readers in a way they understand is a problem that needs addressed in a clear manner, according to the researchers.

"The growing concentration of AI in journalism is a question we know journalists and educators are talking about, but we were interested in how readers are perceiving it. So we wanted to know more about media byline perceptions and their influence, or what people think about news generated by AI," said Alyssa Appelman, associate professor in the William Allen White School of Journalism and Mass Communications, and co-author of two studies on the topic.

Appelman and Steve Bien-Aime, assistant professor in the William Allen White School of Journalism and Mass Communications, helped lead an experiment in which they showed readers a news story about artificial sweetener aspartame and its safety for human consumption. Readers were randomly assigned one of five bylines: written by staff writer, written by staff writer with artificial intelligence tool, written by staff writer with artificial intelligence assistance, written by staff writer with artificial intelligence collaboration and written by artificial intelligence. The article was otherwise consistent in all cases.

The findings were published in two research papers. Both were written by Appelman and Bien-Aime of KU, along with Haiyan Jia of Lehigh University and Mu Wu of California State University, Los Angeles.

One paper focused on how readers made sense of AI bylines. Readers were surveyed after reading the article about what the specific byline they received meant and whether they agreed with several statements intended to measure their media literacy and attitudes toward AI. Findings showed that regardless of the byline they received, participants had a wide view of what the technology did. The majority reported they felt humans were the primary contributors, while some said they thought AI might have been used as research assistance or in writing a first draft that was edited by a human.

Results showed that participants had an understanding of what AI technology can do, and that it is human-guided with prompts. However, the different byline conditions left much for people to interpret on how specifically it may have contributed to the article they read. When AI contribution was mentioned in the byline, it negatively affected readers' perceptions of the source and author credibility. Even with the byline "written by staff writer," readers interpreted it to mean it was at least partially written by AI, as there was not a human's name connected to the story.




Readers used sensemaking as a technique to interpret the contributions of AI, the authors wrote. The tactic is a way of using information one has already learned to make sense of situations they may not be familiar with.

"People have a lot of different ideas on what AI can mean, and when we are not clear on what it did, people will fill in the gaps on what they thought it did," Appelman said.

The results showed that, regardless of what they thought AI contributed to the story, their opinions of the news' credibility were negatively affected.

The findings were published in the journal Communication Reports.

A second research paper explored how perceptions of humanness mediated the relationship between perceived AI contribution and credibility judgments. It found that acknowledging AI enhanced transparency and that readers felt human contribution to the news improved trustworthiness.

Participants reported what percentage they thought AI was involved in the creation of the article, regardless of which byline condition they received. The higher percentage they gave, the lower their judgment of its credibility was. Even those who read "written by staff writer" reported they felt AI was involved to some degree.




"The big thing was not between whether it was AI or human: It was how much work they thought the human did," Bien-Aime said. "This shows we need to be clear. We think journalists have a lot of assumptions that we make in our field that consumers know what we do. They often do not."

The findings suggest that people give higher credibility to human contributions in fields like journalism that have traditionally been performed by humans. When that is replaced by a technology such as AI, it can affect perceptions of credibility, whereas it might not for things that are not traditionally human, such as YouTube suggesting videos for a person to watch, based on their previous viewing, the authors said.

While it can be construed as positive that readers tend to perceive human-written news as more credible, journalists and educators should also understand they need to be clear in disclosing how or if they use AI. Transparency is a sound practice, as shown by a scandal earlier this year in which Sports Illustrated was alleged to have published AI-generated articles presented as being written by people. However, the researchers argue, simply stating that AI was used may not be clear enough for people to understand what it did and if they feel it contributed more than a human, could negatively influence credibility perceptions.

The findings on perceived authorship and humanness were published in the journal Computers in Human Behavior: Artificial Humans.

Both journal articles indicate that further research should continue to explore how readers perceive the contributions of AI to journalism, the authors said, and they also suggest that journalism as a field can benefit from improvements in how it discloses such practices. Appelman and Bien-Aime study reader understanding of various journalism practices and have found readers often do not perceive what certain disclosures such as corrections, bylines, ethics training or use of AI mean in a way consistent with what journalists intended.

"Part of our research framework has always been assessing if readers know what journalists do," Bien-Aime said. "And we want to continue to better understand how people view the work of journalists."
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Could online technology be a clue as to why boys in Norway are outperforming girls in learning English as a second language? | ScienceDaily
Bucking conventionality, boys in Norway are making early gains in reading English as a second language and even outperforming girls at age 10 and 13 -- a new a study of more than one million students suggests.


						
Publishing their findings in the peer-reviewed journalAssessment in Education: Principles, Policy & Practice, experts from the University of Oslo propose the perhaps unexpected results might be explained by online gaming and experiences with other digital technologies such as YouTube -- with English being the language of the internet.

"Our findings show boys were not experiencing a general improvement in language proficiency but rather an improvement specific to the English language," says lead author Professor Astrid Marie Jorde Sandsor, whose team's findings demonstrate girls did better than the boys in learning their native tongue.

"The indication is that gender differences in how students interact with English in contexts outside school could explain the difference in the gender gap development."

"While first/official languages are acquired through interacting with most aspects of daily life, additional languages are much more context-specific," co-author Professor Lisbeth M. Brevik, from Oslo's Department of Teacher Education and School Research, adds.

And the context proposed is gaming online; engaging with YouTube; and watching films. Recent, existing surveys carried out in Norway into social media use among children demonstrate nearly two thirds of boys report gaming many times a week, compared with only a minority of girls. In addition, boys more often than girls reported using English for playing online games, engaging with YouTube and watching films.

"Survey evidence provides a potential explanation," says Professor Brevik.




"The explanation suggests that language use through technology and interest (in this technology) has the potential to influence language acquisition. It may also play a role in closing the gender gap we typically observe today."

Since 2000, international trends have identified large and consistent gender gaps in favour of girls for reading literacy in a first language.

However, language proficiency in English as a second language among males exceeded that of females in 2021 for the first time since 2014. This is according to standardised English test results, the EF SET which is used worldwide for English proficiency certification.

The aim of this study was to investigate development of gender gaps over time in learning English as a second language, compared with language proficiency in Norwegian learned as a native language.

The researchers analyzed test and exam results from 2007 and 2018 from 1.1 million students in Norway at different stages of education. National education registries covering the entire Norwegian student population were used.

For English proficiency, the authors focused on language as measured by national tests including for vocabulary, grammar and reading comprehension. They also analyzed high-stakes overall achievement and exam grades at age 15, defined as written and oral English language proficiency results graded by teachers and external assessors.




For Norwegian, the researchers compared national test results among boys and girls for reading proficiency as well as high-stakes overall achievement and exam grades.

The national tests for English and Norwegian were for 10-year-olds born between 1997 and 2008; and for those aged 13 born between 1991 and 2002. The high-stakes tests were for 15-year-olds born from 1991 to 2002.

The development of gender gaps was also investigated using data from the same students and measured at age 10, 13 and 15.

Results showed little difference initially between genders in the national English test performance at age 10. However, the authors found a gradual shift in favour of boys, with males outperforming females in 2018 test results. Yet girls consistently outperformed boys in high stakes overall achievement and exam grades in English at age 15 throughout the time period (2007-2018).

As for Norwegian, girls outperformed boys for all types of tests with the greatest difference at age 15 for high stakes overall achievement and exam grades, indicating that boys were not experiencing a general increase in language proficiency.

Interestingly though, while boys increased their test scores compared to girls for ages 10 and 13 in English, a comparison of English to Norwegian showed that boys had a relative improvement for all tests, also those given at age 15.

"This finding indicates that boys' earlier gains in English language proficiency may also have translated into more comprehensive high-stakes achievement measures but not sufficiently to decrease the gender gap. The way both English and Norwegian is measured in lower secondary school may contribute to the continuing trend of boys falling further behind in the education system," explains Professor Brevik.

Concluding, the team recommends that in addition to improving the assessment of English, more knowledge on gender differences in second or additional languages -- particularly those related to the different domains of language proficiency -- will be "important."

Limitations of the research include that the tests for English and Norwegian are not exactly the same and do not measure across the same domains. Therefore, the authors explain, "we should be cautious when drawing true conclusions from their comparison."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241208200132.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Why people remember certain things and not others | ScienceDaily
Exactly why do people remember what they remember? A recently published review paper from researchers at Rice University sheds light on this fundamental question and the relationship between factors that influence human memory.


						
"Tell me why: The missing w in episodic memory's what, where and when" appears in a special issue of Cognitive, Affective & Behavioral Neuroscience focusing on individual differences in memory modulation. Authors Fernanda Morales-Calva, a graduate student in psychological sciences at Rice, and Stephanie Leal, an adjunct assistant professor of psychological sciences, examined existing research to create a comprehensive analysis of the "three Ws" of memory -- what, where and when we remember -- to answer the central question of why people remember.

Specifically, the researchers explore how emotional significance, personal relevance and individual differences shape memory retention. Unlike experimental studies, this review gathers and interprets existing findings to advance the understanding of episodic memory.

The review categorizes memory research into three primary domains centered on what, where and when people remember. Morales-Calva and Leal found that memories are often shaped by emotional content, personal significance, repetition and attention. For example, individuals are more likely to remember events with deep emotional resonance or details on which they actively focus.

However, what we remember is also influenced by factors such as where the event happened. What is known as spatial memory is often studied in animals, and the researchers said it is also an important aspect of what we remember that applies to human experiences. New environments command greater attention and therefore foster stronger memories when compared to familiar, routine settings.

Finally, the researchers said when the event occurs makes a difference in what people remember. How individuals sequence events and recognize transitions between them plays a critical role in memories. Specific events are often compartmentalized into distinct episodes and therefore can be easier for individuals to recall.

In addition to the what, where and when of memory, Morales-Calva said individual circumstances, including cultural, personal and cognitive differences, can have a significant impact in shaping how individuals remember.




"Memory is not a one-size-fits-all phenomenon," Morales-Calva said. "What's memorable for one person might be entirely forgettable for another depending on their unique background and cognitive priorities."

The researchers said that examining why we remember certain experiences over others can have significant implications for both clinical and everyday settings. For instance, professional memory assessments often rely on standardized tests developed in specific cultural contexts, which have the potential to overlook critical individual differences, the researchers said. Such tests may yield skewed results when applied in diverse populations, highlighting the need for more tailored approaches.

As the global population ages and memory impairments become increasingly prevalent, understanding the specific factors that shape memory could inform interventions for conditions like dementia and cognitive decline, the researchers said.

"This review highlights the importance of considering subjectivity and context in memory research," Leal said. "By accounting for these variables, we can develop more accurate diagnostic tools and effective interventions."

The authors argue that complexity of memory can be better understood when the researchers incorporate individual differences into experimental designs. By doing so, they say they hope to bridge gaps between laboratory findings and real-world applications to foster a deeper understanding of the human experience.
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Scientists urged to pull the plug on 'bathtub modeling' of flood risk | ScienceDaily
Recent decades have seen a rapid surge in damages and disruptions caused by flooding. In a commentary article published today in the American Geophysical Union journal Earth's Future, researchers at the University of California, Irvine and the University of Bristol in the United Kingdom -- the latter also executives of U.K. flood risk intelligence firm Fathom -- call on scientists to more accurately model these risks and caution against overly dramatized reporting of future risks in the news media.


						
In the paper, the researchers urge the climate science community to turn away from an outdated approach to mapping flood hazards known as "bathtub modeling," which is an assumption that floods spread out over areas as a level pool. The technique is often used as a straightforward way to visualize flood impact in coastal areas but, according to the authors, can lead to an oversimplified and less realistic picture of flood risk than more advanced methods. The alternative to bathtub modeling, they say, is dynamical modeling that solves physics-based equations.

"Bathtub models can both overpredict and underpredict flooding," said co-author Brett Sanders, UC Irvine Chancellor's Professor of civil & environmental engineering. "One of the biggest causes of error is that bathtub models fail to accurately account for the systems in place to protect people and assets, including storm drains, levees and pumping."

He and his collaborators -- Oliver Wing, chief scientific officer at Fathom and an honorary research fellow at the University of Bristol; and Paul Bates, a University of Bristol professor of hydrology and Fathom chairman -- note that bathtub modeling is limited in its ability to account for at least six key factors (see graphic). Those are: flood attenuation from the effects of event dynamics and friction on flood spreading; tidal amplification associated with the resonance of ocean tides within coastal embayments; flood defenses such as levees and floodwalls that may overtop during an extreme event but still restrain the degree of inland flooding; shoaling of the groundwater table; surfacing groundwater from the combined influence of rising sea levels and changing hydrologic budgets; and pumping of groundwater within lands below sea level to mitigate inundation by rising groundwater.

Based on a review of literature pertaining to flood risk, the research team summarizes the reduced accuracy of bathtub models using the critical success index, which scores flood extent accuracy between 0 and 1, where 1 represents a perfect match based on field measurements. The CSI for bathtub models analyzed in the literature is consistently under 0.5, well below the threshold of 0.65 that experts suggest models need in order to have local relevance and therefore produce useful results when applied in impact analyses.

"CSIs under 0.5 indicate that these models are worse than a random classification," Wing said. "In other words, a chimpanzee has more skill than a bathtub model in delineating flood hazard areas."

Studies that rely on bathtub modeling are frequently found in short-format, high-impact journal publications and attract considerable interest from the news media, according to the researchers. While the biases and uncertainties of bathtub modeling are often acknowledged in these technical papers, the message communicated to the public and policymakers -- sometimes with compelling visualizations of cities under water -- is too often an exaggeration, they say.




"Accurate maps of areas at risk of flooding are of paramount importance for everyone from home and business owners to insurers, banks and governments," Bates said. "We all have a role to play in reducing flood losses, but it all starts with trustworthy information."

Reliable models of flood risk are needed to effectively engage impacted communities in adaptation processes and to implement effective and equitable mitigation and adaptation strategies, according to Sanders. Inaccurate models could lead to maladaptation.

"Projections of flooding need to make sense to people, not only for building understanding of what's at risk but also for deciding upon the investments and policies that will be made to manage it," Sanders said. "In fact, numerous research papers have shown that residents within at-risk areas are unlikely to trust projections of future flooding if they don't reflect their lived experiences. Research studies that oversimplify flooding and don't represent real-world data pose a threat to transformative action."

This work was supported by the U.S. National Science Foundation, the National Oceanic and Atmospheric Administration, and the Natural Environment Research Council in the U.K.
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High heat is preferentially killing the young, not the old, new research finds | ScienceDaily
Many recent studies assume that elderly people are at particular risk of dying from extreme heat as the planet warms. A new study of mortality in Mexico turns this assumption on its head: it shows that 75% of heat-related deaths are occurring among people under 35 -- a  large percentage of them ages 18 to 35, or the very group that one might expect to be most resistant to heat.


						
"It's a surprise. These are physiologically the most robust people in the population," said study coauthor Jeffrey Shrader of the Center for Environmental Economics and Policy, an affiliate of Columbia University's Climate School. "I would love to know why this is so." The research appears this week in the journal Science Advances.

The researchers chose Mexico for the study because it collects highly granular geographical data on both mortality and daily temperatures. The researchers reached their conclusions by correlating excess mortality -- that is, the number of deaths above or below the average -- with temperatures on the so-called wet-bulb scale, which measures the magnified effects of heat when combined with humidity.

The analysis found that from 1998 to 2019, the country suffered about 3,300 heat-related deaths per year. Of these, nearly a third occurred in people ages 18 to 35 -- a figure far out of proportion with the numbers in that age bracket. Also highly vulnerable: children under 5, especially infants. Surprisingly, people 50 to 70 suffered the least amount of heat-related mortality.

Based on this, "we project, as the climate warms, heat-related deaths are going to go up, and the young will suffer the most," said the study's co-lead author, R. Daniel Bressler, a PhD. candidate in Columbia's Sustainable Development program.

The researchers say several factors may be at work. Young adults are more likely to be engaged in outdoor labor including farming and construction, and thus more exposed to dehydration and heat stroke. The same goes for indoor manufacturing in spaces that lack air conditioning. "These are the more junior people, low on the totem pole, who probably do the lion's share of hard work, with inflexible work arrangements," said Shrader. Young adults are also more likely to participate in strenuous outdoor sports, the researchers point out. A previous separate analysis by Mexican researchers showed that death certificates of working-age men were more likely to list extreme weather as a cause than those of other groups.

The vulnerability of infants and small children came as somewhat less of a surprise. It is already known that their bodies absorb heat quickly, and their ability to sweat, and therefore cool off, is not fully developed. Their immune systems are also still developing, which can make them prey to ailments that become more common with humid heat, including vector-borne and diarrheal diseases.




Wet bulb temperatures are often converted by popular media into "real-feel" heat indexes on the Fahrenheit scale, where numbers can vary depending on the exact combination of heat and humidity. According to the study, wet-bulb temperatures of around 13 C (equivalent to 71 F with 40% humidity) are ideal for young people; in this range, they suffer minimum mortality. Previous research has suggested that workers begin to struggle when wet-bulb temperatures reach about 27 degrees C, which would equate to 86 to 105 F, depending on humidity. However, the new study found that the largest number of deaths occurred at wet-bulb temperatures of just 23 or 24 C, in part because those temperatures occurred far more frequently than higher ones, and thus cumulatively exposed more people to dangerous conditions.

Using the same daily temperature and mortality data, the researchers found that elderly people died predominantly not from heat, but rather modest cold. (Mexico is mainly tropical and subtropical, but has many climate zones including high-elevation areas that can get relatively chilly.) Among other things, older people tend to have lower core temperatures, making them more sensitive to cold. In response, they may be prone to staying indoors, where infectious diseases spread more easily.

Despite all the attention given to the dangers of global warming, extensive research has revealed that cold, not heat, is currently the world's number one cause of temperature-related mortality, including in Mexico. However, the proportion of heat-related deaths has been climbing since at least 2000, and this trend is expected to continue.

The new study has global implications, say the researchers. Mexico is a middle-income country; by share of population under 35, it is about average, and some 15% of workers are employed in agriculture. By contrast, many poorer, hot countries, mainly in Africa and Asia, have much younger populations that work in manual labor at much higher percentages. Thus, if Mexico is any indicator, heat-related mortality in those nations could be massive. A study published last year showed that farmworkers in many poor countries are already planting and harvesting amid increasingly oppressive heat and humidity.

Bressler said the team is now looking to firm up its conclusions by expanding its research into other countries, including the United States and Brazil.

The study was co-led by Andrew Wilson of Stanford University. Coauthors include Cascade Tuholske of Montana State University; Colin Raymond of the University of California, Los Angeles; Patrick Kinney of Boston University, Teresa Cavazos of the Centro de Investigacion Cientifica y de Educacion Superior de Ensenada, Baja California; and Catherine Ivanovich, Radley Horton and Adam Sobel of the Columbia Climate School.
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How neighborhood enhances cooperation | ScienceDaily
Helping out your neighbor or minding your own business? A challenging choice with different benefits for each decision. Game theory provides guidance in making such choices -- from a theoretical perspective. Novel findings by Jakub Svoboda and Krishnendu Chatterjee at the Institute of Science and Technology Austria (ISTA) reveal new network structures that enhance cooperation throughout a system. These insights have potential applications also in biology.


						
The question of cooperation has puzzled scientists for a long time. Whether it is in the fields of biology, sociology, economics, or political science, finding out under which circumstance a group of individuals can be successful is crucial. Game theory gives answers in that regard -- at least from a mathematical standpoint -- by analyzing the interaction of individuals within a group.

The Chatterjee group at ISTA uses game theory to address central questions in computer science. Their newest framework, published in PNAS, now details how certain structures of neighboring individuals can boost cooperation throughout a system.

The Prisoner's Dilemma

Game theory was first presented in "The Theory of Games and Economic Behavior," published in 1944 by mathematicians and economists Oskar Morgenstern and John von Neumann. Soon after, the Prisoner's Dilemma turned into the central topic in game theory. "It's a simple 'game' that describes the options we have in many real-world scenarios," explains Jakub Svoboda, PhD student and first author of the study.

The original mathematical concept involves two prisoners who have the option to betray each other or to cooperate. If they both cooperate, they share a significant reward. When one cooperates and the other player betrays, only the defector gets the benefit. Moreover, the individual benefit would be greater than their share if both cooperated. When both players betray each other, they receive no benefit. The same math not only applies in this scenario but also to an arms race between countries, the lives of bacteria, or even daily situations like deciding who should unload the dishwasher in a shared office kitchen.

From the original framework, it seems like betraying is the most beneficial for individuals. Yet, cooperation is still observed in real-world situations. How come?




"Various mechanisms can foster cooperation," explains Svoboda. "One of them is reciprocity, which suggests that through certain repeated actions, we might build trust and then cooperate." An example is seeing your colleague starting the dishwasher every day, leaving your favorite mug clean and ready for your morning coffee. In response, you might begin to help by unloading the dishwasher -- a mutual exchange of actions. Another key factor is how individuals are interconnected, essentially the network's structure. To test these structures, the scientists in the Chatterjee group use spatial games.

Cooperation Tetris

In spatial games, individuals are placed on a grid, interacting based on their spatial relations. They either cooperate or not. While playing a game, individuals might see neighbors doing well. Subsequently, they adopt their strategy. This interconnection influences the spreading of cooperation. Networks (clusters) are formed, effecting the broader dynamics of the whole system. This is very similar to playing Tetris on a Game Boy, where a single block can affect its surroundings and determine the placement of subsequent, ultimately bringing the entire system together.

"It has been known that interconnecting structures like these slightly increase the rate of cooperation," Svoboda continues. "In our new study, we looked at the potential optimal scenario." The scientists drew inspiration from natural evolution, where constant selection of structural changes can significantly influence the dynamic of a whole population. For example, Darwin's finches illustrate how such changes can manifest: They have evolved different beak shapes adapted to various food supplies available on the Galapagos Island.

"We hoped that the role of the structure in spatial games could be similarly strong," Svoboda says. With their new framework, the scientists discovered structures that could boost cooperation in such spatial games. "Our structures show a surprisingly strong boosting property, the best we've ever seen," he adds. The structures look like a string of stars and require areas with many neighbors to be next to places with only a few neighbors.

How this new model and these network structures can be applied to society is still to be seen. In the next months, Svoboda and the scientists from the Chatterjee group will work on generalizing their results to other games and different settings. Due to the broad applications for spatial games, the new proposed structures, however, could find their way also into biology. For instance, biologists can use the new structures to speed up evolution in so-called "bioreactors," devices with a controlled environment, used to cultivate microorganisms for research or in industry such as biotechnology or pharmaceuticals.
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Increases in U.S. life expectancy forecasted to stall by 2050, poorer health expected to cause nation's global ranking to drop | ScienceDaily
The U.S. is failing to keep pace with dozens of countries around the world due to the steady decline of the nation's health progress, according to a detailed analysis of all 50 states and Washington, D.C., published in The Lancet. Researchers at the Institute for Health Metrics and Evaluation (IHME) produced health estimates and forecasts (the most likely future) of life expectancy, mortality, and morbidity due to more than 350 diseases and injuries and 68 risks in the U.S. from 1990 to 2050.


						
U.S. life expectancy improvements slow, global ranking drops 

Life expectancy (LE) in the U.S. is forecasted to increase from 78.3 years in 2022 to 79.9 years in 2035 and to 80.4 years in 2050 for all sexes combined. This modest increase lowers the country's global ranking from 49th in 2022 to 66th in 2050 among the 204 countries and territories included in the latest Global Burden of Disease (GBD) study.

Nationally, mortality rates1 declined between 1990 and 2021 for many leading causes of death, most notably for ischemic heart disease, cancer, and stroke. That contributed to improvements in life expectancy. Despite the progress the U.S. has made over the last three decades, the country is forecasted to rank progressively lower than other nations globally in the average number of years a person can expect to live in good health. Known as healthy life expectancy or health-adjusted life expectancy (HALE), its global ranking is forecasted to drop from 80th in 2022 to 108th by 2050.

Women's health in the U.S. is falling behind other peer countries faster than men's. Female HALE is forecasted to decline by 2050 in 20 states2, including Ohio, Tennessee, and Indiana. Only three states remain unchanged: Arizona, Idaho, and North Dakota. This gap between men and women is mainly due to the slow increases or no changes in female life expectancy and HALE rather than due to major improvements for males.

In fact, the global ranking for female LE in the U.S. is forecasted to drop to 74th in 2050. That's a substantial decline from 19th in 1990 and 51st in 2022. U.S. male LE estimates are forecasted to rank 65th globally in 2050, a drop from 35th in 1990 and from 51st in 2022. These lower rankings put the U.S. below nearly all high-income and some middle-income countries.

When comparing LE in the best- and worst-performing U.S. states with the other 203 GBD countries and territories, the states' global ranking also declined over the forecasted period. If Hawaii were a country and were compared to all 203 other countries and territories around the world, its 1990 LE would rank fourth globally, the highest LE in the US. This rank declined in 2022 to 29th and is expected to drop to 43rd by 2050. And although New York is forecasted to have the highest LE in the U.S. by 2050, ranking 41st in the world, it is still a drop from its 33rd place in 1990 and in 2022.




The slight increase in U.S. LE that's forecasted in 2050 is due to a decline in mortality rates, including a 49.4% decline in ischemic heart disease death rates, a 40.5% drop in stroke death rates, and a 35.7% decrease in diabetes death rates.

"In spite of modest increases in life expectancy overall, our models forecast health improvements slowing down due to rising rates of obesity, which is a serious risk factor to many chronic diseases and forecasted to leap to levels never before seen," said co-senior author Professor Christopher J.L. Murray, Director of IHME. "The rise in obesity and overweight rates in the U.S., with IHME forecasting over 260 million people affected by 2050, signals a public health crisis of unimaginable scale."

Alarming forecasts in U.S. mortality rates and causes of death

The nation also faces other alarming trends. From 1990 to 2021, the U.S. recorded an 878% increase in the mortality rate (from 2.0 deaths to 19.5 deaths per 100,000) from drug use disorders, including from opioid use disorder, amphetamine use disorder, cocaine use disorder, and a group of other drug use disorders. The death rate is forecasted to climb another 34% between 2022 and 2050 (from 19.9 deaths to 26.7 deaths per 100,000). That's the highest drug use-related mortality rate in the world and more than twice as high as the second-highest country, which is Canada.

"The stark contrast that's forecasted in the next 30 years comes after a concerted effort by federal, state, and local government agencies and health systems launched after the opioid crisis was declared a public health emergency in 2017. The opioid epidemic is far from over, and greater effectiveness and continued expansion of programs to prevent and treat drug use are still needed," said lead author Professor Ali Mokdad from IHME.

The main forecasted drivers for mortality and morbidity in the U.S.

IHME researchers produced several scenarios forecasted into the future to explore how the U.S. could have less devastating consequences of some health outcomes. If major risk factors like obesity, high blood sugar, and high blood pressure were eliminated by 2050, 12.4 million deaths could be averted in the U.S. That said, if these risk factors were eliminated globally, the health gains wouldn't be enough for the U.S. to improve its global ranking, and it would still fall behind some peer countries. Some countries, like Canada, are so far ahead of the U.S. that U.S. LE would only catch up to that of Canada if these risks were only eliminated in the U.S.




However, our scenarios estimate that tackling one risk factor can still save millions of lives. For example, if smoking alone were reduced across the U.S. to the level of the lowest smoking rates, the nation could have 2.1 million fewer deaths by 2050. If the country were successful in lowering high body mass index levels and high blood sugar levels during the same three decades, it could prevent 1.4 million people from dying.

"The rapid decline of the U.S. in global rankings from 2022 to 2050 rings the alarm for immediate action. The U.S. must change course and find new and better health strategies and policies that slow down the decline in future health outcomes," said co-senior author Dr. Stein Emil Vollset, Affiliate Professor from IHME.

IHME's recommendations

IHME is providing these estimates and forecasts to policymakers, health professionals, and the public to urge all people living in the United States to work together in creating a healthier and stronger nation. Leaders from all sectors and industries can also use the forecasts to prepare for the potential economic impact.

"Poor health harms the economy because the nation suffers from a reduced workforce, lower productivity, and higher health care costs for companies and their employees. That leads to a lower GDP and a chance for peer countries with a stronger economy to overtake the U.S., creating a ripple effect around the world financially and geopolitically," said Dr. Murray.

IHME's scientific evidence has historically demonstrated that increasing access to preventive medical care is critical for early detection and disease management. Early intervention can also reduce complications and lower health care costs.

"All Americans must have access to high-quality health care through universal health coverage to prevent illness, stay healthy, and be protected from financial hardship regardless of their income," said Dr. Mokdad.

IHME's previous studies have also suggested that the higher the level of education people achieve, the lower the risk of dying because more schooling leads to less risk-taking and better-informed decisions. However, local leaders still need to invest their time and money in community health where disparities can be better addressed through personalized care and customized community programs.

GBD

This research is the most comprehensive modeling study on the state of U.S. population health. It forecasts a spectrum of determinants such as drivers of disease, demographic forces, and risk factors. Additionally, we model future scenarios and their potential impacts on the health of Americans in each state.

The GBD 2021 study (https://www.healthdata.org/research-analysis/gbd) and all GBD visualization tools such as GBD Foresight (https://vizhub.healthdata.org/gbd-foresight/), GBD Results (https://vizhub.healthdata.org/gbd-results/), and GBD Compare (https://vizhub.healthdata.org/gbd-compare/) are available online.

Notes:
    	The mortality rates are age-standardized per 100,000 population.
    	The 20 states where female HALE is forecasted to decline by 2050 are: Alabama, Arkansas, Indiana, Iowa, Kansas, Kentucky, Louisiana, Maine, Mississippi, Missouri, Montana, Nebraska, New Mexico, Ohio, Oklahoma, Tennessee, Utah, South Dakota, West Virginia, and Wyoming.

Further information can be found in The Lancet online at: https://www.thelancet.com/issue/S0140-6736(24)X0050-1
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Mangroves save $855 billion in flood protection globally, new study shows | ScienceDaily
Mangroves have been shown to provide $855 billion in flood protection services worldwide, according to a new study from the Center for Coastal Climate Resilience at UC Santa Cruz. The research, conducted by project co-lead, Pelayo Menendez and center director, Michael W. Beck, is featured in the World Bank's 2024 edition of The Changing Wealth of Nations.


						
The study, titled Building Coastal Resilience with Mangroves: The Contribution of Natural Flood Defenses to the Changing Wealth of Nations, highlights the essential role mangroves play in protecting coastal communities from floods, storm surges, and erosion, offering significant benefits to both people and national economies. As climate change accelerates the frequency and severity of storms, the need for effective coastal defenses has become increasingly urgent. Traditionally, governments have turned to hard infrastructure like seawalls and levees to guard against floods. However, the center's study reveals that natural ecosystems -- particularly mangroves -- can be equally, if not more, effective as coastal defenses, while providing additional environmental benefits.

Mangroves were first included as coastal protection assets by the World Bank in the 2021 edition of The Changing Wealth of Nations. This new research expands upon that earlier work by incorporating updated global data from 2020, offering a clearer picture of mangroves' protective value over time. Using advanced flood risk models, Menendez and Beck analyzed mangrove forests in 121 countries, covering 700,000 kilometers of subtropical coastlines.

The study finds that the value of mangroves for flood-risk reduction is rising dramatically, in large part because of increasing populations, wealth and storms on coastlines around the world. From 1996 to 2010, the value of mangroves for flood-risk reduction increased by $130 billion, and from 2010 to 2020, mangrove long-term benefits rose by an additional $502 billion. Despite some declines in mangrove cover -- driven by factors such as shrimp farming and coastal development -- their value as flood buffers grew as more people and infrastructure came to rely on their protection.

"The results are clear: Mangroves play a critical role in reducing flood risks and should be viewed as valuable natural assets," Menendez said. "They offer cost-effective protection to coastal communities and support national wealth by preserving lives, livelihoods, and infrastructure."

The research goes beyond the environmental importance of mangroves, underscoring their economic value as natural capital assets. The $855 billion figure represents the present value of mangroves' flood protection services, i.e., the benefits of this natural infrastructure over the next 100 years. The countries benefiting most from these services every year include China, Vietnam, Australia, the United States, and India.

The study also shows that while mangrove loss continued from 2010 to 2020, the rate of decline slowed significantly to just 0.66 percent. In that same period, the protective benefits provided by mangroves grew even faster than the overall flood risk. This marks a turning point, with mangroves protecting 61 percent more people and safeguarding 109 percent more capital assets from floods in 2020 compared to a decade earlier.




Countries like Vietnam, Bangladesh, India, China, and Cameroon benefited most from these gains, with mangroves protecting hundreds of thousands of people each year. On the other hand, countries such as Malaysia, Myanmar, and Taiwan saw a decline in mangrove benefits, highlighting the need for increased conservation efforts in these regions.

The findings come at a critical time as countries around the world search for sustainable solutions to rising climate risks. Mangroves offer a natural, cost-effective solution to flood protection, making them an essential component of any climate-adaptation strategy.

As governments and policymakers look to the future, the study provides a compelling case for investing in the conservation and restoration of mangroves. "Protecting and restoring mangroves isn't just good for the environment -- it's a smart economic choice," Beck said. "These ecosystems provide invaluable services that help build resilience against the growing threats of climate change."

The Center for Coastal Climate Resilience has also released these results and data as part of the Coastal Resilience Explorer decision-support tool.
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Climate change threatens global food supply: Scientists call for urgent action | ScienceDaily
As climate change accelerates, scientists are sounding the alarm about its potentially devastating impact on the world's food supply. In a paper published by Trends in Plant Science, an international team of researchers warns that without rapid changes to how we develop climate-resilient crops, we could face widespread food shortages leading to famine, mass migration, and global instability.


						
"We're in a race against time," explained Silvia Restrepo, president of the Boyce Thompson Institute (BTI) and one of the paper's co-authors. "The crops we depend on for food are increasingly struggling to survive extreme weather, from heat waves to droughts and floods. Meanwhile, our current approaches to developing tougher, more resilient crops simply aren't moving fast enough."

The problem is complex: Not only are crops battling higher temperatures, but they're also facing more frequent pest outbreaks and diseases. Even when plants survive these challenges, climate change can reduce their nutritional value. Adding to the urgency, agriculture itself contributes to about 26% of global greenhouse gas emissions, creating a vicious cycle.

The researchers outline five key recommendations to address this crisis:
    	Create global research initiatives that bring together scientists from developed and developing nations to share resources and expertise
    	Study plants in real-world conditions rather than just in controlled laboratory settings
    	Establish stronger partnerships between laboratory scientists and farmers
    	Build public trust and acceptance of new crop development technologies
    	Streamline regulations to speed up the implementation of innovative solutions

One of the paper's most striking observations is that despite agriculture's crucial role in human survival, only about 4% of global climate funding (roughly $35 billion annually) goes toward developing climate-resilient food systems. Even more concerning, most of this research focuses on large-scale farming in developed nations, leaving smaller farms and developing countries behind.

"We need to completely rethink how we approach this challenge," said co-author Andrew Nelson, an associate professor at BTI. "Instead of starting in the lab and hoping solutions work in the field, we should begin by understanding farmers' real-world challenges and then work backward to develop practical solutions."

The researchers emphasize that success will require unprecedented collaboration between scientists, farmers, policymakers, and the public. They also stress the importance of making new technologies accessible to all regions, particularly in the Global South, where climate impacts are often felt most severely.

As climate change continues to accelerate, the paper's authors argue that the time for incremental changes has passed. By decisively implementing the five recommendations outlined above, we can create agricultural systems that are resilient to the impacts of climate change while also improving food security and nutrition.

The group of 21 co-authors from nine countries was formed as a result of the First International Summit on Plant Resilience, organized by the Plant Resilience Institute earlier this year. The keynote speaker was co-author Michelle Heck, adjunct professor at BTI and Cornell University and Research Molecular Biologist at USDA-ARS, who spoke about her innovative research to prevent citrus greening disease.

The summit promoted global collaboration, bringing together leading plant scientists from diverse disciplines. Together, they developed a roadmap to establish plant resilience research as a cornerstone of global climate change solutions. A follow-up summit is planned for 2026.
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Unlocking the science of sleep: How rest enhances language learning | ScienceDaily
Sleep is critical for all sorts of reasons, but a team of international scientists has discovered a new incentive for getting eight hours of sleep every night: it helps the brain to store and learn a new language.


						
A study led by the University of South Australia (UniSA) and published in the Journal of Neuroscience has revealed that the coordination of two electrical events in the sleeping brain significantly improves our ability to remember new words and complex grammatical rules.

In an experiment with 35 native English-speaking adults, researchers tracked the brain activity of participants learning a miniature language called Mini Pinyin that is based on Mandarin but with similar grammatical rules to English.

Half of the participants learned Mini Pinyin in the morning and then returned in the evening to have their memory tested. The other half learned Mini Pinyin in the evening and then slept in the laboratory overnight while their brain activity was recorded. Researchers tested their progress in the morning.

Those who slept performed significantly better compared to those who remained awake.

Lead researcher Dr Zachariah Cross, who did his PhD at UniSA but is now based at Northwestern University in Chicago, says sleep-based improvements were linked to the coupling of slow oscillations and sleep spindles -- brainwave patterns that synchronise during NREM sleep.

"This coupling likely reflects the transfer of learned information from the hippocampus to the cortex, enhancing long-term memory storage," Dr Cross says.




"Post-sleep neural activity showed unique patterns of theta oscillations associated with cognitive control and memory consolidation, suggesting a strong link between sleep-induced brainwave co-ordination and learning outcomes."

UniSA researcher Dr Scott Coussens says the study underscores the importance of sleep in learning complex linguistic rules.

"By demonstrating how specific neural processes during sleep support memory consolidation, we provide a new perspective on how sleep disruption impacts language learning," Dr Coussens says. "Sleep is not just restful; it's an active, transformative state for the brain."

The findings could also potentially inform treatments for individuals with language-related impairments, including autism spectrum disorder (ASD) and aphasia, who experience greater sleep disturbances than other adults.

Research on both animals and humans shows that slow oscillations improve neural plasticity -- the brain's ability to change and adapt in response to experiences and injury.

"From this perspective, slow oscillations could be increased via methods such as transcranial magnetic stimulation to accelerate aphasia-based speech and language therapy," Dr Cross says.

In future, the researchers plan to explore how sleep and wake dynamics influence the learning of other complex cognitive tasks.

"Understanding how the brain works during sleep has implications beyond language learning. It could revolutionise how we approach education, rehabilitation, and cognitive training."
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Cardiovascular disease symptoms surprisingly high in young refugees | ScienceDaily
Many individuals seeking asylum in the United States show increased stress and pain symptoms that are associated with indications of cardiovascular disease according to Weill Cornell Medicine researchers.


						
"We would not have expected the rates of these illnesses or conditions to be this high in such a young, otherwise healthy population," said the study's senior author, Dr. Gunisha Kaur, associate professor of anesthesiology and an anesthesiologist at NewYork-Presbyterian/Weill Cornell Medical Center.

The study, published Dec. 5 in Nature Mental Health, analyzed medical evaluations from 453 U.S. asylum seekers for symptoms associated with psychological stress, cardiovascular disease risk and physical pain. The findings surprised researchers as the median age for the asylum seekers was 30, which is considered young to be showing cardiovascular concerns.

Co-first authors, Dr. Jacob Lurie, interventional pain medicine fellow at Brigham and Women's Hospital, and Dr. Harlan Linver Pietz, internal medicine resident at Yale New Haven Hospital, were with Weill Cornell Medicine when the study was conducted.

A Confluence of Stressors Impact Asylum Seekers

Nearly 120 million people globally were affected by forced displacement by the end of 2023, an 8% rise from 2022, according to the United Nations Global Trends report. In addition to a high level of psychological trauma, survivors of torture report other health issues, including persistent physical pain related to traumatic injuries.

During a qualitative study about stress, legal status and pain, asylum seekers seen at the Human Rights Impact Lab at Weill Cornell Medicine, where Dr. Kaur is founding director, reported concerning symptoms of cardiovascular disease. "Clinicians and researchers aren't typically looking for cardiovascular disease in these young patients," Dr. Kaur said. This prompted the researchers to consider a larger cohort to determine the prevalence of these conditions.




With Diagnosis Comes Appropriate Treatment

They first reviewed evaluations of refugees from around the world who had visited the Weill Cornell Center for Human Rights between 2010 and 2020. The clinic, dedicated to survivors of torture who are seeking asylum, is run by medical students and supervised by faculty, including Dr. Kaur who is co-medical director.

They found that 47% of participants reported worrisome symptoms of cardiovascular disease, including heart palpitations, feeling like fainting, stroke and chest pain. In addition, 31% of those who experienced cardiovascular disease symptoms also reported feeling symptoms of psychological stress and physical pain. Having both stress and pain symptoms strongly predicted cardiovascular disease symptoms.

The findings may prompt clinicians to consider cardiovascular concerns more seriously when evaluating this younger population. "This will be valuable for clinicians to better understand how these characteristic symptoms of cardiovascular disease can manifest. Without accurate diagnosis, appropriate treatments aren't possible," said Annabel Lee, a fourth-year medical student at Weill Cornell Medical College, and a co-author of the study.

The authors plan to further investigate the occurrence of these symptoms in this population and potential interventions that could mitigate them. They anticipate that the actual prevalence of stress, pain and cardiovascular disease symptoms is actually higher than the findings in this study.

"This is an unexplored, untapped area of scientific investigation," Dr. Kaur said. "Now that we know these diseases are unexpectedly prevalent, we should be addressing this upfront. Increased rehabilitation and decreased healthcare costs benefit not only these individuals, but the communities in which they reside."
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In five cancer types, prevention and screening have been major contributors to saving lives | ScienceDaily
Improvements in cancer prevention and screening have averted more deaths from five cancer types combined over the past 45 years than treatment advances, according to a modeling study led by researchers at the National Institutes of Health (NIH). The study, published Dec. 5, 2024, in JAMA Oncology, looked at deaths from breast, cervical, colorectal, lung, and prostate cancer that were averted by the combination of prevention, screening, and treatment advances. The researchers focused on these five cancers because they are among the most common causes of cancer deaths and strategies exist for their prevention, early detection, and/or treatment. In recent years, these five cancers have made up nearly half of all new cancer diagnoses and deaths.


						
"Although many people may believe that treatment advances are the major driver of reductions in mortality from these five cancers combined, the surprise here is how much prevention and screening contribute to reductions in mortality," said co-lead investigator Katrina A. B. Goddard, Ph.D., director of NCI's Division of Cancer Control and Population Sciences. "Eight out of 10 deaths from these five cancers that were averted over the past 45 years were due to advances in prevention and screening."

A single prevention intervention, smoking cessation, contributed the lion's share of the deaths averted: 3.45 million from lung cancer alone. When considering each cancer site individually, prevention and screening accounted for most deaths averted for cervical, colorectal, lung, and prostate cancer, whereas treatment advances accounted for most deaths averted from breast cancer.

"To reduce cancer death rates, it's critical that we combine effective strategies in prevention and screening with advances in treatment," said W. Kimryn Rathmell, M.D., Ph.D., director of NCI. "This study will help us understand which strategies have been most effective in reducing cancer deaths so that we can continue building on this momentum and hopefully increase the use of these strategies across the United States."

The researchers used statistical models and cancer mortality data to estimate the relative contributions of prevention, screening, and treatment advances to deaths averted from breast, cervical, colorectal, lung, and prostate cancers between 1975 and 2020.

In total, the modeling showed, 5.94 million deaths were averted from these five cancers between 1975 and 2020. Of these, prevention and screening interventions accounted for 4.75 million, or 80%, of the averted deaths.

The individual contributions of prevention, screening, and treatment varied by cancer site:
    	In breast cancer, 1 million deaths (out of 2.71 million that would have occurred in the absence of all interventions) were averted from 1975 to 2020, with treatment advances contributing to three-quarters of the deaths averted and mammography screening contributing to the rest.
    	In lung cancer, prevention through tobacco control efforts accounted for 98% of the 3.45 million deaths averted (out of 9.2 million), and treatment advances accounted for the rest.
    	In cervical cancer, the 160,000 deaths averted (out of 370,000) were entirely through cervical cancer screening (i.e., Pap and HPV, or human papillomavirus, testing) and removal of precancerous lesions.
    	In colorectal cancer, of the 940,000 deaths averted (out of 3.45 million), 79% were due to screening and removal of precancerous polyps, with treatment advances accounting for the remaining 21%.
    	In prostate cancer, of the 360,000 deaths averted (out of 1.01 million), screening via PSA testing contributed 56% and treatment advances contributed 44%.

"These findings suggest that we need to continue to have strong strategies and approaches in all of these areas," Dr. Goddard noted. "It's not just treatment advances alone, or prevention and screening alone, that is helping us to reduce cancer mortality."




The authors pointed out that more recent prevention and screening strategies, such as HPV vaccination and lung cancer screening, were not in wide use during the study period and could further reduce cancer death rates. Other opportunities for reducing cancer deaths include making screening more accessible, such as with HPV tests that allow for self-collection, and developing new treatments.

The authors acknowledged that the five cancer sites included in the study account for less than half of all cancer deaths and that the findings for these cancers may not necessarily apply to other cancers, especially those for which there are not effective prevention, screening, or treatment interventions.

"We need to optimize the uptake and use of prevention and screening for these five cancers so that all Americans can benefit, especially underserved populations, as well as develop novel prevention and screening strategies to avert deaths due to other, very lethal cancers, such as those of the pancreas and ovary," said co-lead investigator Philip E. Castle, Ph.D., M.P.H., director of NCI's Division of Cancer Prevention.

In addition, the authors noted that the findings are based on population averages in the United States and may not be generalizable to specific population groups. The study also did not consider the potential harms of interventions, such as false-positive results and overdiagnosis during screening, nor did it measure other outcomes, such as quality of life.
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Antipsychotic medications don't always work the way they're supposed to | ScienceDaily
A new study conducted by researchers at the University of Waterloo analyzed data from nearly 500,000 Canadian patients who lived in nursing homes across Canada between 2000 and 2022. It found that residents who were given antipsychotic medications showed a significant worsening of their behaviours. In fact, nearly 68 per cent of residents who used antipsychotics had more problems with their behaviour during follow-up checks.


						
"This is the first national longitudinal study of its kind, using a statistical technique to measure the effect of antipsychotic treatments," said Dr. Daniel Leme, the study's lead author and a postdoctoral scholar in Waterloo's School of Public Health Sciences.

Antipsychotics are often prescribed in nursing homes "off-label," meaning they're used for purposes not approved by health authorities like the U.S. Food and Drug Administration (FDA). For example, they might be given to manage behaviours associated with dementia, even though these drugs are only approved for treating conditions like schizophrenia or certain types of psychosis. The study found that 26 per cent of nursing home residents in Canada were given antipsychotics in ways not recommended by the FDA between 2014 and 2020.

Although antipsychotics are often used to calm residents with aggressive or agitated behaviour, the medications can have serious side effects. These include tremors, restlessness, rigidity, painful muscle contractions and the inability to stand and walk, which can exacerbate existing behavioural and psychological symptoms.

"Sometimes people may say they don't have enough staff to deal with these issues, but the reality is that these medications can make disability and cognitive impairment worse," said Dr. John Hirdes, a professor in the School of Public Health Sciences. "We need to seriously reconsider the use of antipsychotics for people who do not have conditions associated with psychosis."

The study outlines the inappropriate use of antipsychotics to treat behavioural and psychological symptoms of dementia (BPSD), which can include irritability, aggression, agitation, anxiety, depression, sleep or appetite changes, apathy, wandering, repetitive questioning, sexually inappropriate behaviours and refusal of care.

Instead of turning to medication right away, researchers suggest focusing on person-centred care -- getting to the root causes of a resident's behaviour and offering support in other ways. For example, a resident might need better pain management, clearer communication, or activities to help reduce anxiety. Non-drug therapies like music, art, social interaction, and gentle exercise have been shown to help manage behaviour without the need for antipsychotics.

Training staff to understand the risks of antipsychotics and how to offer better care has also been linked to improved outcomes for nursing home residents, including less agitation and a better quality of life.

The study, published in the November 2024 issue of the Journal of the American Medical Directors Association, is part of an international project called I-Care4Old, and was funded by the New Frontiers Research Fund Global Grant.
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      Strange &amp; Offbeat News

      Quirky stories from all of ScienceDaily's health, technology, environment, and society sections.


      
        A new galaxy, much like our own
        Stunning new photographs by a team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way. The extraordinary images give us an unprecedented picture of what our own galaxy might have looked like when it was being born.

      

      
        AI thought knee X-rays show if you drink beer -- they don't
        A new study highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as 'shortcut learning.' The researchers analyzed thousands of knee X-rays and found that AI models can 'predict' unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved high levels of accuracy by exploiting subtle and unintende...

      

      
        Minuscule robots for targeted drug delivery
        An interdisciplinary team has created tiny bubble-like microrobots that can deliver therapeutics right where they are needed and then be absorbed by the body.

      

      
        New research unlocks jaw-dropping evolution of lizards and snakes
        A groundbreaking study has shed light on how lizards and snakes -- the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.

      

      
        Recycling human, animal excreta reduces need for fertilizers
        Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling.

      

      
        Researchers discover new third class of magnetism that could transform digital devices
        A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.

      

      
        Scientists transform ubiquitous skin bacterium into a topical vaccine
        Scientists' findings in mice could translate into a radical, needle-free vaccination approach that would also eliminate reactions including fever, swelling and pain.

      

      
        Biological diversity is not just the result of genes
        How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team demonstrates that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species th...

      

      
        Particle that only has mass when moving in one direction observed for first time
        For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the re...

      

      
        A new discovery about the source of the vast energy in cosmic rays
        New research suggests that these ultra-high energy rays derive their energy from magnetic turbulence.

      

      
        Tiny poops in the ocean may help solve the carbon problem
        Some of the world's smallest animals and their tiny poops could aid in the fight against climate change. A study reports that clay dust sprayed on the surface of seawater converts free-floating carbon particulates into food for zooplankton, which the microscopic animals later deposit deep into the sea as feces. The particulates are the remnants of carbon dioxide removed from the atmosphere by marine plants that re-enters the atmosphere when the plants die. This new method redirects the carbon int...

      

      
        Delivering medicines with microscopic 'flowers'
        Using microparticles consisting of extremely thin petals, medicines can be delivered via the bloodstream in a precisely targeted manner, for example to a tumour or blood clot. Ultrasound and other acoustic procedures guide the particles through the body and reveal their locations. This makes the particles easy to deploy, as ultrasound procedures are common practice in medicine.

      

      
        Researchers 'see' vulnerability to gaming addiction in the adolescent brain
        Researchers found that adolescents with more symptoms of gaming addiction showed lower brain activity in the region involved in decision-making and reward processing; this blunted response to reward anticipation is associated with higher symptoms of gaming addiction over time and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

      

      
        Scientists create AI that 'watches' videos by mimicking the brain
        Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.

      

      
        Dogs use two-word button combos to communicate
        A new study shows that dogs trained to use soundboards to 'talk' are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners.

      

      
        Earliest deep-cave ritual compound in Southwest Asia discovered
        A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent.

      

      
        Mars' infamous dust storms can engulf the entire planet: A new study examines how
        Dust storms on Mars could one day pose dangers to human astronauts, damaging equipment and burying solar panels. New research gets closer to predicting when extreme weather might erupt on the Red Planet.

      

      
        Not so simple machines: Cracking the code for materials that can learn
        Physicists have devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

      

      
        Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster
        Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?

      

      
        Space-time crystals, an important step toward new optical materials
        Photonic space-time crystals are materials that could increase the performance and efficiency of wireless communication or laser technologies. They feature a periodic arrangement of special materials in three dimensions as well as in time, which enables precise control of the properties of light. Scientists have shown how such four-dimensional materials can be used in practical applications.

      

      
        Judging knots throws people for a loop
        We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, research finds.

      

      
        New ocean predator discovered in the Atacama Trench
        Characterized by darkness and intense pressure, the ocean's hadal zone seems uninhabitable, yet dozens of unique organisms call it home. Each species discovered there adds a crucial piece to the puzzle of how life has evolved and even thrives in one of Earth's most extreme environments. A new study highlights one of those species -- the newly named Dulcibella camanchaca. This crustacean is the first large, active predatory amphipod from these extreme depths.

      

      
        Giving a gift? Better late than never, study finds
        If you feel terrible about giving a late gift to a friend for Christmas or their birthday, this study has good news for you. Researchers found that recipients aren't nearly as upset about getting a late gift as givers assume they will be.

      

      
        Universe expansion study confirms challenge to cosmic theory
        New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decade-long mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.

      

      
        Battery-like computer memory keeps working above 1000degF
        Computer memory could one day withstand the blazing temperatures in fusion reactors, jet engines, geothermal wells and sweltering planets using a new solid-state memory device developed by a team of engineers.

      

      
        Astronomers find the smallest asteroids ever detected in the main belt
        Astronomers have found a way to spot the smallest, 'decameter,' asteroids within the main asteroid belt. They used their approach to detect more than 100 new asteroids, ranging from the size of a bus to several stadiums wide, which are the smallest asteroids within the main belt detected to date.

      

      
        Getting to the bottom of things: Latrine findings help researcher trace the movement of people and disease
        A researcher has uncovered evidence of intestinal parasites in a 500-year-old latrine from Bruges, Belgium, and while the finding may induce queasiness in some, it is expected to provide important scientific evidence on how infectious diseases once spread through travel and trade.

      

      
        Magnetically controlled kirigami surfaces move objects: No grasping needed
        Researchers have developed a novel device that couples magnetic fields and kirigami design principles to remotely control the movement of a flexible dimpled surface, allowing it to manipulate objects without actually grasping them -- making it useful for lifting and moving items such as fragile objects, gels or liquids. The technology has potential for use in confined spaces, where robotic arms or similar tools aren't an option.

      

      
        Researchers innovate scalable robotic fibers with light-emitting, self-healing and magnetic properties
        A team of interdisciplinary scientists has developed flexible fibers with self-healing, light-emitting and magnetic properties. The Scalable Hydrogel-clad Ionotronic Nickel-core Electroluminescent (SHINE) fiber is bendable, emits highly visible light, and can automatically repair itself after being cut, regaining nearly 100 per cent of its original brightness. In addition, the fiber can be powered wirelessly and manipulated physically using magnetic forces.

      

      
        Bird-inspired drone can jump for take-off
        Researchers have built a drone that can walk, hop, and jump into flight with the aid of birdlike legs, greatly expanding the range of potential environments accessible to unmanned aerial vehicles.

      

      
        Desert ants use the polarity of the geomagnetic field for navigation
        Desert ants of the Cataglyphis nodus species use the Earth's magnetic field for spatial orientation, but rely on a different component of the field than other insects. The survey suggests that the ants also use a different mechanism for magnetoreception than most insects studied to date, including the famous monarch butterflies. The researchers suspect that magnetoreception in desert ants is based on a mechanism involving tiny particles of the iron oxide mineral magnetite or other magnetic partic...

      

      
        Particle research gets closer to answering why we're here
        Physicists have outlined the next 10 years of global research into the behavior of neutrinos, particles so tiny that they pass through virtually everything by the trillions every second at nearly the speed of light.

      

      
        That's no straw: Hummingbirds evolved surprisingly flexible bills to help them drink nectar
        Hummingbird bills -- their long, thin beaks -- look a little like drinking straws. But new research shows just how little water, or nectar, that comparison holds. Scientists have discovered that the hummingbird bill is surprisingly flexible. While drinking, a hummingbird rapidly opens and shuts different parts of its bill simultaneously, engaging in an intricate and highly coordinated dance with its tongue to draw up nectar at lightning speeds.

      

      
        Researchers use data from citizen scientists to uncover the mysteries of a blue low-latitude aurora
        Colorful auroras appeared around Japan's Honshu and Hokkaido islands on May 11, 2024, sparked by an intense magnetic storm. Usually, auroras observed at low latitudes appear red due to the emission of oxygen atoms. But on this day, a salmon pink aurora was observed throughout the night, while an unusually tall, blue-dominant aurora appeared shortly before midnight.

      

      
        Tyrannosaur teeth discovered in Bexhill-on-Sea, England
        Research has revealed that several groups of meat-eating dinosaur stalked the Bexhill-on-Sea region of coastal East Sussex 135 million years ago.

      

      
        Iberian Neolithic societies had a deep knowledge of archery techniques and materials
        A research team has made exceptional discoveries on prehistoric archery from the early Neolithic period, 7,000 years ago. The well organic preservation of the remains of the Cave of Los Murcielagos in Albunol, Granada, made it possible for scientists to identify the oldest bowstrings in Europe, which were made from the tendons of three animal species. The use of olive and reed wood and birch bark pitch in the making of arrows reveals an unprecedented degree of precision and technical mastery, as ...

      

      
        Chimpanzees perform the same complex behaviors that have brought humans success
        A new study suggests that the fundamental abilities underlying human language and technological culture may have evolved before humans and apes diverged millions of years ago.
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A new galaxy, much like our own | ScienceDaily
Stunning new photographs by a Wellesley College-led team of astronomers have revealed a newly forming galaxy that looks remarkably similar to a young Milky Way.


						
The extraordinary images -- taken with NASA's James Webb Space Telescope -- show a galaxy that glitters with 10 distinct star clusters that formed at different times, much like our own Milky Way.

Cocooned in a diffuse arc, and resembling fireflies "dancing" on a summer night, the newly discovered galaxy -- which the Wellesley team have dubbed the "Firefly Sparkle" -- was taking shape around 600 million years after the Big Bang, around the same time that our own galaxy was beginning to take shape.

Wellesley College astronomer Lamiya Mowla is co-lead author of the paper, which was published Wednesday, Dec. 11, in Nature.

Mowla says the discovery is particularly important because the mass of the Firefly Sparkle is similar to what the Milky Way's mass might have been at the same stage of development. (Other galaxies Webb has detected from this time period are significantly more massive.)

"These remarkable images give us an unprecedented picture of what our own galaxy might have looked like when it was being born," Mowla says. "By examining these photos of the Firefly Sparkle, we can better understand how our own Milky Way took shape."

Glimpses of a young galaxy forming in a way so similar to our own are unparalleled, Mowla says. The JWST images show a Milky Way-like galaxy in the early stages of its assembly in a universe that's only 600 million years old.

"As an observational astronomer studying the structural evolution of astronomical objects in the early Universe, I want to understand how the first stars, star clusters, galaxies, and galaxy clusters formed in the infant Universe and how they changed as the Universe got older," Mowla notes. Of the Firefly Sparkle, she says, ""I didn't think it would be possible to resolve a galaxy that existed so early in the universe into so many distinct components, let alone find that its mass is similar to our own galaxy's when it was in the process of forming.

"There is so much going on inside this tiny galaxy, including so many different phases of star formation," Mowla told NASA. "These images are the very first glimpse of something that we'll be able to study -- and learn from -- for many years to come."

Mowla, who co-led the project with Kartheik Iyer, a NASA Hubble Fellow at Columbia University in New York, is an assistant professor of physics and astronomy at Wellesley, and a 2013 graduate of the college.
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AI thought knee X-rays show if you drink beer -- they don't | ScienceDaily
Artificial intelligence can be a useful tool to health care professionals and researchers when it comes to interpreting diagnostic images. Where a radiologist can identify fractures and other abnormalities from an X-ray, AI models can see patterns humans cannot, offering the opportunity to expand the effectiveness of medical imaging.


						
But a study in Scientific Reports highlights a hidden challenge of using AI in medical imaging research -- the phenomenon of highly accurate yet potentially misleading results known as "shortcut learning."

The researchers analyzed more than 25,000 knee X-rays from the National Institutes of Health-funded Osteoarthritis Initiative and found that AI models can "predict" unrelated and implausible traits such as whether patients abstained from eating refried beans or beer. While these predictions have no medical basis, the models achieved surprising levels of accuracy by exploiting subtle and unintended patterns in the data.

"While AI has the potential to transform medical imaging, we must be cautious," says the study's senior author, Dr. Peter Schilling, an orthopaedic surgeon at Dartmouth Health's Dartmouth Hitchcock Medical Center and an assistant professor of orthopaedics in Dartmouth's Geisel School of Medicine.

"These models can see patterns humans cannot, but not all patterns they identify are meaningful or reliable," Schilling says. "It's crucial to recognize these risks to prevent misleading conclusions and ensure scientific integrity."

The researchers examined how AI algorithms often rely on confounding variables -- such as differences in X-ray equipment or clinical site markers -- to make predictions rather than medically meaningful features. Attempts to eliminate these biases were only marginally successful -- the AI models would just "learn" other hidden data patterns.

"This goes beyond bias from clues of race or gender," says Brandon Hill, a co-author of the study and a machine learning scientist at Dartmouth Hitchcock. "We found the algorithm could even learn to predict the year an X-ray was taken. It's pernicious -- when you prevent it from learning one of these elements, it will instead learn another it previously ignored. This danger can lead to some really dodgy claims, and researchers need to be aware of how readily this happens when using this technique."

The findings underscore the need for rigorous evaluation standards in AI-based medical research. Overreliance on standard algorithms without deeper scrutiny could lead to erroneous clinical insights and treatment pathways.




"The burden of proof just goes way up when it comes to using models for the discovery of new patterns in medicine," Hill says. "Part of the problem is our own bias. It is incredibly easy to fall into the trap of presuming that the model 'sees' the same way we do. In the end, it doesn't."

"AI is almost like dealing with an alien intelligence," Hill continues. "You want to say the model is 'cheating,' but that anthropomorphizes the technology. It learned a way to solve the task given to it, but not necessarily how a person would. It doesn't have logic or reasoning as we typically understand it."

Schilling, Hill, and study co-author Frances Koback, a third-year medical student in Dartmouth's Geisel School, conducted the study in collaboration with the Veterans Affairs Medical Center in White River Junction, Vt.
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Minuscule robots for targeted drug delivery | ScienceDaily
In the future, delivering therapeutic drugs exactly where they are needed within the body could be the task of miniature robots. Not little metal humanoid or even bio-mimicking robots; think instead of tiny bubble-like spheres.


						
Such robots would have a long and challenging list of requirements. For example, they would need to survive in bodily fluids, such as stomach acids, and be controllable, so they could be directed precisely to targeted sites. They also must release their medical cargo only when they reach their target, and then be absorbable by the body without causing harm.

Now, microrobots that tick all those boxes have been developed by a Caltech-led team. Using the bots, the team successfully delivered therapeutics that decreased the size of bladder tumors in mice. A paper describing the work appears in the journal Science Robotics.

"We have designed a single platform that can address all of these problems," says Wei Gao, professor of medical engineering at Caltech, Heritage Medical Research Institute Investigator, and co-corresponding author of the new paper about the bots, which the team calls bioresorbable acoustic microrobots (BAM).

"Rather than putting a drug into the body and letting it diffuse everywhere, now we can guide our microrobots directly to a tumor site and release the drug in a controlled and efficient way," Gao says.

The concept of micro- or nanorobots is not new. People have been developing versions of these over the past two decades. However, thus far, their applications in living systems have been limited because it is extremely challenging to move objects with precision in complex biofluids such as blood, urine, or saliva, Gao says. The robots also have to be biocompatible and bioresorbable, meaning that they leave nothing toxic behind in the body.

The Caltech-developed microrobots are spherical microstructures made of a hydrogel called poly(ethylene glycol) diacrylate. Hydrogels are materials that start out in liquid or resin form and become solid when the network of polymers found within them becomes cross-linked, or hardens. This structure and composition enable hydrogels to retain large amounts of fluid, making many of them biocompatible. The additive manufacturing fabrication method also enables the outer sphere to carry the therapeutic cargo to a target site within the body.




To develop the hydrogel recipe and to make the microstructures, Gao turned to Caltech's Julia R. Greer, the Ruben F. and Donna Mettler Professor of Materials Science, Mechanics and Medical Engineering, the Fletcher Jones Foundation Director of the Kavli Nanoscience Institute, and co-corresponding author of the paper. Greer's group has expertise in two-photon polymerization (TPP) lithography, a technique that uses extremely fast pulses of infrared laser light to selectively cross-link photosensitive polymers according to a particular pattern in a very precise manner. The technique allows a structure to be built up layer by layer, in a way reminiscent of 3D printers, but in this case, with much greater precision and form complexity.

Greer's group managed to "write," or print out, microstructures that are roughly 30 microns in diameter -- about the diameter of a human hair.

"This particular shape, this sphere, is very complicated to write," Greer says. "You have to know certain tricks of the trade to keep the spheres from collapsing on themselves. We were able to not only synthesize the resin that contains all the biofunctionalization and all the medically necessary elements, but we were able to write them in a precise spherical shape with the necessary cavity."

In their final form, the microrobots incorporate magnetic nanoparticles and the therapeutic drug within the outer structure of the spheres. The magnetic nanoparticles allow the scientists to direct the robots to a desired location using an external magnetic field. When the robots reach their target, they remain in that spot, and the drug passively diffuses out.

Gao and colleagues designed the exterior of the microstructure to be hydrophilic -- that is, attracted to water -- which ensures that the individual robots do not clump together as they travel through the body. However, the inner surface of the microrobot cannot be hydrophilic because it needs to trap an air bubble, and bubbles are easy to collapse or dissolve.

To construct hybrid microrobots that are both hydrophilic on their exterior and hydrophobic, or repellent to water, in their interior, the researchers devised a two-step chemical modification. First, they attached long-chain carbon molecules to the hydrogel, making the entire structure hydrophobic. Then the researchers used a technique called oxygen plasma etching to remove some of those long-chain carbon structures from the interior, leaving the outside hydrophobic and the interior hydrophilic.




"This was one of the key innovations of this project," says Gao, who is also a Ronald and JoAnne Willens Scholar. "This asymmetric surface modification, where the inside is hydrophobic and the outside is hydrophilic, really allows us to use many robots and still trap bubbles for a prolonged period of time in biofluids, such as urine or serum."

Indeed, the team showed that the bubbles can last for as long as several days with this treatment versus the few minutes that would otherwise be possible.

The presence of trapped bubbles is also crucial for moving the robots and for keeping track of them with real-time imaging. For example, to enable propulsion, the team designed the microrobot sphere to have two cylinder-like openings -- one at the top and another to one side. When the robots are exposed to an ultrasound field, the bubbles vibrate, causing the surrounding fluid to stream away from the robots through the opening, propelling the robots through the fluid. Gao's team found that the use of two openings gave the robots the ability to move not only in various viscous biofluids, but also at greater speeds than can be achieved with a single opening.

Trapped within each microstructure is an egg-like bubble that serves as an excellent ultrasound imaging contrast agent, enabling real-time monitoring of the bots in vivo. The team developed a way to track the microrobots as they move to their targets with the help of ultrasound imaging experts Mikhail Shapiro, Caltech's Max Delbruck Professor of Chemical Engineering and Medical Engineering, a Howard Hughes Medical Institute Investigator; co-corresponding author Di Wu, research scientist and director of the DeepMIC Center at Caltech; and co-corresponding author Qifa Zhou, professor of ophthalmology and biomedical engineering at USC.

The final stage of development involved testing the microrobots as a drug-delivery tool in mice with bladder tumors. The researchers found that four deliveries of therapeutics provided by the microrobots over the course of 21 days was more effective at shrinking tumors than a therapeutic not delivered by robots.

"We think this is a very promising platform for drug delivery and precision surgery," Gao says. "Looking to the future, we could evaluate using this robot as a platform to deliver different types of therapeutic payloads or agents for different conditions. And in the long term, we hope to test this in humans."

The work was supported by the Kavli Nanoscience Institute at Caltech as well as by funding from the National Science Foundation; the Heritage Medical Research Institute; the Singapore Ministry of Education Academic Research Fund; the National Institutes of Health; the Army Research Office through the Institute for Collaborative Biotechnologies; the Caltech DeepMIC Center, with support of the Caltech Beckman Institute and the Arnold and Mabel Beckman Foundation; and the David and Lucile Packard Foundation.
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New research unlocks jaw-dropping evolution of lizards and snakes | ScienceDaily
A groundbreaking University of Bristol study has shed light on how lizards and snakes -the most diverse group of land vertebrates with nearly 12,000 species -- have evolved remarkably varied jaw shapes, driving their extraordinary ecological success.


						
This research, led by a team of evolutionary biologists and published in the Proceedings of the Royal Society B today, offers a new understanding of the intricate factors influencing the evolution of lower jaw morphology in these animals, known collectively as lepidosaurs.

The researchers discovered that jaw shape evolution in lepidosaurs is influenced by a complex interplay of factors beyond ecology, including phylogeny (evolutionary relatedness) and allometry (the scaling of shape with size).

In terms of jaw shape, the team found that snakes are morphological outliers, exhibiting unique jaw morphologies, likely due to their highly flexible skulls and extreme mechanics that enable them to swallow prey many times larger than their heads.

"Interestingly, we found that jaw shape evolves particularly fast in ecologically specialised groups, such as in burrowing and aquatic species, and in herbivorous lizards, suggesting that evolutionary innovation in the lower jaw was key to achieve these unique ecologies," explained Dr Antonio Ballell Mayoral based in Bristol's School of Earth Sciences.

"Our study shows how lizards and snakes evolved their disparate jaw shapes which adapted to their wide range of ecologies, diets, and habitats, driving their extraordinary diversity."

This work underscores the critical role of morphological innovation in promoting the diversification of highly biodiverse groups like lepidosaurs. The lower jaw -- a vital component of the vertebrate feeding apparatus -- has been a key element in their ecological experimentation and adaptation.

Looking ahead, the team plans to delve deeper into the evolution of the lepidosaur head.

Dr Ballell Mayoral added: "Lower jaws are important, but they work together with the jaw closing muscles to support essential functions like feeding and defence.

"We are exploring the relationship between skull shape and the arrangement of the jaw closing musculature through evolution, and how it has impacted the diversification of feeding mechanics and habits."
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Recycling human, animal excreta reduces need for fertilizers | ScienceDaily
Recycling all the human and livestock feces and urine on the planet would contribute substantially to meeting the nutrient supply for all crops worldwide, thereby reducing the need to mine fertilizers such as phosphorus and dramatically reducing the dependency on fossil fuels, according to a global analysis of nutrient recycling published in Nature Sustainability.


						
"We have to find ways to recycle the nutrients that are now poorly utilized, and our data shows that there is a lot of it: Many countries could become self-sufficient at current fertilizer use if they would recycle excreta to agriculture," said Johannes Lehmann, professor in the School of Integrative Plant Science at Cornell University and the study's senior author.

The researchers analyzed a large array of datasets retrieved from various databases, including the United Nations Food and Agricultural Organization's FAOSTAT and the International Fertilizer Association's STAT, as well as satellite-based maps, to identify the locations of crops and livestock, and learn which fertilizers, and how much of them, are being used in as many as 146 countries.

After calculating the locations and quantities of nutrients accruing in excreta from humans and livestock, the team modeled how much of this waste, if recycled, would be needed to satisfy crop and grassland production systems worldwide.

The analysis showed that the global amounts found in human and poorly utilized livestock excreta represent 13% of crop and grassland needs for major nutrients. National recycling of those nutrients could reduce global net imports of mineral fertilizers by 41% for nitrogen, 3% for phosphorus and 36% for potassium.

The use of recycled excreta, Lehmann said, would have additional benefits, such as diverting waste nutrient runoff from entering local water sources, where it becomes a pollutant. Nutrient recycling could also help establish a circular economy between food consumption and agriculture.

"It doesn't make any sense to pollute our environment, especially our waters and soils, and then have not enough fertilizer for agriculture," Lehmann said. "We need to close the loop from poorly utilized nutrients, wherever they come from, and in this paper, we show that taking only two of these feedstock types, animal excreta and human excreta, we could theoretically satisfy all our fertilizer use at present."

Lehmann sees the urgency of meeting global fertilizer needs as a geopolitical issue comparable to that of oil, with the vast majority of phosphorus, a nonrenewable resource, mined in very few countries. Nitrogen, similarly, is expensive and requires a great deal of energy to commercially produce, creating a large greenhouse-gas footprint.

Without the aid of recycling, eventual nutrient scarcities will only drive up the price of fertilizer and eventually food, risking increased migrations and political unrest, Lehmann said.
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Researchers discover new third class of magnetism that could transform digital devices | ScienceDaily
A new class of magnetism called altermagnetism has been imaged for the first time in a new study. The findings could lead to the development of new magnetic memory devices with the potential to increase operation speeds of up to a thousand times.


						
Altermagnetism is a distinct form of magnetic order where the tiny constituent magnetic building blocks align antiparallel to their neighbours but the structure hosting each one is rotated compared to its neighbours.

Scientists from the University of Nottingham's School of Physics and Astonomy have shown that this new third class of magnetism exists andcan be controlled in microscopic devices. The findings have been published today in Nature.

Professor Peter Wadley, who led the research, explains: "Altermagnets consist of magnetic moments that point antiparallel to their neighbours. However, each part of the crystal hosting these tiny moments is rotated with respect to its neighbours. This is like antiferromagnetism with a twist! But this subtle difference has huge ramifications."

Magnetic materials are used in the majority of long term computer memory and the latest generation of microelectronic devices. This is not only a massive and vital industry but also a significant source of global carbon emissions. Replacing the key components with altermagnetic materials would lead to huge increases in speed and efficiency while having the potential to massively reduce our dependency on rare and toxic heavy elements needed for conventional ferromagnetic technology.

Altermagnets combine the favourable properties of ferromagnets and antiferromagnets into a single material. They have the potential to lead to a thousand fold increase in speed of microelectronic components and digital memory while being more robust and m energy efficient.

Senior Research Fellow, Oliver Amin led the experiment and is co-author on the study, he said: "Our experimental work has provided a bridge between theoretical concepts and real-life realisation, which hopefully illuminates a path to developing altermagnetic materials for practical applications."

The new experimental study was carried out at the MAX IV international facility in Sweden. The facility, which looks like a giant metal doughnut, is an electron accelerator, called a synchrotron, that produces x-rays.

X-rays are shone onto the magnetic material and the electrons given off from the surface are detected using a special microscope. This allows an image to be produced of the magnetism in the material with resolution of small features down to the nanoscale.

PhD student, Alfred Dal Din, has been exploring altermagnets for the last two years. This is yet another breakthrough that he has seen during his project. He comments: 'To be amongst the first to see the effect and properties of this promising new class of magnetic materials during my PhD has been an immensely rewarding and challenging privilege.'
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Scientists transform ubiquitous skin bacterium into a topical vaccine | ScienceDaily
Imagine a world in which a vaccine is a cream you rub onto your skin instead of a needle a health care worker pushes into your one of your muscles. Even better, it's entirely pain-free and not followed by fever, swelling, redness or a sore arm. No standing in a long line to get it. Plus, it's cheap.


						
Thanks to Stanford University researchers' domestication of a bacterial species that hangs out on the skin of close to everyone on Earth, that vision could become a reality.

"We all hate needles -- everybody does," said Michael Fischbach, PhD, the Liu (Liao) Family Professor and a professor of bioengineering. "I haven't found a single person who doesn't like the idea that it's possible to replace a shot with a cream."

The skin is a terrible place to live, according to Fischbach. "It's incredibly dry, way too salty for most single-celled creatures and there's not much to eat. I can't imagine anything would want to live there."

But a few hardy microbes call it home. Among them is Staphylococcus epidermidis, a generally harmless skin-colonizing bacterial species.

"These bugs reside on every hair follicle of virtually every person on the planet," Fischbach said.

Immunologists have perhaps neglected our skin-colonizing bacteria, Fischbach said, because they don't seem to contribute much to our well-being. "We've just assumed there's not much going on there."

That turns out to be wrong. In recent years, Fischbach and his colleagues have discovered that the immune system mounts a much more aggressive response against S. epidermidis than anyone expected.




In a study to be published Dec. 11 in Nature, Fischbach and his colleagues zeroed in on a key aspect of the immune response -- the production of antibodies. These specialized proteins can stick to specific biochemical features of invading microbes, often preventing them from getting inside of cells or traveling unmolested through the bloodstream to places they should not go. Individual antibodies are extremely picky about what they stick to. Each antibody molecule typically targets a particular biochemical feature belonging to a single microbial species or strain.

Fischbach and postdoctoral scholar Djenet Bousbaine, PhD, respectively the study's senior and lead author, and their colleagues wanted to know: Would the immune system of a mouse, whose skin isn't normally colonized by S. epidermidis, mount an antibody response to that microorganism if it were to turn up there?

(Antibody) levels without a cause?

The initial experiments, performed by Bousbaine, were simple: Dip a cotton swab into a vial containing S. epidermidis. Rub the swab gently on the head of a normal mouse -- no need to shave, rinse or wash its fur -- and put the mouse back in its cage. Draw blood at defined time points over the next six weeks, asking: Has this mouse's immune system produced any antibodies that bind to S. epidermidis?

The mice's antibody response to S. epidermidis was "a shocker," Fischbach said. "Those antibodies' levels increased slowly, then some more -- and then even more." At six weeks, they'd reached a higher concentration than one would expect from a regular vaccination -- and they stayed at those levels.

"It's as if the mice had been vaccinated," Fischbach said. Their antibody response was just as strong and specific as if it had been reacting to a pathogen.




"The same thing appears to be occurring naturally in humans," Fischbach said. "We got blood from human donors and found that their circulating levels of antibodies directed at S. epidermidis were as high as anything we get routinely vaccinated against."

That's puzzling, he said: "Our ferocious immune response to these commensal bacteria loitering on the far side of that all-important anti-microbial barrier we call our skin seems to have no purpose."

What's going on? It could boil down to a line scrawled by early-20th-century poet Robert Frost: "Good fences make good neighbors." Most people have thought that fence was the skin, Fischbach said. But it's far from perfect. Without help from the immune system, it would be breached very quickly.

"The best fence is those antibodies. They're the immune system's way of protecting us from the inevitable cuts, scrapes, nicks and scratches we accumulate in our daily existence," he said.

While the antibody response to an infectious pathogen begins only after the pathogen invades the body, the response to S. epidermidis happens preemptively, before there's any problem. That way, the immune system can respond if necessary -- say, when there's a skin break and the normally harmless bug climbs in and tries to thumb a ride through our bloodstream.

Engineering a living vaccine 

Step by step, Fischbach's team turned S. epidermidis into a living, plug-and-play vaccine that can be applied topically. They learned that the part of S. epidermidis most responsible for tripping off a powerful immune response is a protein called Aap. This great, treelike structure, five times the size of an average protein, protrudes from the bacterial cell wall. They think it might expose some of its outermost chunks to sentinel cells of the immune system that periodically crawl through the skin, sample hair follicles, snatch samples of whatever is flapping in Aap's "foliage," and spirit them back inside to show to other immune cells responsible for cooking up an appropriate antibody response aiming at that item.

(Fischbach is a co-author of a study led by Yasmine Belkaid, PhD, director of the Pasteur Institute and a co-author of the Fischbach team's study, which will appear in the same issue of Nature. This companion study identifies the sentinel immune cells, called Langerhans cells, that alert the rest of the immune system to the presence of S. epidermidis on the skin.)

Aap induces a jump in not only blood-borne antibodies known to immunologists as IgG, but also other antibodies, called IgA, that home in on the mucosal linings of our nostrils and lungs.

"We're eliciting IgA in mice's nostrils," Fischbach said. "Respiratory pathogens responsible for the common cold, flu and COVID-19 tend to get inside our bodies through our nostrils. Normal vaccines can't prevent this. They go to work only once the pathogen gets into the blood. It would be much better to stop it from getting in in the first place."

Having identified Aap as the antibodies' main target, the scientists looked for a way to put it to work.

"Djenet did some clever engineering," Fischbach said. "She substituted the gene encoding a piece of tetanus toxin for the gene fragment encoding a component that normally gets displayed in this giant treelike protein's foliage. Now it's this fragment -- a harmless chunk of a highly toxic bacterial protein -- that's waving in the breeze." Would the mice's immune systems "see" it and develop a specific antibody response to it?

The investigators repeated the dip-then-swab experiment, this time using either unaltered S. epidermidis or bioengineered S. epidermidis encoding the tetanus toxin fragment. They administered several applications over six weeks. The mice swabbed with bioengineered S. epidermidis, but not the others, developed extremely high levels of antibodies targeting tetanus toxin. When the researchers then injected the mice with lethal doses of tetanus toxin, mice given natural S. epidermidis all succumbed; the mice that received the modified version remained symptom-free.

A similar experiment, in which the researchers snapped in the gene for diphtheria toxin instead of the one for tetanus toxin into the Aap "cassette player," likewise induced massive antibody concentrations targeting the diphtheria toxin.

The scientists eventually found they could still get life-saving antibody responses in mice after only two or three applications.

They also showed, by colonizing very young mice with S. epidermidis, that the bacteria's prior presence on these mice's skin (as is typical in humans but not mice) didn't interfere with the experimental treatment's ability to spur a potent antibody response. This implies, Fischbach said, that our species' virtually 100% skin colonization by S. epidermidis should pose no problem to the construct's use in people.

Look, ma, no limits

In a change of tactics, the researchers generated the tetanus-toxin fragment in a bioreactor, then chemically stapled it to Aap so it dotted S. epidermidis's surface. To Fischbach's surprise, this turned out to generate a surprisingly powerful antibody response. Fischbach had initially reasoned that the surface-stapled toxin's abundance would get ever more diluted with each bacterial division, gradually muting the immune response. Just the opposite occurred. Topical application of this bug generated enough antibodies to protect mice from six times the lethal dose of tetanus toxin.

"We know it works in mice," Fischbach said. "Next, we need to show it works in monkeys. That's what we're going to do." If things go well, he expects to see this vaccination approach enter clinical trials within two or three years.

"We think this will work for viruses, bacteria, fungi and one-celled parasites," he said. "Most vaccines have ingredients that stimulate an inflammatory response and make you feel a little sick. These bugs don't do that. We expect that you wouldn't experience any inflammation at all."

Researchers from the University of California, Davis; the National Human Genome Research Institute; the National Institute of Allergy and infectious Diseases; and the National Institute of Arthritis and Musculoskeletal and Skin Diseases contributed to the work.

The study was funded by the National Institutes of Health (grants 5R01AI175642-02, 1K99AI180358-01A1, P51OD0111071 and F32HL170591-01), the Leona M. and Harry B. Helmsley Charitable Trust, the Chan Zuckerberg Biohub, the Bill and Melinda Gates Foundation, Open Philanthropy, and the Stanford Microbiome Therapies Initiative.
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Biological diversity is not just the result of genes | ScienceDaily
How can we explain the morphological diversity of living organisms? Although genetics is the answer that typically springs to mind, it is not the only explanation. By combining observations of embryonic development, advanced microscopy, and cutting-edge computer modelling, a multi-disciplinary team from the University of Geneva (UNIGE) demonstrate that the crocodile head scales emerge from the mechanics of growing tissues, rather than molecular genetics. The diversity of these head scales observed in different crocodilian species therefore arises from the evolution of mechanical parameters, such as the growth rate and stiffness of the skin. These results, published in the journal Nature, shed new light on the physical forces involved in the development and evolution of living forms.


						
The origin of the morphological diversity and complexity of living organisms remains one of science's greatest mysteries. To solve this puzzle, scientists study a wide range of different species. The laboratory of Michel Milinkovitch, professor in the Department of Genetics and Evolution at the UNIGE Faculty of Science, investigates the development and evolution of vertebrate skin appendages, such as feathers, hair, and scales, to understand the fundamental mechanisms responsible for this diversity. The embryonic development of these appendages is generally thought to be dictated by chemical processes involving interactions between numerous molecules resulting from gene expression.

Like a propagating crack

Previously, the team showed that the embryonic development of crocodile head scales, unlike scales of the body, originates from a process reminiscent of the propagation of cracks within a material under mechanical stress. However, the true nature of this physical process remained unknown.

These scientists have now solved this mystery thanks to their new and highly multidisciplinary work. First, they tracked the appearance of head scales during the development of the Nile crocodile embryo, which lasts around 90 days in total. While the skin covering the jaws remains smooth until day 48, skin folds appear at around day 51. These folds then spread and interconnect to form irregular polygonal scales, including large and elongated scales on the top of the snout, and smaller units on the sides of the jaws.

If the skin of an animal grows more quickly than the underlying tissue to which it is attached, you can expect the skin to buckle and fold, as its growth is constrained. The team sought to explore whether such a process can explain the appearance of skin folds, and hence scales, in the embryonic crocodile. Therefore, they developed a technique for injecting crocodile eggs with a hormone that activates epidermal growth and stiffening -- EGF (Epidermal Growth Factor). The scientists discovered that the activation of growth and increased rigidity of the skin's surface led to a spectacular change in the organisation of skin folds.

''We saw that the embryo's skin folds abnormally and forms a labyrinthine network resembling the folds of the human brain. Amazingly, when these EGF-treated crocodiles hatch, this brain-like folding has relaxed into a pattern of much smaller scales, comparable to those of another crocodilian species -- the caiman,'' explain Gabriel Santos-Duran and Rory Cooper, post-doctoral fellows in Michel Milinkovitch's laboratory and co-authors of the study. Therefore, variations in the rate of growth and stiffening of the skin provide a simple evolutionary mechanism capable of generating a wide diversity of scale forms among different crocodilian species.

A 3D model of jaw development

The scientists then used an advanced imaging technique, known as ''light sheet microscopy'', to quantify the growth rate and geometries of the various tissues (epidermis, dermis, and bone) that comprise the embryo's head, as well as the organisation of collagen fibres in the dermis. The team used these data to build a three-dimensional (3D) computer model to simulate the constrained growth of the skin. This model also allowed the researchers to explore the effects of changing the specific growth rates and stiffnesses of the tissue layers.

''By exploring these different parameters, we can generate the different head scale shapes corresponding to Nile crocodiles both with or without EGF treatment, as well as the spectacled caiman or the American alligator. These computer simulations demonstrate that tissue mechanics can easily explain the diversity of shapes of certain anatomical structures in different species, without having to involve intricate molecular genetic factors,'' concludes Ebrahim Jahanbakhsh, a computer engineer in Michel Milinkovitch's laboratory and co-author of the study.
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Particle that only has mass when moving in one direction observed for first time | ScienceDaily
For the first time, scientists have observed a collection of particles, also known as a quasiparticle, that's massless when moving one direction but has mass in the other direction. The quasiparticle, called a semi-Dirac fermion, was first theorized 16 years ago, but was only recently spotted inside a crystal of semi-metal material called ZrSiS. The observation of the quasiparticle opens the door to future advances in a range of emerging technologies from batteries to sensors, according to the researchers.


						
The team, led by scientists at Penn State and Columbia University, recently published their discovery in the journal Physical Review X.

"This was totally unexpected," said Yinming Shao, assistant professor of physics at Penn State and lead author on the paper. "We weren't even looking for a semi-Dirac fermion when we started working with this material, but we were seeing signatures we didn't understand -- and it turns out we had made the first observation of these wild quasiparticles that sometimes move like they have mass and sometimes move like they have none."

A particle can have no mass when its energy is entirely derived from its motion, meaning it is essentially pure energy traveling at the speed of light. For example, a photon or particle of light is considered massless because it moves at light speed. According to Albert Einstein's theory of special relativity, anything traveling at the speed of light cannot have mass. In solid materials, the collective behavior of many particles, also known as quasiparticles, can have different behavior than the individual particles, which in this case gave rise to particles having mass in only one direction, Shao explained.

Semi-Dirac fermions were first theorized in 2008 and 2009 by several teams of researchers, including scientists from the Universite Paris Sud in France and the University of California, Davis. The theorists predicted there could be quasiparticles with mass-shifting properties depending on their direction of movement -- that they would appear massless in one direction but have mass when moving in another direction.

Sixteen years later, Shao and his collaborators accidentally observed the hypothetical quasiparticles through a method called magneto-optical spectroscopy. The technique involves shining infrared light on a material while it's subjected to a strong magnetic field and analyzing the light reflected from the material. Shao and his colleagues wanted to observe the properties of quasiparticles inside silver-colored crystals of ZrSiS.

The team conducted their experiments at the National High Magnetic Field Laboratory in Florida. The lab's hybrid magnet creates the most powerful sustained magnetic field in the world, roughly 900,000 times stronger than the Earth's magnetic field. The field is so strong it can levitate small objects such as water droplets.




The researchers cooled down a piece of ZrSiS to -452 degrees Fahrenheit -- only a few degrees above absolute zero, the lowest possible temperature -- and then exposed it to the lab's powerful magnetic field while hitting it with infrared light to see what it revealed about the quantum interactions inside the material.

"We were studying optical response, how electrons inside this material respond to light, and then we studied the signals from the light to see if there is anything interesting about the material itself, about its underlying physics," Shao said. "In this case, we saw many features we'd expect in a semi-metal crystal and then all of these other things happening that were absolutely puzzling."

When a magnetic field is applied to any material, the energy levels of electrons inside that material become quantized into discrete levels called Landau levels, Shao explained. The levels can only have fixed values, like climbing a set of stairs with no little steps in between. The spacing between these levels depends on the mass of the electrons and the strength of the magnetic field, so as the magnetic field increases, the energy levels of the electrons should increase by set amounts based entirely on their mass -- but in this case, they didn't.

Using the high-powered magnet in Florida, the researchers observed that the energy of the Landau level transitions in the ZrSiS crystal followed a completely different pattern of dependence on the magnetic field strength. Years ago, theorists had labeled this pattern the "B^(2/3) power law," the key signature of semi-Dirac fermions.

To understand the bizarre behavior they observed, the experimental physicists partnered with theoretical physicists to develop a model that described the electronic structure of ZrSiS. They specifically focused on the pathways on which electrons might move and intersect to investigate how the electrons inside the material were losing their mass when moving in one direction but not another.

"Imagine the particle is a tiny train confined to a network of tracks, which are the material's underlying electronic structure," Shao said. "Now, at certain points the tracks intersect, so our particle train is moving along its fast track, at light speed, but then it hits an intersection and needs to switch to a perpendicular track. Suddenly, it experiences resistance, it has mass. The particles are either all energy or have mass depending on the direction of their movement along the material's 'tracks.'"

The team's analysis showed the presence of semi-Dirac fermions at the crossing points. Specifically, they appeared massless when moving in a linear path but switched to having mass when moving in a perpendicular direction. Shao explained that ZrSiS is a layered material, much like graphite that is made up of layers of carbon atoms that can be exfoliated down into sheets of graphene that are one atom thick. Graphene is a critical component in emerging technologies, including batteries, supercapacitors, solar cells, sensors and biomedical devices.




"It is a layered material, which means once we can figure out how to have a single layer cut of this compound, we can harness the power of semi-Dirac fermions, control its properties with the same precision as graphene," Shao said. "But the most thrilling part of this experiment is that the data cannot be fully explained yet. There are many unsolved mysteries in what we observed, so that is what we are working to understand."

Other Penn State researchers on the paper are Seng Huat Lee, assistant research professor of bulk crystal growth; Yanglin Zhu, postdoctoral researcher; and Zhiqiang Mao, professor of physics, of material science and engineering, and of chemistry. Dmitri Basov, Higgins Professor of Physics at Columbia University, was co-lead author on the paper. The other co-authors are Jie Wang of Temple University; Seongphill Moon of Florida State University and the National High Magnetic Field Laboratory; Mykhaylo Ozerov, David Graf and Dmitry Smirnov of the National High Magnetic Field Laboratory; A. N. Rudenko and M. I. Katsnelson of Radboud University in the Netherlands; Jonah Herzog-Arbeitman and B. Andrei Bernevig of Princeton University; Zhiyuan Sun of Harvard University; and Raquel Queiroz and Andrew J. Millis of Columbia University.

The U.S. National Science Foundation, the U.S. Department of Energy and the Simons Foundation funded Penn State aspects of this research.
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A new discovery about the source of the vast energy in cosmic rays | ScienceDaily
Ultra-high energy cosmic rays, which emerge in extreme astrophysical environments -- like the roiling environments near black holes and neutron stars -- have far more energy than the energetic particles that emerge from our sun. In fact, the particles that make up these streams of energy have around 10 million times the energy of particles accelerated in the most extreme particle environment on earth, the human-made Large Hadron Collider.


						
Where does all that energy come from? For many years, scientists believed it came from shocks that occur in extreme astrophysical environments -- when, for example, a star explodes before forming a black hole, causing a huge explosion that kicks up particles.

That theory was plausible, but, according to new research published this week in The Astrophysical Journal Letters, the observations are better explained by a different mechanism. The source of the cosmic rays' energy, the researchers found, is more likely magnetic turbulence. The paper's authors found that magnetic fields in these environments tangle and turn, rapidly accelerating particles and sharply increasing their energy up to an abrupt cutoff.

"These findings help solve enduring questions that are of great interest to both astrophysicists and particle physicists about how these cosmic rays get their energy," said Luca Comisso, associate research scientist in the Columbia Astrophysics Lab, and one of the paper's authors.

The paper complements research published last year by Comisso and collaborators on the sun's energetic particles, which they also found emerge from magnetic fields in the sun's corona. In that paper, Comisso and his colleagues discovered ways to better predict where those energetic particles would emerge.

Ultra-high energy cosmic rays are orders of magnitude more powerful than the sun's energetic particles: They can reach up to 1020 electron volts, whereas particles from the Sun can reach up to 1010 electron volts, a 10-order-of-magnitude difference. (To give an idea of this vast difference in scale, consider the difference in weight between a grain of rice with a mass of about 0.05 grams and a 500-ton Airbus A380, the world's largest passenger aircraft.) "It's interesting that these two extremely different environments share something in common: their magnetic fields are highly tangled and this tangled nature is crucial for energizing particles," Comisso said.

"Remarkably, the data on ultra-high energy cosmic rays clearly prefers the predictions of magnetic turbulence over those of shock acceleration. This is a real breakthrough for the field," said Glennys R. Farrar, an author on the paper and professor of physics at New York University.

The research was supported by the National Science Foundation.
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Tiny poops in the ocean may help solve the carbon problem | ScienceDaily
A Dartmouth-led study proposes a new method for recruiting trillions of microscopic sea creatures called zooplankton in the fight against climate change by converting carbon into food the animals would eat, digest, and send deep into the ocean as carbon-filled feces.


						
The technique harnesses the animals' ravenous appetites to essentially accelerate the ocean's natural cycle for removing carbon from the atmosphere, which is known as the biological pump, according to the paper in Nature Scientific Reports.

It begins with spraying clay dust on the surface of the ocean at the end of algae blooms. These blooms can grow to cover hundreds of square miles and remove about 150 billion tons of carbon dioxide from the atmosphere each year, converting it into organic carbon particulates. But once the bloom dies, marine bacteria devour the particulates, releasing most of the captured carbon back into the atmosphere.

The researchers found that the clay dust attaches to carbon particulates before they re-enter the atmosphere, redirecting them into the marine food chain as tiny sticky pellets the ravenous zooplankton consume and later excrete at lower depths.

"Normally, only a small fraction of the carbon captured at the surface makes it into the deep ocean for long-term storage," says Mukul Sharma, the study's corresponding author and a professor of earth sciences. Sharma also presented the findings Dec. 10 at the American Geophysical Union annual conference in Washington, D.C.

"The novelty of our method is using clay to make the biological pump more efficient -- the zooplankton generate clay-laden poops that sink faster," says Sharma, who received a Guggenheim Award in 2020 to pursue the project.

"This particulate material is what these little guys are designed to eat. Our experiments showed they cannot tell if it's clay and phytoplankton or only phytoplankton -- they just eat it," he says. "And when they poop it out, they are hundreds of meters below the surface and the carbon is, too."

The team conducted laboratory experiments on water collected from the Gulf of Maine during a 2023 algae bloom. They found that when clay attaches to the organic carbon released when a bloom dies, it prompts marine bacteria to produce a kind of glue that causes the clay and organic carbon to form little balls called flocs.




The flocs become part of the daily smorgasbord of particulates that zooplankton gorge on, the researchers report. Once digested, the flocs embedded in the animals' feces sinks, potentially burying the carbon at depths where it can be stored for millennia. The uneaten clay-carbon balls also sink, increasing in size as more organic carbon, as well as dead and dying phytoplankton, stick to them on the way down, the study found.

In the team's experiments, clay dust captured as much as 50% of the carbon released by dead phytoplankton before it could become airborne. They also found that adding clay increased the concentration of sticky organic particles -- which would collect more carbon as they sink -- by 10 times. At the same time, the populations of bacteria that instigate the release of carbon back into the atmosphere fell sharply in seawater treated with clay, the researchers report.

In the ocean, the flocs become an essential part of the biological pump called marine snow, Sharma says. Marine snow is the constant shower of corpses, minerals, and other organic matter that fall from the surface, bringing food and nutrients to the deeper ocean.

"We're creating marine snow that can bury carbon at a much greater speed by specifically attaching to a mixture of clay minerals," Sharma says.

Zooplankton accelerate that process with their voracious appetites and incredible daily sojourn known as the diel vertical migration. Under cover of darkness, the animals -- each measuring about three-hundredths of an inch -- rise hundreds, and even thousands, of feet from the deep in one immense motion to feed in the nutrient-rich water near the surface. The scale is akin to an entire town walking hundreds of miles every night to their favorite restaurant.

When day breaks, the animals return to deeper water with the flocs inside them where they are deposited as feces. This expedited process, known as active transport, is another key aspect of the ocean's biological pump that shaves days off the time it takes carbon to reach lower depths by sinking.




Earlier this year, study co-author Manasi Desai presented a project conducted with Sharma and fellow co-author David Fields, a senior research scientist and zooplankton ecologist at the Bigelow Laboratory for Ocean Sciences in Maine, showing that the clay flocs zooplankton eat and expel do indeed sink faster. Desai, a former technician in Sharma's lab, is now a technician in the Fields lab.

Sharma plans to field-test the method by spraying clay on phytoplankton blooms off the coast of Southern California using a crop-dusting airplane. He hopes that sensors placed at various depths offshore will capture how different species of zooplankton consume the clay-carbon flocs so that the research team can better gauge the optimal timing and locations to deploy this method -- and exactly how much carbon it's confining to the deep.

"It is very important to find the right oceanographic setting to do this work. You cannot go around willy-nilly dumping clay everywhere," Sharma says. "We need to understand the efficiency first at different depths so we can understand the best places to initiate this process before we put it to work. We are not there yet -- we are at the beginning."

In addition to Desai and Fields, Sharma worked with the study's first authors Diksha Sharma, a postdoctoral researcher in his lab who is now a Marie Curie Fellow at Sorbonne University in Paris, and Vignesh Menon, who received his master's degree from Dartmouth this year and is now a PhD student at Gothenburg University in Sweden.

Additional study authors include George O'Toole, professor of microbiology and immunology in Dartmouth's Geisel School of Medicine, who oversaw the culturing and genetic analysis of bacteria in the seawater samples; Danielle Niu, who received her doctorate in earth sciences from Dartmouth and is now an assistant clinical professor at the University of Maryland; Eleanor Bates '20, now a PhD student at the University of Hawaii at Manoa; Annie Kandel, a former technician in Sharma's lab; and Erik Zinser, an associate professor of microbiology at the University of Tennessee focusing on marine bacteria.
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Delivering medicines with microscopic 'flowers' | ScienceDaily
These small particles are reminiscent of paper flowers or desert roses. Physicians can use them to guide medicines to a precise destination within the body. Better yet, the particles can easily be tracked using ultrasound as they scatter sound waves.


						
How can medicines be directed to the precise location within the body where they need to act? Scientists have been researching this question for a long time. An example would be delivering cancer drugs directly to a tumour so that they only take effect at this specific location, without causing side effects in the rest of the body. Research is under way to identify carrier particles to which active ingredients can be bound. Particles of this kind must meet an array of requirements, including the following three: firstly, they must be able to absorb as many molecules of the active substance as possible; secondly, it must be possible to guide them through the bloodstream using a simple technique such as ultrasound; and thirdly, it must be possible to track their journey through the body with a non-invasive imaging procedure. This final point is the only way of verifying whether the medicines have successfully been delivered.

Finding a single solution that meets all of these requirements has been challenging. Research lead by ETH Zurich have now unveiled a special class of particle meeting all these criteria. Not only are these particles effective; they appear visually striking under a microscope too, resembling tiny paper flowers or desert roses. They are made of extremely thin petals that arrange themselves into flowers. These flower particles are one to five micrometres in diameter, which is slightly smaller than a red blood cell.

Their shape has two main advantages. Firstly, the flower particles have an enormous surface area in relation to their size. The spaces between the many densely packed flower petals are only a few nanometres wide and act like pores. This means they can absorb very large amounts of therapeutically active substances. Secondly, the flower petals scatter sound waves or they can be coated with molecules that absorb light, thus can easily be made visible using ultrasound or optoacoustic imaging.

These findings have just been reported by the groups led by Daniel Razansky and Metin Sitti in a study published in the journal Advanced Materials. Razansky is Professor of Biomedical Imaging with double appointment at ETH Zurich and the University of Zurich. Sitti is an expert in microrobotics and, until recently, was a professor at ETH Zurich and the Max Planck Institute for Intelligent Systems in Stuttgart prior to moving to Koc University in Istanbul.

Better than gas bubbles

"Previously, researchers primarily investigated tiny gas bubbles as a method of transport through the bloodstream using ultrasound or other acoustic methods," said Paul Wrede, co-author of the study and doctoral student in Razansky's group. "We have now demonstrated that solid microparticles can also be acoustically guided." The advantage of the flower particles over the bubbles is that they can be loaded with larger quantities of active ingredient molecules.

The researchers demonstrated that the flower particles could be loaded with a cancer drug in Petri dish experiments. They also injected the particles into the bloodstreams of mice. Using focused ultrasound, they were able to keep the particles in a pre-determined position within the circulatory system. This was successful despite the rapid blood circulation surrounding the particles. Focused ultrasound is a technique whereby sound waves are concentrated at a localized spot. "In other words, we don't just inject the particles and hope for the best. We actually control them," said Wrede. The researchers are hoping that this technology will one day be used to deliver medicines to tumours or clots that block blood vessels.

The particles may be made from a variety of materials and have different coatings depending on what they are being used for and the researchers' preferred imaging procedure for controlling the position of the particles. "The underlying working principle is based on their shape, not the material they are made from," said Wrede. In their study, the researchers investigated flower particles made of zinc oxide in detail. They also tested particles made of polyimide and a composite material consisting of nickel and organic compounds.

Now the researchers would like to refine their concept. They are planning to conduct more animal tests first, after which the technology may become beneficial for patients with cardiovascular disease or cancer.
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Researchers 'see' vulnerability to gaming addiction in the adolescent brain | ScienceDaily
Playing video games is a rite of passage for many adolescents, but for some, it could also be the first step to a gaming addiction.


						
"A number one concern for parents of children and teenagers is how much screen time and how much gaming is enough gaming and how to figure out where to draw the line," said John Foxe, PhD, director of the Del Monte Institute for Neuroscience at the University of Rochester and co-author of a study out today in the Journal of Behavioral Addictions that discovered a key marker in the brain of teens who develop gaming addiction symptoms. "These data begin to give us some answers."

Researchers looked at data collected from 6,143 identified video game users ages 10-15 over four years. In the first year, researchers took brain scans using an fMRI as participants completed the task of pushing a button fast enough to receive a $5 reward. Researchers subsequently had the same participants answer Video Game Addiction Questionnaires over the next three years. They found that the participants with more symptoms of gaming addiction over time showed lower brain activity in the region involved in decision-making and reward processing during the initial brain scan taken four years earlier. Previous research in adults has provided similar insight, showing that this blunted response to reward anticipation is associated with higher symptoms of gaming addiction and suggests that reduced sensitivity to rewards, in particular non-gaming rewards, may play a role in problematic gaming.

"Gaming itself is not unhealthy, but there is a line, and our study clearly shows that some people are more susceptible to symptoms of gaming addiction than others," said Daniel Lopez, PhD ('23), a postdoctoral fellow at the Developmental Brain Imaging Lab at Oregon Health & Science University and first author of the study. "I think for parents, that's really key because you could restrict children entirely from gaming, but that's going to be really, really difficult and crucial to their development as well as their social development. But we want to know the right balance between healthy gaming and unhealthy gaming, and this research starts to point us in the direction of the neural markers we can use to help us identify who might be at risk of unhealthy gaming behaviors."

Longitudinal Study is Transforming Teen Brain Health 

The data used in this research came from the Adolescent Brain Cognitive Development (ABCD) Study. Launched in 2015, the ABCD Study follows a cohort of 11,878 children from pre-adolescence to adulthood to create baseline standards of brain development. The open-source data model has allowed researchers nationwide to shed light on various facets of social, emotional, cognitive, and physical development during adolescence. The University of Rochester joined the study in 2017 and is one of 21 sites collecting this data from nearly 340 participants. Ed Freedman, PhD, professor of Neuroscience at the University and co-principal investigator of the University study site, led this recent research on gaming.

"The large data set that contains this understudied developmental window is transforming recommendations for everything from sleep to screen time. And now we have specific brain regions that are associated with gaming addiction in teens," Freedman said. "This allows us to ask other questions that may help us understand if there are ways to identify at-risk kids and if there are other behaviors or recommendations that could mitigate risk."

"We're very proud that this Rochester cohort is a part of this national and international dialogue around adolescent health," said Foxe, who is also a co-PI on the ABCD Study in Rochester. "We have already seen how this data, including the data gathered here from our community, is having a major impact on policy across the world."

Additional authors on the Journal of Behavioral Addictions study include Edwin van Wijngaarden, PhD, of the University of Rochester Medical Center, and Wesley Thompson, PhD, of the Laureate Institute for Brain Research. The research was supported by the National Institutes of Health and the University of Rochester Intellectual and Developmental Disabilities Research Center.
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Scientists create AI that 'watches' videos by mimicking the brain | ScienceDaily
Imagine an artificial intelligence (AI) model that can watch and understand moving images with the subtlety of a human brain. Now, scientists at Scripps Research have made this a reality by creating MovieNet: an innovative AI that processes videos much like how our brains interpret real-life scenes as they unfold over time.


						
This brain-inspired AI model, detailed in a study published in the Proceedings of the National Academy of Sciences on November 19, 2024, can perceive moving scenes by simulating how neurons -- or brain cells -- make real-time sense of the world. Conventional AI excels at recognizing still images, but MovieNet introduces a method for machine-learning models to recognize complex, changing scenes -- a breakthrough that could transform fields from medical diagnostics to autonomous driving, where discerning subtle changes over time is crucial. MovieNet is also more accurate and environmentally sustainable than conventional AI.

"The brain doesn't just see still frames; it creates an ongoing visual narrative," says senior author Hollis Cline, PhD, the director of the Dorris Neuroscience Center and the Hahn Professor of Neuroscience at Scripps Research. "Static image recognition has come a long way, but the brain's capacity to process flowing scenes -- like watching a movie -- requires a much more sophisticated form of pattern recognition. By studying how neurons capture these sequences, we've been able to apply similar principles to AI."

To create MovieNet, Cline and first author Masaki Hiramoto, a staff scientist at Scripps Research, examined how the brain processes real-world scenes as short sequences, similar to movie clips. Specifically, the researchers studied how tadpole neurons responded to visual stimuli.

"Tadpoles have a very good visual system, plus we know that they can detect and respond to moving stimuli efficiently," explains Hiramoto.

He and Cline identified neurons that respond to movie-like features -- such as shifts in brightness and image rotation -- and can recognize objects as they move and change. Located in the brain's visual processing region known as the optic tectum, these neurons assemble parts of a moving image into a coherent sequence.

Think of this process as similar to a lenticular puzzle: each piece alone may not make sense, but together they form a complete image in motion. Different neurons process various "puzzle pieces" of a real-life moving image, which the brain then integrates into a continuous scene.




The researchers also found that the tadpoles' optic tectum neurons distinguished subtle changes in visual stimuli over time, capturing information in roughly 100 to 600 millisecond dynamic clips rather than still frames. These neurons are highly sensitive to patterns of light and shadow, and each neuron's response to a specific part of the visual field helps construct a detailed map of a scene to form a "movie clip."

Cline and Hiramoto trained MovieNet to emulate this brain-like processing and encode video clips as a series of small, recognizable visual cues. This permitted the AI model to distinguish subtle differences among dynamic scenes.

To test MovieNet, the researchers showed it video clips of tadpoles swimming under different conditions. Not only did MovieNet achieve 82.3 percent accuracy in distinguishing normal versus abnormal swimming behaviors, but it exceeded the abilities of trained human observers by about 18 percent. It even outperformed existing AI models such as Google's GoogLeNet -- which achieved just 72 percent accuracy despite its extensive training and processing resources.

"This is where we saw real potential," points out Cline.

The team determined that MovieNet was not only better than current AI models at understanding changing scenes, but it used less data and processing time. MovieNet's ability to simplify data without sacrificing accuracy also sets it apart from conventional AI. By breaking down visual information into essential sequences, MovieNet effectively compresses data like a zipped file that retains critical details.

Beyond its high accuracy, MovieNet is an eco-friendly AI model. Conventional AI processing demands immense energy, leaving a heavy environmental footprint. MovieNet's reduced data requirements offer a greener alternative that conserves energy while performing at a high standard.




"By mimicking the brain, we've managed to make our AI far less demanding, paving the way for models that aren't just powerful but sustainable," says Cline. "This efficiency also opens the door to scaling up AI in fields where conventional methods are costly."

In addition, MovieNet has potential to reshape medicine. As the technology advances, it could become a valuable tool for identifying subtle changes in early-stage conditions, such as detecting irregular heart rhythms or spotting the first signs of neurodegenerative diseases like Parkinson's. For example, small motor changes related to Parkinson's that are often hard for human eyes to discern could be flagged by the AI early on, providing clinicians valuable time to intervene.

Furthermore, MovieNet's ability to perceive changes in tadpole swimming patterns when tadpoles were exposed to chemicals could lead to more precise drug screening techniques, as scientists could study dynamic cellular responses rather than relying on static snapshots.

"Current methods miss critical changes because they can only analyze images captured at intervals," remarks Hiramoto. "Observing cells over time means that MovieNet can track the subtlest changes during drug testing."

Looking ahead, Cline and Hiramoto plan to continue refining MovieNet's ability to adapt to different environments, enhancing its versatility and potential applications.

"Taking inspiration from biology will continue to be a fertile area for advancing AI," says Cline. "By designing models that think like living organisms, we can achieve levels of efficiency that simply aren't possible with conventional approaches."

This work for the study "Identification of movie encoding neurons enables movie recognition AI," was supported by funding from the National Institutes of Health (RO1EY011261, RO1EY027437 and RO1EY031597), the Hahn Family Foundation and the Harold L. Dorris Neurosciences Center Endowment Fund.
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Dogs use two-word button combos to communicate | ScienceDaily
A new study from UC San Diego's Comparative Cognition Lab shows that dogs trained to use soundboards to "talk" are capable of making two-word button combinations that go beyond random behavior or simple imitation of their owners. Published in the journal Scientific Reports from Springer Nature, the study analyzed data from 152 dogs over 21 months, capturing more than 260,000 button presses -- 195,000 of which were made by the dogs themselves.


						
"This is the first scientific study to analyze how dogs actually use soundboards," said lead researcher Federico Rossano, associate professor of cognitive science at UC San Diego and director of the Comparative Cognition Lab. "The findings reveal that dogs are pressing buttons purposefully to express their desires and needs, not just imitating their owners. When dogs combine two buttons, these sequences are not random but instead seem to reflect specific requests."

The study observed that the buttons most commonly used were related to essential needs, with words such as "outside," "treat," "play," and "potty." Notably, combinations like "outside" + "potty" or "food" + "water" were used in meaningful ways, occurring more frequently than expected by chance.

For dog owners, this research offers a new way to better understand their pets' needs. "While dogs already communicate some of these needs," Rossano said, "soundboards could allow for more precise communication. Instead of barking or scratching at the door, a dog may be able to tell you exactly what it wants, even combining concepts like 'outside' and 'park' or 'beach.' This could improve companionship and strengthen the bond between dogs and their owners."

Data was collected via the FluentPet mobile app, where owners logged their dogs' button presses in real time. The research team selected 152 dogs with over 200 logged button presses each to analyze patterns of use. Advanced statistical methods, including computer simulations, were used to determine whether button combinations were random, imitative, or truly intentional. The results showed that multi-button presses occurred in patterns significantly different from random chance, supporting the idea of deliberate communication.

The researchers also compared dogs' button presses to those of their owners and found that dogs were not simply imitating human behavior. For instance, buttons like "I love you" were far less frequently pressed by dogs than by their people.

While the study provides evidence of intentional two-button combinations, the researchers aim to go further. Future investigations will explore whether dogs can use buttons to refer to the past or future -- such as a missing toy -- or combine buttons creatively to communicate concepts for which they lack specific words.

"We want to know if dogs can use these soundboards to express ideas beyond their immediate needs, like absent objects, past experiences, or future events," Rossano said. "If they can, it would drastically change how we think about animal intelligence and communication."

Rossano's co-authors on the study are Amalia P. M. Bastos, now at Johns Hopkins University; Zachary N. Houghton, now at UC Davis; and Lucas Naranjo with CleverPet, Inc. Bastos' work on the study was supported in part by Johns Hopkins' Provost's Postdoctoral Fellowship Program. While Bastos and Houghton have previously served as consultants to CleverPet, and Naranjo currently works for the company, which manufactures the FluentPet mobile app and soundboard devices, the research design and analysis were conducted independently.
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Earliest deep-cave ritual compound in Southwest Asia discovered | ScienceDaily
A cave in Galilee, Israel, has yielded evidence for ritualistic gathering 35,000 years ago, the earliest on the Asian continent. Three Israeli researchers led the team that published its results today in the journal Proceedings of the National Academy of Sciences.


						
And researchers from the Case Western Reserve University (CWRU) School of Dental Medicine helped unearth the cave's secrets over more than a decade of excavation.

Manot Cave was used for thousands of years as a living space for both Neanderthals and humans at different times. In 2015, researchers from Case Western Reserve helped identify a 55,000-year-old skull that provided physical evidence of interbreeding between Neanderthal and homo sapiens, with characteristics of each clearly visible in the skull fragment.

The cave's living space was near the entrance, but in the deepest, darkest part of the cave, eight stories below, the new paper describes a large cavern with evidence it was used as a gathering space, possibly for rituals that enhanced social cohesion.

The cavern's touchstone is an engraved rock, deliberately placed in a niche in the cavern, with a turtle-shell design carved into its surface. The three-dimensional turtle is contemporaneous with some of the oldest cave paintings in France.

"It may have represented a totem or spiritual figure," said Omry Barzilai, Head of Material Culture PaleoLab at the University of Haifa and the Israel Antiquities Authority, who led the team. "Its special location, far from the daily activities near the cave entrance, suggests that it was an object of worship."

The cavern has natural acoustics favorable for large gatherings, and evidence of wood ash on nearby stalagmites suggests prehistoric humans carried torches to light the chamber.




Manot Cave was discovered in 2008 by workers building condominiums in a mountain resort close to Israel's border with Lebanon. Case Western Reserve's School of Dental Medicine got involved in the excavation in 2012. The dean at the time, Jerold Goldberg, committed $20,000 annually for 10 years to CWRU's Institute for the Science of Origins; the money was used to fund dental students' summer research in Israel.

"I'm an oral and maxillofacial surgeon by training," Goldberg said. "I provided the commitment and the money because I wanted people to understand the breadth and intellectual interest that dental schools have."

And although not trained in archaeology, dental students can quickly identify bone fragments from rock, which makes them invaluable at excavations like Manot Cave.

"Most people would not suspect that a dental school would be involved in an archaeological excavation," said Mark Hans, professor and chair of orthodontics at the dental school. "But one of the things that are preserved very well in ancient skeletons are teeth, because they are harder than bone. There is a whole field of dental anthropology. As an orthodontist, I am interested in human facial growth and development, which, it turns out, is exactly what is needed to identify anthropological specimens."

For 10 years, Case Western Reserve sent 10 to 20 dental students every summer to help with the Manot Cave excavation. The summer research became so popular that students from other dental and medical schools began applying to visit Israel with the CWRU team, according to Yvonne McDermott, the project coordinator.

Case Western Reserve also collaborated closely with Linda Spurlock, a physical anthropologist at Kent State University, whose expertise is putting a face on a skull using clay to build out the tissues that would have covered the bone when the person was alive.

"One of the things I liked most about working on this excavation was how much we learned from the other researchers," Hans said. "Everyone has a narrow focus, like mammals, uranium-dating, hearths; and we all came together and shared our knowledge. We learned a lot over 10 years."

The Manot Cave project is supported by the Dan David Foundation, the Israel Science Foundation, the United States-Israel Binational Science Foundation, the Irene Levi Sala CARE Archaeological Foundation and the Leakey Foundation. The research also involved experts from the Israel Antiquities Authority, Cleveland State University, the Geological Survey of Israel, the Hebrew University of Jerusalem, the University of Haifa, Tel Aviv University, Ben-Gurion University, the University of Vienna, the University of Barcelona, the University of Siena and Simon Fraser University.
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Mars' infamous dust storms can engulf the entire planet: A new study examines how | ScienceDaily
Today's weather report on Mars: Windy with a chance of catastrophic dust storms blotting out the sky.


						
In a new study, planetary scientists at the University of Colorado Boulder have begun to unravel the factors that kick off major dust storms on Mars -- weather events that sometimes engulf the entire planet in swirling grit. The team discovered that relatively warm and sunny days may help to trigger them.

Heshani Pieris, lead author of the study, said the findings are a first step toward forecasting extreme weather on Mars, just like scientists do on Earth.

"Dust storms have a significant effect on rovers and landers on Mars, not to mention what will happen during future crewed missions to Mars," said Pieris, a graduate student at the Laboratory for Atmospheric and Space Physics (LASP) at CU Boulder. "This dust is very light and sticks to everything."

She will present the results Tuesday, Dec. 10 at the 2024 meeting of the American Geophysical Union in Washington.

To put dust storms under the magnifying glass, the researchers drew on real observations from NASA's Mars Reconnaissance Orbiter satellite.

So far, they have identified weather patterns that may underly roughly two-thirds of the major dust storms on Mars. You won't see Mars weather reporters standing in front of a green screen just yet, but it's a step in the right direction, said study co-author Paul Hayne.




"We need to understand what causes some of the smaller or regional storms to grow into global-scale storms," said Hayne, a researcher at LASP and associate professor at the Department of Astrophysical and Planetary Sciences. "We don't even fully understand the basic physics of how dust storms start at the surface."

Dusty demise

Dust storms on Mars are something to behold.

Many begin as smaller storms that swirl around the ice caps at the planet's north and south poles, usually during the second half of the Martian year. (A year on Mars lasts 687 Earth days). Those storms can grow at a furious pace, pressing toward the equator until they cover millions of square miles and last for days.

The 2015 film The Martian starring Matt Damon featured one such apocalyptic storm that knocked over a satellite dish and tossed around astronauts. The reality is less cinematic. Mars' atmosphere is much thinner than Earth's, so dust storms on the Red Planet can't generate much force. But they can still be trouble.

In 2018, for example, a global dust storm buried the solar panels on NASA's Opportunity rover under a layer of dust. The rover died not long after.




"Even though the wind pressure may not be enough to knock over equipment, these dust grains can build up a lot of speed and pelt astronauts and their equipment," Hayne said.

Hot spells

In the current study, Pieris and Hayne set their sights on two weather patterns that tend to occur every year on Mars known as "A" and "C" storms.

The team pored over observations of Mars from the Mars Climate Sounder instrument aboard the Mars Reconnaissance Orbiter over eight Mars years (15 years on Earth). In particular, Pieris and Hayne looked for periods of unusual warmth -- or weeks when more sunlight filtered through Mars' thin atmosphere and baked the planet's surface.

They discovered that roughly 68% of major storms on the planet were preceded by a sharp rise in temperatures at the surface. In other words, the planet heated up, then a few weeks later, conditions got dusty.

"It's almost like Mars has to wait for the air to get clear enough to form a major dust storm," Hayne said.

The team can't prove that those balmy conditions actually cause the dust storms. But, Pieris said, similar phenomena trigger storms on Earth. During hot summers in Boulder, Colorado, for example, warm air near the ground can rise through the atmosphere, often forming those towering, gray clouds that signal rain.

"When you heat up the surface, the layer of atmosphere right above it becomes buoyant, and it can rise, taking dust with it," Pieris said.

She and Hayne are now gathering observations from more recent years on Mars to continue to explore these explosive weather patterns. Eventually, they'd like to get to the point where they can look at live data coming from the Red Planet and predict what could happen in the weeks ahead.

"This study is not the end all be all of predicting storms on Mars," Pieris said. "But we hope it's a step in the right direction."
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Not so simple machines: Cracking the code for materials that can learn | ScienceDaily
It's easy to think that machine learning is a completely digital phenomenon, made possible by computers and algorithms that can mimic brain-like behaviors.


						
But the first machines were analog and now, a small but growing body of research is showing that mechanical systems are capable of 'learning,' too. Physicists at the University of Michigan have provided the latest entry into that field of work.

The U-M team of Shuaifeng Li and Xiaoming Mao devised an algorithm that provides a mathematical framework for how learning works in lattices called mechanical neural networks.

"We're seeing that materials can learn tasks by themselves and do computation," Li said.

The researchers have shown how that algorithm can be used to "train" materials to solve problems, such as identifying different species of iris plants. One day, these materials could create structures capable of solving even more advanced problems -- such as airplane wings that optimize their shape for different wind conditions -- without humans or computers stepping in to help.

That future is a ways off, but insights from U-M's new research could also provide more immediate inspiration for researchers outside the field, said Li, a postdoctoral researcher.

The algorithm is based on an approach called backpropagation, which has been used to enable learning in both digital and optical systems. Because of the algorithm's apparent indifference to how information is carried, it could also help open new avenues of exploration into how living systems learn, the researchers said.




"We're seeing the success of backpropagation theory in many physical systems," Li said. "I think this might also help biologists understand how biological neural networks in humans and other species work."

Li and Mao, a professor in the U-M Department of Physics, published their new study in the journal Nature Communications.

MNNs 101

The idea of using physical objects in computation has been around for decades. But the focus on mechanical neural networks is newer, with interest growing alongside other recent advances in artificial intelligence.

Most of those advances -- and certainly the most visible ones -- have been in the realm of computer technology. Hundreds of millions of people are turning to AI-powered chatbots, such as ChatGPT, every week for help writing emails, planning vacations and more.

These AI assistants are based on artificial neural networks. Although their workings are complex and largely hidden from view, they provide a useful analogy to understand mechanical neural networks, Li said.




When using a chatbot, a user types an input command or question, which is interpreted by a neural network algorithm running on a computer network with oodles of processing power. Based on what that system has learned from being exposed to vast amounts of data, it generates a response, or output, that pops up on the user's screen.

A mechanical neural network, or MNN, has the same basic elements. For Li and Mao's study, the input was a weight affixed to a material, which acts as the processing system. The output was how the material changed its shape due to the weight acting on it.

"The force is the input information and the materials itself is like the processor, and the deformation of the materials is the output or response," Li said.

For this study, the "processor" materials were rubbery 3D-printed lattices, made of tiny triangles that made larger trapezoids. The materials learn by adjusting the stiffness or flexibility of specific segments within that lattice.

To realize their futuristic applications -- like the airplane wings that tune their properties on the fly -- MNNs will need to be able to adjust those segments on their own. Materials that can do that are being researched, but you can't yet order them from a catalog.

So Li modeled this behavior by printing out new versions of a processor with a thicker or thinner segment to get the desired response. The main contribution of Li and Mao's work is the algorithm that instructs a material on how to adapt those segments.

How to train your MNN

Although the mathematics behind the backpropagation theory is complex, the idea itself is intuitive, Li said.

To kick off the process, you need to know what your input is and how you want the system to respond. You then apply the input and see how the actual response differs from what's desired. The network then takes that difference and uses it to inform how it changes itself to get closer to the desired output over subsequent iterations.

Mathematically, the difference between the real output and the desired output corresponds to an expression called the loss function. It's by applying a mathematical operator known as a gradient to that loss function that the network learns how to change.

Li showed that if you know what to look for, his MNNs provide that information.

"It can show you the gradient automatically," Li said, adding that he had some help from cameras and computer code in this study. "It's really convenient and it's really efficient."

Consider the case where a lattice is composed entirely of segments with equal thickness and rigidity. If you hang a weight from a central node -- the point where segments meet -- its neighboring nodes on the left and right would move down the same amount because of the system's symmetry.

But suppose, instead, you wanted to create a lattice that gave you not just an asymmetric response, but the most asymmetric response. That is, you wanted to create a network that gives the maximum difference in the movement between a node to the weight's left and a node to its right.

Li and Mao used their algorithm and a simple experimental setup to create the lattice that gives that solution. (Another similarity to biology is that the approach only cares about what nearby connections are doing, similar to how neurons operate, Li said.)

Taking it a step further, the researchers also provided large datasets of input forces, akin to what's done in machine learning on computers, to train their MNNs.

In one example of this, different input forces corresponded to different sizes of petals and leaves on iris plants, which are defining features that help differentiate between species. Li could then present a plant of unknown species to the trained lattice and it could correctly sort it.

And Li is already working to build up the complexity of the system and the problems it can solve using MNNs that carry sound waves.

"We can encode so much more information into the input," Li said. "With sound waves, you have the amplitude, the frequency and the phase that can encode data."

At the same time, the U-M team is also studying broader classes of networks in materials, including polymers and nanoparticle assemblies. With these, they can create new systems where they can apply their algorithm and work toward achieving fully autonomous learning machines.

This work is supported by the Office of Naval Research and National Science Foundation Center for Complex Particle Systems, or COMPASS.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241209122941.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Black hole debate settled? Stellar-mass black holes found at the heart of the Milky Way's largest star cluster | ScienceDaily
Could a decades-long debate about the mysterious movements of stars in Omega Centauri, the largest star cluster in the Milky Way, finally be resolved?


						
Omega Centauri is a massive star cluster with nearly ten million stars located in the constellation Centaurus. For a long time, researchers have noticed that the velocities of stars moving near the centre of Omega Centauri were higher than expected. But it wasn't clear whether this was caused by an "intermediate mass" black hole (IMBH), weighing a hundred thousand times the mass of the Sun, or a cluster of "stellar mass" black holes, each weighing just a few times the mass of the Sun.

A cluster of black holes is expected to form at the centre of Omega Centauri as a result of stellar evolution. But astronomers thought that most of them would be ejected by slingshot interactions with other stars. As such, an IMBH hole started to look more and more like the favoured solution. This seemed even more likely when new evidence recently emerged of fast-moving stars near the centre of Omega Centauri that may require interactions with an IMBH to reach such high velocities.

Intermediate mass black holes (IMBHs) are exciting to astronomers because they may be the "missing link" between stellar mass black holes and supermassive black holes. Stellar-mass black holes form from the death of massive stars and have already been found via a variety of different techniques. Supermassive black holes are found at the centres of large galaxies and can weigh millions to billions of times the mass of the Sun. We do not currently know how supermassive black holes form or whether they begin their lives as stellar mass black holes. Finding an IMBH could solve this cosmic puzzle.

The new research involving the University of Surrey looked afresh at the anomalous velocities of stars at the centre of Omega Centauri, but this time, it used a new piece of data. The researchers combined the anomalous velocity data with new data for the accelerations of pulsars for the first time. Pulsars, like black holes, are formed from dying stars. Weighing up to twice the mass of the Sun, they are just 20km across and can spin up to 700 times a second. As they spin, they emit radio waves along their spin axis, processing like a spinning top. The radio beam sweeps past the Earth like a lighthouse, allowing us to detect them.

Pulsars are natural clocks, almost as accurate as atomic clocks on Earth. By carefully measuring the change in the rate of their spin, astronomers can calculate how the pulsars are accelerating, directly probing the gravitational field strength at the centre of Omega Centauri. Combining these new acceleration measurements with the stellar velocities, researchers from Surrey, the Instituto de Astrofisica de Canarias (IAC, Spain) and the Annecy-le-Vieux Laboratoire de Physique Theorique LAPTh in Annecy (France) were able to tell the difference between an IMBH and a cluster of black holes, favouring the latter.

Professor Justin Read, co-author of the study from the University of Surrey, said:

"The hunt for elusive intermediate-mass black holes continues. There could still be one at the centre of Omega Centauri, but our work suggests that it must be less than about six thousand times the mass of the Sun and live alongside a cluster of stellar mass black holes. There is, however, every chance of us finding one soon. More and more pulsar accelerations are coming, allowing us to peer into the centres of dense star clusters and hunt for black holes more precisely than ever before."




Andr'es Banares-Hernandez, lead author of the study from IAC, said:

"We have long known about supermassive black holes at galaxy centres and smaller stellar-mass black holes within our own galaxy. However, the idea of intermediate-mass black holes, which could bridge the gap between these extremes, remains unproven."

"By studying Omega Centauri -- a remnant of a dwarf galaxy -- we have been able to refine our methods and take a step forward in understanding whether such black holes exist and what role they might play in the evolution of star clusters and galaxies. This work helps resolve a two-decade-long debate and opens new doors for future exploration."

"The formation of pulsars is also an active field of study because a large number of them have recently been detected. Omega Centauri is an ideal environment to study models of their formation, which we have been able to do for the first time in our analysis."
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Space-time crystals, an important step toward new optical materials | ScienceDaily
Photonic space-time crystals are materials that could increase  the performance and efficiency of wireless communication or laser  technologies. They feature a periodic arrangement of special materials  in three dimensions as well as in time, which enables precise control of  the properties of light. Working with partners from Aalto University,  the University of Eastern Finland and Harbin Engineering University in  China, scientists from the Karlsruhe Institute of Technology (KIT) have  shown how such four-dimensional materials can be used in practical  applications. They published their results in Nature Photonics.


						
Photonic time crystals consist of materials with uniform composition in space but properties that vary periodically over time. With this periodic variation, the spectral composition of light can be modulated and amplified as needed -- key capabilities for optical information processing. "This gives us new degrees of freedom but also poses a lot of challenges," said Professor Carsten Rockstuhl from KIT's Institute for Theoretical Solid-State Physics and Institute of Nanotechnology. "This study paves the way for using these materials in information processing systems capable of using and amplifying light of any frequency."

A Step Closer to Four-dimensional Photonic Crystals

The key parameter of a photonic time crystal is its bandgap in momentum space. Momentum is a measure of the direction in which light propagates. A bandgap specifies the direction in which light has to propagate in order to be amplified; the wider the bandgap, the greater the amplification. "Previously we've had to intensify the periodic variation of material properties such as the refractive index to achieve a wide bandgap. Only then can light be amplified at all," explained Puneet Garg, one of the study's two lead authors. "Since the options for doing that are limited for most materials, it's a big challenge."

The researchers' solution involved combining photonic time crystals with an additional spatial structure. They created "photonic space-time crystals" by integrating photonic time crystals made of silicon spheres that "trap" and hold light longer than had previously been possible. The light then reacts much better to periodic changes in material properties. "We're talking about resonances that intensify the interactions between light and matter," said Xuchen Wang, the other lead author. "In such optimally tuned systems, the bandgap extends across nearly the entire momentum space, which means light can be amplified regardless of its direction of propagation. This could be the crucial missing step on the way toward practical use of such novel optical materials."

"We're very excited about this breakthrough in photonic materials, and we look forward to seeing the long-term impact of our research. Now the enormous potential of modern optical materials research can be realized," Rockstuhl said. "The idea isn't limited to optics and photonics; it can be applied to various physical systems and has the potential to inspire new research in other fields."

This research project was carried out in the "Wave phenomena: analysis and numerics" Collaborative Research Center, funded by the German Research Foundation (DFG), and is embedded in the Helmholtz Association's Information research field.
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Judging knots throws people for a loop | ScienceDaily
We tie our shoes, we put on neckties, we wrestle with power cords. Yet despite deep familiarity with knots, most people cannot tell a weak knot from a strong one by looking at them, new Johns Hopkins University research finds.


						
Researchers showed people pictures of two knots and asked them to point to the strongest one. They couldn't.

They showed people videos of each knot, where the knots spin slowly so they could get a good long look. They still failed.

People couldn't even manage it when researchers showed them each knot next to a diagram of the knots' construction.

"People are terrible at this," said co-author Chaz Firestone, who studies perception. "Humanity has been using knots for thousands of years. They're not that complicated -- they're just some string tangled up. Yet you can show people real pictures of knots and ask them for any judgment about how the knot will behave and they have no clue."

The work, newly published in the cognitive science journal Open Mind, reveals a new blind spot in our physical reasoning.

The experiment is the brainchild of a PhD student in Firestone's lab, Sholei Croom, who happens to be an avid embroiderer. Croom was working on a project, flipped it over to the elaborate and daunting tangle of embroidery floss, and was unable to make heads or tails of it -- even though it was Croom's own craftwork. Croom, who studies intuitive physics, or what people understand about the environment just from looking at it, suspected knots might be a rare vulnerability.




"People make predictions all the time about how the physics of the world will play out but something about knots didn't feel intuitive to me," Croom said. "You don't need to touch a stack of books to judge its stability. You don't have to feel a bowling ball to guess how many pins it will knock over. But knots seem to strain our judgement mechanisms in interesting ways."

The experiment was simple: The researchers showed participants four knots that are physically similar but have a hierarchy of strength. People were asked to look at the knots, two at a time, and point to the strongest one.

Participants were consistently incorrect. What's more, the few times they guessed right, they did so for the wrong reasons, pointing to aspects of the knot that had nothing to do with its strength.

The knots ranged from one of the strongest basic knots in existence, the reef knot, to one so weak that it can unravel if gently nudged, the aptly named grief knot. Even between those two, side by side, people couldn't point to the strong one.

"We tried to give people the best chance we could in the experiment, including showing them videos of the knots rotating and it didn't help at all -- if anything people's responses were even more all over the place," Croom said. "The human psychological system just fails to ascertain any physical knowledge from the properties of the knot."

Objects that aren't rigid, such as string, may be harder for people to reason about than solid ones, Croom said. Even our deep experience with knots from tying shoelaces and unraveling cords cannot overcome the deficit, though Croom guesses that a sailor or a survivalist whose livelihoods rely on knot strength might perform better in the experiment than the non-experts who were tested.

"We're just not able to extract a salient sense of a knot's internal structure by looking at it," Croom said. "It's a nice case study into how many open questions still remain in our ability to reason about the environment."
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New ocean predator discovered in the Atacama Trench | ScienceDaily
Characterized by darkness and intense pressure, the ocean's hadal zone seems uninhabitable, yet dozens of unique organisms call it home. Each species discovered there adds a crucial piece to the puzzle of how life has evolved and even thrives in one of Earth's most extreme environments.


						
A new study published in Systematics and Biodiversity highlights one of those species -- the newly named Dulcibella camanchaca. This crustacean is the first large, active predatory amphipod from these extreme depths. The species was discovered by scientists from Woods Hole Oceanographic Institution (WHOI) and Instituto Milenio de Oceanografia (IMO)based at the Universidad de Concepcion, Chile.

"Dulcibella camanchaca is a fast-swimming predator that we named after "darkness" in the languages of the peoples from the Andes region to signify the deep, dark ocean from where it predates," explained the study's co-lead author, Dr. Johanna Weston, a hadal ecologist at WHOI.

At nearly 4 centimeters in length, this crustacean uses specialized raptorial appendages to capture and prey upon smaller amphipod species in the Atacama (Peru-Chile) Trench's food-limited realm. The trench stretches along the eastern South Pacific Ocean, plunging to depths exceeding 8,000 meters off the coast of northern Chile, and has long fascinated scientists. Located beneath nutrient-rich and productive surface waters and geographically remote from other hadal environments, the Atacama Trench hosts a distinctive community of native species.

"Most excitingly, the DNA and morphology data pointed to this species being a new genus too, emphasizing the Atacama Trench as an endemic hotspot," continued Weston.

This remarkable finding is part of the 2023Integrated Deep-Ocean Observing System (IDOOS) Expedition aboard the R/V Abate Molina, led by scientists from IMO. Four Dulcibella camanchaca individuals were collected at a depth of 7,902 meters using a lander vehicle, which is an untethered platform used for carrying scientific equipment, including baited traps, to and from the ocean floor. Once safely back on the ship's deck, recovered amphipods were frozen and then underwent detailed morphological and genetic analysis at the Universidad de Concepcion.

"This study's collaborative effort and integrative approach confirmed Dulcibella camanchaca as a new species and highlights ongoing biodiversity discoveries in the Atacama Trench. This finding underlines the importance of continued deep-ocean exploration, particularly in Chile's front yard," said Dr. Carolina Gonzalez, co-lead author from the IMO responsible for sample collection and DNA analysis. "More discoveries are expected as we continue to study the Atacama Trench."

As exploration technology advances, scientists anticipate uncovering more species, each offering insights into the evolutionary pressures and adaptations unique to the deep ocean. The results of this study will contribute to broader efforts to understand deep-ocean ecosystems and protect them from emerging threats, such as pollution and climate change.
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Giving a gift? Better late than never, study finds | ScienceDaily
If you feel terrible about giving a late gift to a friend for Christmas or their birthday, a new study has good news for you.


						
Researchers found that recipients aren't nearly as upset about getting a late gift as givers assume they will be.

"Go ahead and send that late gift, because it doesn't seem to bother most people as much as givers fear," said Cory Haltman, lead author of the study and doctoral student in marketing at The Ohio State University's Fisher College of Business.

In a series of six studies, Haltman and his colleagues explored the mismatch between givers' and recipients' beliefs about the importance of a gift being on time. Their paper was published this in the Journal of Consumer Psychology.

It is not surprising that people worry about giving a late gift. A survey by the researchers found that 65% of Americans believed that if you're sending an occasion-based gift for a holiday or birthday, the gift should arrive on time.

"A majority of U.S. consumers seem to think that gifts should be given on time -- but our study shows that there's more to the story," said study co-author Rebecca Reczek, professor of marketing at the Fisher College.

In one study, undergraduate students were asked to imagine giving or receiving a birthday gift of a pint of ice cream that would arrive on time or two weeks late. They were asked to rate how likely that a late gift would have a negative impact on their relationship.




Results showed that those who imagined giving the late gift thought it was more likely to hurt the relationship than did those who imagined receiving the late gift.

Those who imagined giving a gift late put more importance than those receiving the gift on the norm of making sure that you give gifts on time, the study found.

Another study found that participants feared that giving a late gift signaled that they cared less about the gift recipient.

"One of the key social functions of gift giving is to communicate care for the gift recipient, so it is not surprising that people fear a negative impact on their relationship if they are late with their present," Reczek said.

But that's not how gift recipients perceived a late gift, Haltman said.

"They didn't see a late gift as signaling a lack of care. They were more forgiving than those giving late gifts thought they would be," he said.




The fear of giving a late present even had an impact on what kind of gift people said they would give.

In one study, participants who imagined giving a late gift basket to a friend said they wouldn't worry as much if they put together a basket of goodies by themselves rather than buying a pre-made basket containing the same items.

"People felt that if they put extra effort into the gift, made it more personalized, that can make up for it being late," Reczek said.

But even if being late is OK in general, is there such a thing as being too late? The researchers asked participants in one study to imagine giving or receiving a birthday present that was two days late, two weeks late or even two months late. Results showed that both gift givers and gift receivers thought that the later the gift, the more harm that the delay would cause to their relationship.

Still, gift recipients never thought that the relationship harm would be as serious as did the gift givers, no matter how tardy the present.

Beyond even being severely late with a gift, there is one more line to cross: not giving a gift at all. How could that impact a relationship? In another study, findings showed that both givers and receivers thought that not giving a gift would harm a relationship even more than being severely late.

"Late is definitely better than never when it comes to giving a gift," Haltman said.

It is interesting that the study showed that people in general believe that it is important to give gifts on time -- but gift givers thought violating that norm was more serious than gift recipients, the researchers said.

But Reczek noted that everyone will be a gift giver and a gift recipient at various times in their lives.

"If you're late giving a gift, put yourself in the role of receiving a late gift," she said. "Based on our results, we believe that should reduce your worry that the lateness is going to be harmful to your relationship."

The most important rule: "Just make sure you give the gift," Haltman said.

Other co-authors on the study are Grant Donnelly, assistant professor of marketing at Ohio State, and Atar Herziger of Technion -- Israel Institute of Technology.
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Universe expansion study confirms challenge to cosmic theory | ScienceDaily
New observations from the James Webb Space Telescope suggest that a new feature in the universe -- not a flaw in telescope measurements -- may be behind the decadelong mystery of why the universe is expanding faster today than it did in its infancy billions of years ago.


						
The new data confirms Hubble Space Telescope measurements of distances between nearby stars and galaxies, offering a crucial cross-check to address the mismatch in measurements of the universe's mysterious expansion. Known as the Hubble tension, the discrepancy remains unexplained even by the best cosmology models.

"The discrepancy between the observed expansion rate of the universe and the predictions of the standard model suggests that our understanding of the universe may be incomplete. With two NASA flagship telescopes now confirming each other's findings, we must take this [Hubble tension] problem very seriously -- it's a challenge but also an incredible opportunity to learn more about our universe,'' said Nobel laureate and lead author Adam Riess, a Bloomberg Distinguished Professor and Thomas J. Barber Professor of Physics and Astronomy at Johns Hopkins University.

Published in The Astrophysical Journal, the research builds on Riess' Nobel Prize-winning discovery that the universe's expansion is accelerating owing to a mysterious "dark energy" permeating vast stretches of space between stars and galaxies.

Riess' team used the largest sample of Webb data collected over its first two years in space to verify the Hubble telescope's measure of the expansion rate of the universe, a number known as the Hubble constant. They used three different methods to measure distances to galaxies that hosted supernovae, focusing on distances previously gauged by the Hubble telescope and known to produce the most precise "local" measurements of this number. Observations from both telescopes aligned closely, revealing that Hubble's measurements are accurate and ruling out an inaccuracy large enough to attribute the tension to an error by Hubble.

Still, the Hubble constant remains a puzzle because measurements based on telescope observations of the present universe produce higher values compared to projections made using the "standard model of cosmology," a widely accepted framework of how the universe works calibrated with data of cosmic microwave background, the faint radiation left over from the big bang.

While the standard model yields a Hubble constant of about 67-68 kilometers per second per megaparsec, measurements based on telescope observations regularly give a higher value of 70 to 76, with a mean of 73 km/s/Mpc. This mismatch has perplexed cosmologists for over a decade because a 5-6 km/s/Mpc difference is too large to be explained simply by flaws in measurement or observational technique. (Megaparsecs are huge distances. Each is 3.26 million light-years, and a light-year is the distance light travels in one year: 9.4 trillion kilometers, or 5.8 trillion miles.)

Since Webb's new data rules out significant biases in Hubble's measurements, the Hubble tension may stem from unknown factors or gaps in cosmologists' understanding of physics yet to be discovered, Riess' team reports.




"The Webb data is like looking at the universe in high definition for the first time and really improves the signal-to-noise of the measurements,'' said Siyang Li, a graduate student working at Johns Hopkins University on the study.

The new study covered roughly a third of Hubble's full galaxy sample, using the known distance to a galaxy called NGC 4258 as a reference point. Despite the smaller dataset, the team achieved impressive precision, showing differences between measurements of under 2% -- far smaller than the approximately 8-9% size of the Hubble tension discrepancy.

In addition to their analysis of pulsating stars called Cepheid variables, the gold standard for measuring cosmic distances, the team cross-checked measurements based on carbon-rich stars and the brightest red giants across the same galaxies. All galaxies observed by Webb together with their supernovae yielded a Hubble constant of 72.6 km/s/Mpc, nearly identical to the value of 72.8 km/s/Mpc found by Hubble for the very same galaxies.

The study included samples of Webb data from two groups that work independently to refine the Hubble constant, one from Riess' SH0ES team (Supernova, H0, for the Equation of State of Dark Energy) and one from the Carnegie-Chicago Hubble Program, as well as from other teams. The combined measurements make for the most precise determination yet about the accuracy of the distances measured using the Hubble TelescopeCepheid stars, which are fundamental for determining the Hubble constant.

Although the Hubble constant does not have a practical effect on the solar system, Earth, or daily life, it reveals the evolution of the universe at extremely large scales, with vast areas of space itself stretching and pushing distant galaxies away from one another like raisins in rising dough. It is a key value scientists use to map the structure of the universe, deepen their understanding of its state 13-14 billion years after the big bang, and calculate other fundamental aspects of the cosmos.

Resolving the Hubble tension could reveal new insights into more discrepancies with the standard cosmological model that have come to light in recent years, said Marc Kamionkowski, a Johns Hopkins cosmologist who helped calculate the Hubble constant and has recently helped develop a possible new explanation for the tension.




The standard model explains the evolution of galaxies, cosmic microwave background from the big bang, the abundances of chemical elements in the universe, and many other key observations based on the known laws of physics. However, it does not fully explain the nature of dark matter and dark energy, mysterious components of the universe estimated to be responsible for 96% of its makeup and accelerated expansion.

"One possible explanation for the Hubble tension would be if there was something missing in our understanding of the early universe, such as a new component of matter -- early dark energy -- that gave the universe an unexpected kick after the big bang," said Kamionkowski, who was not involved in the new study. "And there are other ideas, like funny dark matter properties, exotic particles, changing electron mass, or primordial magnetic fields that may do the trick. Theorists have license to get pretty creative."

Other authors are Dan Scolnic and Tianrui Wu of Duke University; Gagandeep S. Anand, Stefano Casertano, and Rachael Beaton of the Space Telescope Science Institute; Louise Breuval, Wenlong Yuan, Yukei S. Murakami, Graeme E. Addison, and Charles Bennett of Johns Hopkins University; Lucas M. Macri of NSF NOIRLab; Caroline D. Huang of The Center for Astrophysics | Harvard & Smithsonian; Saurabh Jha of Rutgers, The State University of New Jersey; Dillon Brout of Boston University; Richard I. Anderson of Ecole Polytechnique Federale de Lausanne; Alexei V. Filippenko of University of California, Berkeley; and Anthony Carr of University of Queensland, Brisbane.

This research is supported by Department of Energy grant DE-SC0010007, the David and Lucile Packard Foundation, the Templeton Foundation, Sloan Foundation, JWST GO-1685 and GO-2875, HST GO-16744 and GO-17312, and the Christopher R. Redlich Fund.
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Battery-like computer memory keeps working above 1000degF | ScienceDaily
Computer memory could one day withstand the blazing temperatures in fusion reactors, jet engines, geothermal wells and sweltering planets using a new solid-state memory device developed by a team of engineers led by the University of Michigan.


						
Unlike conventional silicon-based memory, the new device can store and rewrite information at temperatures over 1100degF (600degC) -- hotter than the surface of Venus and the melting temperature of lead. It was developed in collaboration with researchers at Sandia National Laboratory.

"It could enable electronic devices that didn't exist for high-temperature applications before," said Yiyang Li, U-M assistant professor of materials science and engineering and the senior corresponding author of the study published today in Device, a Cell Press journal.

"So far, we've built a device that holds one bit, on par with other high-temperature computer memory demonstrations. With more development and investment, it could in theory hold megabytes or gigabytes of data."

There's a trade-off, however, for devices that aren't at extreme temperatures full time: new information can be written on the device only above 500degF (250degC). Still, the researchers suggest a heater could solve the problem for devices that must also work at lower temperatures.

The heat-tolerant memory comes from moving negatively charged oxygen atoms rather than electrons. When heated above 300degF (150degC), conventional, silicon-based semiconductors start conducting uncontrollable levels of current. Because electronics are precisely manufactured to specific levels of current, high temperatures can wipe information from a device's memory.But the oxygen ions inside the researchers' device aren't bothered by the heat.

They move between two layers in the memory -- the semiconductor tantalum oxide and the metal tantalum -- through a solid electrolyte that acts like a barrier by keeping other charges from moving between the layers. The oxygen ions are guided by a series of three platinum electrodes that control whether the oxygen is drawn into the tantalum oxide or pushed out of it. The entire process is similar to how a battery charges and discharges; however, instead of storing energy, this electrochemical process is used to store information.




Once the oxygen atoms leave the tantalum oxide layer, a small region of metallic tantalum is left behind. At the same time, a tantalum oxide layer similarly caps the tantalum metal layer on the opposite side of the barrier. The tantalum and tantalum oxide layers do not mix, similar to oil and water, so these new layers will not revert back to the original state until the voltage is switched.

Depending on the oxygen content of the tantalum oxide, it can act as either an insulator or a conductor -- enabling the material to switch between two different voltage states that represent the digital 0s and 1s. Finer control of the oxygen gradient could enable computing inside the memory, with more than 100 resistance states rather than a simple binary. This approach could help reduce power demand.

"There's a lot of interest in using AI to improve monitoring in these extreme settings, but they require beefy processor chips that run on a lot of power, and a lot of these extreme settings also have strict power budgets," said Alec Talin, a senior scientist in the Chemistry, Combustion and Materials Science Department at Sandia National Laboratories and a co-author of the study.

"In-memory computing chips could help process some of that data before it reaches the AI chips and reduce the device's overall power use."

The information states can be stored above 1100 degF for more than 24 hours. While that level of heat tolerance is comparable to other materials that have been developed for re-writable, high-temperature memory, the new device comes with other benefits. It can run at lower voltages than some of the leading alternatives -- namely, ferroelectric memory and polycrystalline platinum electrode nanogaps -- and can provide more analog states for in-memory computing.

The research is funded by the National Science Foundation, Sandia's Laboratory-Directed Research and Development program, and the University of Michigan College of Engineering. The device was built in the Lurie Nanofabrication Facility and studied at the Michigan Center for Materials Characterization.

The authors have filed a patent based on this work to the U.S. Patent and Trademark Office and are seeking partners to bring the technology to market.
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Astronomers find the smallest asteroids ever detected in the main belt | ScienceDaily
The asteroid that extinguished the dinosaurs is estimated to have been about 10 kilometers across. That's about as wide as Brooklyn. Such a massive impactor is predicted to hit Earth rarely, once every 100 million to 500 million years.


						
In contrast, much smaller asteroids, about the size of a bus, can strike Earth more frequently, every few years. These "decameter" asteroids, measuring just tens of meters across, are more likely to escape the main asteroid belt and migrate in to become near-Earth objects. If they make impact, these small but mighty space rocks can send shockwaves through entire regions, such as the 1908 impact in Tunguska, Siberia, and the 2013 asteroid that broke up in the sky over Chelyabinsk, Urals. Being able to observe decameter main-belt asteroids would provide a window into the origin of meteorites.

Now, MIT astronomers have found a way to spot the smallest decameter asteroids within the main asteroid belt -- a rubble field between Mars and Jupiter where millions of asteroids orbit. Until now, the smallest asteroids that scientists were able to discern there were about a kilometer in diameter. With the team's new approach, scientists can now spot asteroids in the main belt as small as 10 meters across.

In a paper appearing in the journal Nature, de Wit and his colleagues report that they have used their approach to detect more than 100 new decameter asteroids in the main asteroid belt. The space rocks range from the size of a bus to several stadiums wide, and are the smallest asteroids within the main belt that have been detected to date.

The researchers envision that the approach can be used to identify and track asteroids that are likely to approach Earth.

"We have been able to detect near-Earth objects down to 10 meters in size when they are really close to Earth," says the study's lead author, Artem Burdanov, a research scientist in MIT's Department of Earth, Atmospheric and Planetary Sciences. "We now have a way of spotting these small asteroids when they are much farther away, so we can do more precise orbital tracking, which is key for planetary defense."

The study's co-authors include MIT professors of planetary science Julien de Wit and Richard Binzel, along with collaborators from multiple other institutions.




Image shift

De Wit and his team are primarily focused on searches and studies of exoplanets -- worlds outside the solar system that may be habitable. The researchers are part of the group that in 2016 discovered a planetary system around TRAPPIST-1, a star that is about 40 light years from Earth. Using the Transiting Planets and Planetismals Small Telescope (TRAPPIST) in Chile, the team confirmed that the star hosts rocky, Earth-sized planets, several of which are in the habitable zone.

Scientists have since trained many telescopes, focused at various wavelengths, on the TRAPPIST-1 system to further characterize the planets and look for signs of life. With these searches, astronomers have had to pick through the "noise" in telescope images, such as any gas, dust, and planetary objects between Earth and the star, to more clearly decipher the TRAPPIST-1 planets. Often, the noise they discard includes passing asteroids.

"For most astronomers, asteroids are sort of seen as the vermin of the sky, in the sense that they just cross your field of view and affect your data," de Wit says.

De Wit and Burdanov wondered whether the same data used to search for exoplanets could be recycled and mined for asteroids in our own solar system. To do so, they looked to "shift and stack," an image processing technique that was first developed in the 1990s. The method involves shifting multiple images of the same field of view and stacking the images to see whether an otherwise faint object can outshine the noise.

Applying this method to search for unknown asteroids in images that are originally focused on far-off stars would require significant computational resources, as it would involve testing a huge number of scenarios for where an asteroid might be. The researchers would then have to shift thousands of images for each scenario to see whether an asteroid is indeed where it was predicted to be.




Several years ago, Burdanov, de Wit, and MIT graduate student Samantha Hassler found they could do that using state-of-the-art GPUs -- graphics processing units that can process an enormous amount of imaging data at high speeds.

They initially tried their approach on data from the SPECULOOS (Search for habitable Planets EClipsing ULtra-cOOl Stars) survey -- a system of ground-based telescopes that takes many images of a star over time. This effort, along with a second application using data from a telescope in Antarctica, showed that researchers could indeed spot a vast amount of new asteroids in the main belt.

"An unexplored space"

For the new study, the researchers looked for more asteroids, down to smaller sizes, using data from the world's most powerful observatory -- NASA's James Webb Space Telescope (JWST), which is particularly sensitive to infrared rather than visible light. As it happens, asteroids that orbit in the main asteroid belt are much brighter at infrared wavelengths than at visible wavelengths, and thus are far easier to detect with JWST's infrared capabilities.

The team applied their approach to JWST images of TRAPPIST-1. The data comprised more than 10,000 images of the star, which were originally obtained to search for signs of atmospheres around the system's inner planets. After processing the images, the researchers were able to spot eight known asteroids in the main belt. They then looked further and discovered 138 new asteroids around the main belt, all within tens of meters in diameter -- the smallest main belt asteroids detected to date. They suspect a few asteroids are on their way to becoming near-Earth objects, while one is likely a Trojan -- an asteroid that trails Jupiter.

"We thought we would just detect a few new objects, but we detected so many more than expected, especially small ones," de Wit says. "It is a sign that we are probing a new population regime, where many more small objects are formed through cascades of collisions that are very efficient at breaking down asteroids below roughly 100 meters."

"This is a totally new, unexplored space we are entering, thanks to modern technologies," Burdanov says. "It's a good example of what we can do as a field when we look at the data differently. Sometimes there's a big payoff, and this is one of them."

This work was supported in part by the Heising-Simons Foundation, the Czech Science Foundation, and the NVIDIA Academic Hardware Grant Program.
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Getting to the bottom of things: Latrine findings help researcher trace the movement of people and disease | ScienceDaily
A McMaster researcher has uncovered evidence of intestinal parasites in a 500-year-old latrine from Bruges, Belgium, and while the finding may induce queasiness in some, it is expected to provide important scientific evidence on how infectious diseases once spread through travel and trade.


						
The findings, which have been published in the journal Parasitology, present some of the earliest evidenceof schistosomiasis outside its endemic region of Africa.

"Many of the parasites we see today have been around for centuries. One of our goals in infectious disease studies is to understand where in the world people had these parasites in the past and how their epidemiology has changed through time," says Marissa Ledger, a post-doctoral fellow at McMaster's Ancient DNA Centre, who led the research.

Schistosomiasis is caused by Schistosoma mansoni, a water-borne parasitic flatworm that can burrow into the skin, move through the bloodstream and establish itself in the intestines. There it reproduces and releases eggs, which are passed through human waste. Ledger discovered a preserved egg in the contents of a 15th-century latrine in present-day Belgium, thousands of kilometers away from its endemic region.

The latrine had been uncovered in an excavation in 1996, but its artifacts and organic remains were only recently examined as part of a larger research project at Ghent University focused on the many foreign communities living and trading in medieval Bruges and its former harbor towns.

Researchers say the latrine came from a house known as the Spanish nation house, the administrative seat and meeting place of the Castilian merchant community. The parasite in question is likely associated with one of these Spanish traders who facilitated the import of African commodities like gold dust, ivory and various spices. There's also evidence they were involved in the early Atlantic slave trade.

The combination of this rich historical record with the archaeological and parasitological data is quite unique and helps us better understand human migration and disease transmission in the past and underscores the historical significance of this Belgian-Canadian collaboration.




"Our findings speak to the complexity of medieval urban life and how interconnected this world was centuries ago. It not only provides novel insight into daily life of people in medieval Bruges but also shows how the city, known as an international hub for people, goods and ideas, inevitably also facilitated the spread of diseases through its strong maritime trade networks," says Maxime Poulain, archaeologist at Ghent University.

It also demonstrates the importance of analyzing organic remains from these types of archaeological finding, as it can provide information on the health, hygiene and mobility of populations.

Ledger plans to analyze the genetics of the parasite to understand how its makeup compares to that of its modern counterparts.

"Understanding these parasites over a broader time frame provides more information on how they are impacted by factors like migration. Even in the past as people were migrating over these long distances, they were still very effectively moving infectious diseases across long distances. That's incredibly useful to know."
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Magnetically controlled kirigami surfaces move objects: No grasping needed | ScienceDaily
Researchers have developed a novel device that couples magnetic fields and kirigami design principles to remotely control the movement of a flexible dimpled surface, allowing it to manipulate objects without actually grasping them -- making it useful for lifting and moving items such as fragile objects, gels or liquids. The technology has potential for use in confined spaces, where robotic arms or similar tools aren't an option.


						
"We were trying to address two challenges here," says Jie Yin, co-corresponding author of a paper on the work and an associate professor of mechanical and aerospace engineering at North Carolina State University. "The first challenge was how to move objects that you can't pick up with grippers -- such as fragile objects or things in confined spaces. The second challenge was how to use a magnetic field to remotely lift and move objects that are not magnetic."

To address those challenges, the researchers created a "metasheet" that consists of an elastic polymer that is embedded with magnetic microparticles. A pattern was then cut into the sheet. The outer edges of the metasheet are attached to a rigid frame.

By moving a magnetic field under the metasheet, you can force sections of the metasheet to bulge upward or sink downward.

"You can actually cause the surface of the metasheet to move like a wave by controlling the direction of the magnetic field," Yin says. "And adjusting the strength of the magnetic field determines how much the wave rise or fall."

"Controlling the surface movement of the metasheet makes it possible to move many types of objects resting on the surface -- whether they're drops of liquid or a flat piece of glass," says Joe Tracy, co-corresponding author of the paper and a professor of materials science and engineering at NC State.

"The design of cuts on the metasheet are an example of kirigami, or paper-cutting," says Yinding Chi, first author of the paper and a former Ph.D. student at NC State. "This is particularly important for the metasheets, because kirigami enhances the flexibility without sacrificing the fundamental stiffness of the material itself.




"That allows us to amplify the deformation of the material without losing its mechanical strength," says Chi, who is now a postdoctoral researcher at the University of Pennsylvania. "In addition, the metasheet is very responsive to the magnetic field, with a response time as fast as two milliseconds."

"There's been rather little work done on how magnetic actuation can be used in conjunction with kirigami, and what we've done here suggests that there's a tremendous amount of potential for combining these approaches in fields from soft robotics to manufacturing applications," says Tracy.

"We are interested in scaling this approach down, to allow the metasheets to manipulate smaller objects and smaller volumes of liquid," says Chi.

"We're also interested in how this approach could be used to create haptic technologies that may have applications in everything from gaming to accessibility devices," says Yin.

This work was done with support from the National Science Foundation under grants 2005374, 2329674, 1663416 and 1662641.
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Researchers innovate scalable robotic fibers with light-emitting, self-healing and magnetic properties | ScienceDaily
A team of interdisciplinary scientists from the Department of Materials Science and Engineering under the College of Design and Engineering at the National University of Singapore (NUS) has developed flexible fibres with self-healing, light-emitting and magnetic properties.


						
The Scalable Hydrogel-clad Ionotronic Nickel-core Electroluminescent (SHINE) fibre is bendable, emits highly visible light, and can automatically repair itself after being cut, regaining nearly 100 per cent of its original brightness. In addition, the fibre can be powered wirelessly and manipulated physically using magnetic forces.

With multiple useful features incorporated into a single device, the fibre finds potential applications as light-emitting soft robotic fibres and interactive displays. It can also be woven into smart textiles.

"Most digital information today is transmitted largely through light-emissive devices. We are very interested in developing sustainable materials that can emit light and explore new form factors, such as fibres, that could extend application scenarios, for example, smart textiles. One way to engineer sustainable light-emitting devices is to make them self-healable, just like biological tissues such as skin," said Associate Professor Benjamin Tee, the lead researcher for this study.

The team's research, conducted in collaboration with the Institute for Health Innovation & Technology (iHealthtech) at NUS, was published in Nature Communications on 3 December 2024.

Multifunctional innovation in a single device

Light-emitting fibres have become an area of burgeoning interest owing to their potential to complement existing technologies in multiple domains, including soft robotics, wearable electronics and smart textiles. For instance, providing functionalities like dynamic lighting, interactive displays and optical signalling, all while offering flexibility and adaptability, could improve human-robot interactions by making them more responsive and intuitive.




However, the use of such fibres is often limited by physical fragility and the difficulty of integrating multiple features into one single device without adding complexity or increasing energy demands.

The NUS research team's SHINE fibre addresses these challenges by combining light emission, self-healing and magnetic actuation in a single, scalable device. In contrast to existing light-emitting fibres on the market, which cannot self-repair after damage or be physically manipulated, the SHINE fibre offers a more efficient, durable and versatile alternative.

The fibre is based on a coaxial design combining a nickel core for magnetic responsiveness, a zinc sulphide-based electroluminescent layer for light emission and a hydrogel electrode for transparency. Using a scalable ion-induced gelation process, the team fabricated fibres up to 5.5 metres long that retained functionality even after nearly a year of open-air storage.

"To ensure clear visibility in bright indoor lighting conditions, a luminance of at least 300 to 500 cd/m2 is typically recommended," said Assoc Prof Tee. "Our SHINE fibre has a record luminance of 1068 cd/m2, comfortably exceeding the threshold, making it highly visible even in well-lit indoor environments."

The fibre's hydrogel layer self-heals through chemical bond reformation under ambient conditions, while the nickel core and electroluminescent layer restore structural and functional integrity through heat-induced dipole interactions at 50 degrees Celsius.

"More importantly, the recovery process restores over 98 per cent of the fibre's original brightness, ensuring it can endure mechanical stresses post-repair," added Assoc Prof Tee. "This capability supports the reuse of damaged and subsequently self-repaired fibres, making the invention much more sustainable in the long term."

The SHINE fibre also features magnetic actuation enabled by its nickel core. This property allows the fibre to be manipulated with external magnets. "This is an interesting property as it enables applications like light-emitting soft robotic fibres capable of manoeuvring tight spaces, performing complicated motions and signalling optically in real-time," said Dr Fu Xuemei, the first author of the paper.




Unravelling new human-robot interactions

The SHINE fibre can be knitted or woven into smart textiles that emit light and easily self-heal after being cut, adding an element of durability and functionality to wearable technology. With its intrinsic magnetic actuation, the fibre itself can also function as a soft robot, capable of emitting light, self-healing, navigating confined spaces and signalling optically even after being completely severed. Additionally, the fibre can be used in interactive displays, where its magnetism allows for dynamic pattern changes that facilitate optical interaction and signalling in the dark.

Looking ahead, the team plans to refine the precision of the fibre's magnetic actuation to support more dexterous robotic applications. They are also exploring the possibility of weaving sensing capabilities -- such as the ability to detect temperature and humidity -- into light-emitting textiles made entirely from SHINE fibres.
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Bird-inspired drone can jump for take-off | ScienceDaily
EPFL researchers have built a drone that can walk, hop, and jump into flight with the aid of birdlike legs, greatly expanding the range of potential environments accessible to unmanned aerial vehicles.


						
"As the crow flies" is a common idiom referring to the shortest distance between two points, but the Laboratory of Intelligent Systems (LIS), led by Dario Floreano, in EPFL's School of Engineering has taken the phrase literally with RAVEN (Robotic Avian-inspired Vehicle for multiple ENvironments). Designed based on perching birds like ravens and crows that frequently switch between air and land, the multifunctional robotic legs allow it to take off autonomously in environments previously inaccessible to winged drones.

"Birds were the inspiration for airplanes in the first place, and the Wright brothers made this dream come true, but even today's planes are still quite far from what birds are capable of," says LIS PhD student Won Dong Shin. "Birds can transition from walking to running to the air and back again, without the aid of a runway or launcher. Engineering platforms for these kinds of movements are still missing in robotics."

RAVEN's design is aimed at maximizing gait diversity while minimizing mass. Inspired by the proportions of bird legs (and lengthy observations of crows on EPFL's campus), Shin designed a set of custom, multifunctional avian legs for a fixed-wing drone. He used a combination of mathematical models, computer simulations, and experimental iterations to achieve an optimal balance between leg complexity and overall drone weight (0.62kg). The resulting leg keeps heavier components close to the 'body', while a combination of springs and motors mimics powerful avian tendons and muscles. Lightweight avian-inspired feet composed of two articulated structures leverage a passive elastic joint that supports diverse postures for walking, hopping, and jumping.

"Translating avian legs and feet into a lightweight robotic system presented us with design, integration, and control problems that birds have solved elegantly over the course of evolution," Floreano says. "This led us to not only come up with the most multimodal winged drone to date, but also to shed light on the energetic efficiency of jumping for take-off in both birds and drones." The research has been published in Nature.

Better access for deliveries or disaster relief

Previous robots designed to walk have been too heavy to jump, while robots designed to jump did not have feet suitable for walking. RAVEN's unique design allows it to walk, traverse gaps in terrain, and even to jump up onto an elevated surface 26 centimeters high. The scientists also experimented with different modes of flight initiation, including standing and falling take-off, and they found that jumping into flight made the most efficient use of kinetic energy (speed) and potential energy (height gain). The LIS researchers teamed up with Auke Ijspeert of EPFL's BioRobotics Lab, and with Monica Daley's Neuromechanics Lab at University of California, Irvine, to adapt bird biomechanics to robotic locomotion.

In addition to elucidating the costs and benefits of powerful legs in birds that frequently transition between air and ground, the results offer a lightweight design for winged drones that can move on rough terrain and take off from restricted locations without human intervention. These capabilities enable the use of such drones in inspection, disaster mitigation, and delivery in confined areas. The EPFL team is already working on improved design and control of the legs to facilitate landing in a variety of environments.

"Avian wings are the equivalent of front legs in terrestrial quadrupeds, but little is known about the coordination of legs and wings in birds -- not to mention drones. These results represent just a first step towards a better understanding of design and control principles of multimodal flying animals, and their translation into agile and energetically efficient drones," Floreano says.
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Desert ants use the polarity of the geomagnetic field for navigation | ScienceDaily
Desert ants rely on a special component of the Earth's magnetic  field to navigate. Their magnetic sense may be based on magnetic  particles, according to a new study that has now been published in the  journal Current Biology.


						
Desert ants of the Cataglyphis nodus species use the Earth's magnetic field for spatial orientation, but these tiny insects rely on a different component of the field than other insects, a research team led by Dr Pauline Fleischmann from the University of Oldenburg, Germany, reports in the journal Current Biology. As the team explains in its paper, this suggests that they also use a different mechanism for magnetoreception than most insects studied to date, including, for example, the famous monarch butterflies. The researchers suspect that magnetoreception in these desert ants is based on a mechanism involving tiny particles of the iron oxide mineral magnetite or other magnetic particles.

How exactly magnetoreception works in animals, and what physical mechanism it is based on is still the subject of lively debate among scientists. One hypothesis under discussion is a light-dependent quantum effect known as the radical-pair mechanism. Small songbirds and possibly also insects such as monarch butterflies are thought to use this mechanism. The Collaborative Research Centre "Magnetoreception and Navigation in Vertebrates" led by biologist Prof. Dr. Henrik Mouritsen at the University of Oldenburg has gathered substantial evidence supporting this hypothesis.

Another hypothesis is that in some animals magnetoreception is based on tiny magnetic particles in sensory or nerve cells that point to the magnetic North, in a similar way to a compass needle. There is now considerable evidence that both forms of magnetoreception occur in nature. Pigeons, bats and sea turtles, for example, appear to sense the geomagnetic field via magnetic particles.

Behavioural experiments can distinguish between different mechanisms of magnetoreception

Since the proposed mechanisms for magnetoreception are based on different physical principles, behavioural experiments can be designed to determine which mechanism is used by which animals. The scientists part from the premise that animals with a particle-based magnetic sense are sensitive to the north-south direction of the geomagnetic field, in other words its "polarity," whereas those that rely on the radical-pair mechanism perceive the inclination, i.e. the angle between the geomagnetic field lines and the Earth's surface.

To gain more insights into how the magnetic sense of desert ants functions, Fleischmann, together with Dr Robin Grob (now at the Norwegian University of Science and Technology, Trondheim, Norway), Johanna Wegmann and Prof. Dr. Wolfgang Rossler from the University of Wurzburg, Germany, investigated which component of the Earth's magnetic field these insects are able to detect: the inclination or the polarity. In 2018, while Fleischmann was doing her PhD at the University of Wurzburg, the research team discovered that desert ants possess a magnetic sense. She has been a Research Fellow in the Oldenburg CRC since 2022.




In the current study, the researchers exposed ants from a colony in Greece to various manipulated magnetic fields. For this, they set up Helmholtz coils above the entrance of the nest and guided ants that emerged from the nest through a tunnel to an experimental platform at the centre of the coils where they were then filmed while performing their "learning walks" -- a behaviour that desert ants display when they leave their nest for the very first time. Fleischmann had discovered while completing her doctoral project that the ants use the Earth's magnetic field to memorise the direction of the nest entrance during these learning walks: they repeatedly interrupt their forward movement to stop and look in the direction of the nest entrance. The researchers suspect that the ants are using the magnetic field to train their visual memory. The results of a study on the ants' brain development which the team recently published in the scientific journal PNAS appear to confirm this.

Changing the inclination had no effect on the ants' behaviour

In the current study, the researchers exposed the ants to artificial magnetic fields that pointed in a different direction to the Earth's natural magnetic field. The team found that if they only changed the vertical component of the field, the inclination, this had no effect on the direction of the ants' gaze: they continued to look towards the location of the nest entrance during their learning walks. However, if the polarity of the field, i.e. the north-south axis, was rotated by 180 degrees, the ants surmised that the nest entrance was at a completely different location.

Based on these results, the researchers conclude that unlike monarch butterflies or songbirds, ants do not use the inclination of the geomagnetic field, which is probably more useful for long-distance migration. Instead, they rely on the polarity of the field to navigate during their learning walks. "This type of compass is particularly useful for navigation over comparatively short distances," Fleischmann emphasises.

Desert ants have long been known to have excellent navigational skills: they live in the featureless salt pans of the North African Sahara or in pine forests in Greece where there are few landmarks to use for orientation, and they may move hundreds of metres away from their nest to forage for food. When they leave the nest, they move in a zig-zag pattern, but once they have found food they return to the nest entrance in a straight line. The discovery that ants, which along with bees and wasps belong to the Hymenoptera order, use a different mechanism for magnetoreception other insect species such as butterflies or cockroaches also opens up new avenues for studying the evolution of this special form of sensory perception in the animal kingdom, Fleischmann observes.
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Particle research gets closer to answering why we're here | ScienceDaily
Physicists hope to answer fundamental questions about the origins of the universe by learning more about its tiniest particles.


						
University of Cincinnati Professor Alexandre Sousa helped outline the next 10 years of global research into the behavior of neutrinos, particles so tiny that they pass through virtually everything by the trillions every second at nearly the speed of light.

They are created by nuclear fusion reactions in the sun, radioactive decay in nuclear reactors or the Earth's crust or in particle accelerator labs. As they travel, they can transition between one of three types or "flavors" of neutrinos and back.

But unexpected experimental results made physicists suspect there might be another neutrino flavor, called a sterile neutrino because it appears immune to three of the four known "forces."

"Theoretically, it interacts with gravity, but it has no interaction with the others, weak nuclear force, strong nuclear force or electromagnetic force," Sousa said.

In a new white paper published in the Journal of Physics G, Sousa and his co-authors discuss experimental anomalies in neutrino exploration that have baffled researchers.

Their collective vision is articulated and confronted with science funding scenarios by the Particle Physics Project Prioritization Panel, or P5, whose final report issued in 2023 made direct recommendations to Congress about funding the projects.




"Progress in neutrino physics is expected on several fronts," co-author and UC Professor Jure Zupan said.

Besides the search for sterile neutrinos, Zupan said physicists are looking at several experimental anomalies -- disagreements between data and theory -- that they will be able to test in the near future with the upcoming experiments.

One question is why the universe has more matter than antimatter if the Big Bang created both in equal measure. Neutrino research could provide the answer, Sousa said.

"It might not make a difference in your daily life, but we're trying to understand why we're here," Sousa said. "Neutrinos seem to hold the key to answering these very deep questions."

Sousa is part of one of the most ambitious neutrino projects called DUNE or the Deep Underground Neutrino Experiment conducted by the Fermi National Accelerator Laboratory. Crews have excavated the former Homestake gold mine 5,000 feet underground to install neutrino detectors. It takes about 10 minutes just for the elevator to reach the detector caverns, Sousa said.

Researchers put detectors deep underground to shield them from cosmic rays and background radiation. This makes it easier to isolate the particles generated in experiments.




"With these two detector modules and the most powerful neutrino beam ever we can do a lot of science," Sousa said. "DUNE coming online will be extremely exciting. It will be the best neutrino experiment ever."

The paper was an ambitious undertaking, featuring more than 170 contributors from 118 universities or institutes and 14 editors, including Sousa.

"It was a very good example of collaboration with a diverse group of scientists. It's not always easy, but it's a pleasure when it comes together," he said.

Meanwhile, Sousa and UC Associate Professor Adam Aurisano are involved in another Fermilab neutrino experiment called NOvA that examines how and why neutrinos change flavor and back. In June, his research group reported on their latest findings, providing the most precise measurements of neutrino mass to date.

Another major project called Hyper-Kamiokande, or Hyper-K, is a neutrino observatory and experiment under construction in Japan.

"That should hold very interesting results, especially when you put them together with DUNE. So the two experiments combined will advance our knowledge immensely," Sousa said. "We should have some answers during the 2030s."
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That's no straw: Hummingbirds evolved surprisingly flexible bills to help them drink nectar | ScienceDaily
Hummingbird bills -- their long, thin beaks -- look a little like drinking straws. The frenetic speed at which they get nectar out of flowers and backyard feeders may give the impression that the bills act as straws, too. But new research shows just how little water, or nectar, that comparison holds.


						
In a paper published online Nov. 27 by the Proceedings of the Royal Society Interface, an international team led by Alejandro Rico-Guevara, an assistant professor of biology at the University of Washington, reveals the surprising flexibility of the hummingbird bill. The team discovered that a drinking hummingbird rapidly opens and shuts different parts of its bill simultaneously, engaging in an intricate and highly coordinated dance with its tongue to draw up nectar at lightning speeds.

To human eyes, these movements are barely perceptible. But for hummingbirds, they're a lifeline.

"Most hummingbirds drink while they're hovering mid-flight," said Rico-Guevara, who is also curator of ornithology at the UW's Burke Museum of Natural History and Culture. "Energetically, that is very expensive. Flying straight at commuting speeds uses up less energy than hovering to drink. So, hummingbirds are trying to minimize energy and drink as fast as they can -- all from these hard-to-reach spaces -- which requires special adaptations for speed and efficiency."

Previous research showed that hummingbirds extend their tongues in rapid-fire movements when drinking nectar. But scientists did not know what role the bill itself played in feeding. The team collected high-speed video footage of individual hummingbirds from six different species drinking at transparent feeders at field sites in Colombia, Ecuador and the U.S. By analyzing the footage and combining it with data from micro-CT scans of hummingbird specimens at the Yale Peabody Museum, researchers discovered the intricate bill movements that underlie drinking:
    	To extend its tongue, the hummingbird opens just the tip of its bill
    	After the tongue brings in nectar, the bill tip closes
    	To draw nectar up the bill, the hummingbird keeps the bill's midsection shut tightly, while opening the base slightly
    	Then, it opens its tip again to extend the tongue for a new cycle, a process many hummingbird species can do 10-15 times a second

Hummingbirds have intricately shaped tongues, some resembling origami-like patterns for unfolding and collecting nectar. This new research shows just how important the bill is for drinking and that, despite its rigid outward appearance, it is remarkably flexible.

"We already knew that hummingbird bills have some flexibility, for example bending their lower bill while catching insects," said Rico-Guevara. "But now we know that the bill plays this very active and essential role in drawing up nectar that the tongue collects."

The bill's role also makes hummingbirds unique among animals by relying on two types of fluid collection and transport methods: the lapping mechanism -- formally known as Couette flow -- which animals like dogs and cats use to drink, and Poiseuille flow, a suction-driven mechanism used, for example, by mosquitoes drinking blood or by humans drinking through a straw. Often, animals employ one approach or the other. Hummingbirds are a rare example of using both.




"It makes sense that they would have to use both, given the pressure to reach the nectar deep within the flower and to feed quickly and efficiently," said Rico-Guevara.

Future research could try to find the muscles that control these movements, and investigate how other uses for the bill -- such as catching insects -- impact its flexibility.

"As plants evolved flowers of different lengths and shapes, hummingbird bills have evolved accordingly," said Rico-Guevara. "Every time we answer one set of questions about hummingbird adaptation, new ones arise. There's so much more to learn."

Co-authors on the study are Diego Sustaita, an associate professor at California State University, San Marcos; Kristiina Hurme, a UW assistant teaching professor of biology; independent researcher Jenny Hanna; Sunghwan Jung, associate professor at Cornell University; and Daniel Field, a professor at the University of Cambridge. The research was funded by the Walt Halperin Endowed Professorship in the UW Department of Biology, the Washington Research Foundation and U.K. Research and Innovation.
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Researchers use data from citizen scientists to uncover the mysteries of a blue low-latitude aurora | ScienceDaily
On May 11, 2024, a rare blue-dominant aurora was seen in Japan. These auroras, captured in videos and images by the public, were analyzed by Sota Nanjo, a postdoctoral researcher at the Swedish Institute of Space Physics in Sweden, and Professor Kazuo Shiokawa at Nagoya University in Japan. The researchers propose a different explanation for the current theory, suggesting that nitrogen molecular ions might be accelerated into the magnetosphere through an unknown process. The new discovery prompts further investigation into how nitrogen ions, known to affect Earth through geomagnetic storms and auroras, can exist at high altitudes.


						
Colorful auroras appeared around Japan's Honshu and Hokkaido islands on May 11, 2024, sparked by an intense magnetic storm. Usually, auroras observed at low latitudes appear red due to the emission of oxygen atoms. But on this day, a salmon pink aurora was observed throughout the night, while an unusually tall, blue-dominant aurora appeared shortly before midnight.

Smartphone videos and amateur photos captured the event, enabling scientists to combine public data with their own research and study the phenomenon.

In a new study, researchers analyzed the videos and images of the blue-dominant aurora to estimate the area of the phenomenon and confirmed the estimates with spectrophotometers. Published in the journal Earth, Planets and Space, the research was led by Sota Nanjo, a postdoctoral researcher at the Swedish Institute of Space Physics in Sweden, and Professor Kazuo Shiokawa from the Institute for Space-Earth Environmental Research (ISEE) at Nagoya University in Japan.

Nanjo and Shiokawa's investigation provided the first visualization of the spatial structure of blue-dominant auroras during a storm. The researchers found that the auroras had longitudinal structures that were aligned with magnetic field lines, the first time they had been identified in a low-latitude, blue-dominant aurora. They also found that the aurora spanned about 1200 km in longitude, consisted of three separated structures, and ranged in altitude from 400-900 km.

Nanjo and Shiokawa's findings may change our understanding of blue auroras. The ring current, a donut-shaped region of charged particles encircling Earth, is believed to be the source of energetic neutral atoms (ENAs) that produce low-latitude auroras, including the red aurora. According to this model, the storm likely energized the ENAs, creating a colorful display of light.

However, the group's discoveries cannot easily be explained by this mechanism. As Shiokawa explains: "In this study, a structure of several hundred kilometers was found in the blue-dominant aurora in the longitudinal direction, which is difficult to interpret by ENA activity only. In addition, ENAs are unlikely to create auroral structures aligned with magnetic field lines, as observed in this study."

Another possibility was that the aurora was due to resonant scattering of nitrogen molecular ions caused by sunlight irradiation. However, the group's research suggests that a different process occurred, as sunlight only reached down to 700 km, not the 400 km observed by the researchers.




Instead, their results may indicate the intriguing possibility of an unidentified process. "Our findings suggest that nitrogen molecular ions may have accelerated upward by some mechanism and were responsible for the formation of the blue-dominant aurora," Shiokawa said.

"To date, it is not well understood how nitrogen molecular ions with large molecular weight can exist at such high altitudes," he continued. "Such ions are not easily able to exist for long periods of time due to their heavy mass and short dissociative-recombination time intervals; however, they are observed at high altitudes. The process is shrouded in mystery."

Overall, repeated observations of blue-dominant auroras, such as the one observed in Japan, may provide clues to understand the principle behind how nitrogen can be found at these altitudes. As the process of nitrogen molecular ion outflow into the magnetosphere is important in everything from understanding geomagnetic storms and the radiation environment in space, these findings could help us understand the processes that take place hundreds of kilometers above us.
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Tyrannosaur teeth discovered in Bexhill-on-Sea, England | ScienceDaily
Research led by the University of Southampton has revealed that several groups of meat-eating dinosaur stalked the Bexhill-on-Sea region of coastal East Sussex 135 million years ago.


						
The study, published today [5 December 2024] in Papers in Palaeontology, has discovered a whole community of predators belonging to different dinosaur groups -- including tyrannosaurs, spinosaurs and members of the Velociraptor family.

It's the first time tyrannosaurs have been identified in sediments of this age and region.

"Meat-eating dinosaurs -- properly called theropods -- are rare in the Cretaceous sediments of southern England," said Dr Chris Barker, visiting researcher at the University of Southampton and lead author of the research.

"Usually, Isle of Wight dinosaurs attract most of our attention. Much less is known about the older Cretaceous specimens recovered from sites on the mainland."

Dinosaur teeth

The new Bexhill-on-Sea dinosaurs are represented by teeth alone.




Theropod teeth are complex, and vary in size, shape, and in the anatomy of their serrated edges. The University of Southampton team used several techniques to analyse the fossils, including phylogenetic, discriminant and machine learning methods, teaming up with colleagues at London's Natural History Museum, the Hastings Museum and Art Gallery, and the Museo Miguel Lillo De Ciencias Naturales in Argentina.

"Dinosaur teeth are tough fossils and are usually preserved more frequently than bone. For that reason, they're often crucial when we want to reconstruct the diversity of an ecosystem," says Dr Barker.

"Rigorous methods exist that can help identify teeth with high accuracy. Our results suggest the presence of spinosaurs, mid-sized tyrannosaurs and tiny dromaeosaurs -- Velociraptor-like theropods -- in these deposits."

The discovery of tyrannosaurs is particularly notable, since the group hasn't previously been identified in sediments of this age and region. These tyrannosaurs would have been around a third of the size of their famous cousin Tyrannosaurus rex, and likely hunted small dinosaurs and other reptiles in their floodplain habitat.

"Assigning isolated teeth to theropod groups can be challenging, especially as many features evolve independently amongst different lineages. This is why we employed various methods to help refine our findings, leading to more confident classifications," says Lucy Handford, co-author of the paper and former University of Southampton Master's student, who is now undertaking a PhD at the University of York.

"It's highly likely that reassessment of theropod teeth in museum stores elsewhere will bring up additional discoveries."

Discovery at Ashdown Brickworks




The tireless collecting of retired quarryman Dave Brockhurst, who has spent the last 30 years uncovering fossils from Ashdown Brickworks, was key to the discovery.

Dave has uncovered thousands of specimens, ranging from partial dinosaur skeletons to tiny shark teeth. Around 5000 of his discoveries have already been donated to Bexhill Museum. Theropods are exceptionally rare at the site, and Dave has only found ten or so specimens there so far.

"As a child I was fascinated by dinosaurs and never thought how close they could be," says Mr Brockhurst. "Many years later I started work at Ashdown and began looking for fossils. I'm happy with tiny fish scales or huge thigh bones, although the preservation of the dinosaur teeth really stands out for me."

Exciting find

Dr Darren Naish, a co-author of the study, added: "Southern England has an exceptionally good record of Cretaceous dinosaurs, and various sediment layers here are globally unique in terms of geological age and the fossils they contain.

"These East Sussex dinosaurs are older than those from the better-known Cretaceous sediments of the Isle of Wight, and are mysterious and poorly known by comparison. We've hoped for decades to find out which theropod groups lived here, so the conclusions of our new study are really exciting."

Dr Neil Gostling, also from the University of Southampton, supervised the project. He said: "This project shows that museum collections, curators, and collectors are vital for pushing forward our understanding of the diversity of dinosaurs, and other extinct groups. We're also very thankful to Ashdown Brickworks for their cooperation in preserving the quarry's important palaeontological heritage.

"200 years after the naming of the first dinosaur, Megalosaurus, there are still really big discoveries to be made. Dinosaur palaeobiology is alive and well."

Several of the specimens are on display at Bexhill Museum in East Sussex.

The research was funded by the University of Southampton's Institute for Life Sciences.
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Iberian Neolithic societies had a deep knowledge of archery techniques and materials | ScienceDaily
A research team led by the UAB has made exceptional discoveries on prehistoric archery from the early Neolithic period, 7,000 years ago.


						
The well organic preservation of the remains of the Cave of Los Murcielagos in Albunol, Granada, made it possible for scientists to identify the oldest bowstrings in Europe, which were made from the tendons of three animal species. The use of olive and reed wood and birch bark pitch in the making of arrows reveals an unprecedented degree of precision and technical mastery, as highlighted in the study, published in Scientific Reports.

The interdisciplinary research of archaeological remains found in the cave has revealed the sophistication of Ancient Neolithic archery in the Iberian Peninsula (5300-4900 BCE), and provides unprecedented information in the European context on the materials and manufacturing techniques used.

The study was led by the Universitat Autonoma de Barcelona (UAB) and published in Scientific Reports (Nature Portfolio). Several research teams from centres and universities in Spain were involved in the study, including the University of Alcala (UAH), the Institute of Heritage Sciences (INCIPIT-CSIC) and the UAB Institute for Environmental Science and Technology (ICTA-UAB), as well as the Universite Cote d'Azur and the CNRS in France.

The exceptional preservation of the organic remains, preserved thanks to having dried out, made it possible to identify and document elements of the archery equipment of Neolithic populations inhabiting the southwestern part of the peninsula some 7,000 years ago. Among the findings are arrows preserved with their original feathers, remains of fibres, and two bowstrings made of animal sinews, which are the oldest found so far in Europe.

"The identification of these bowstrings marks a crucial step in the study of Neolithic weaponry. Not only were we able to confirm the use of animal tendons to make them, but we also identified the genus or species of animal from which they came," explains Ingrid Bertin, researcher at the UAB and first author of the published article. Tendons from Capra sp. (a genus that includes several species of goats and ibex), Sus sp. (a genus to which wild boar and pigs belong) and roe deer were used, which were twisted together to create ropes of sufficient length. "With this technique, strong and flexible ropes could be made, to meet the needs of experienced archers. This degree of precision and technical mastery, where every detail counts, attests to the exceptional knowledge of these Neolithic artisans," says Raquel Pique, researcher in the Department of Prehistory of the UAB and coordinator of the study.

Local resources and thorough transformations

On the other hand, the arrow shafts provide new information on the use of local resources and a thorough transformation. For the first time, the analysis has revealed the use of olive wood (Olea europaea) and reed wood (Phragmites sp).




The use of reeds for the manufacturing of arrows in prehistoric Europe, a hypothesis considered by researchers for decades, is finally confirmed by these findings. In addition, the combination of olive, willow and reed wood is a particularly interesting choice of materials: "This integration offers a hard and dense front section, complemented by a light back, which significantly improves the ballistic properties of the arrows, whose tips are made of wood without stone or bone projectiles. Future experiments may clarify whether these arrows could have been used for hunting or close-range combat, or whether they could have been non-lethal arrows," Ingrid Bertin states.

Finally, the arrow shafts were coated with birch bark pitch, a material obtained by a controlled heat treatment of the bark of this tree, used not only for its protective properties, but probably also for decorative purposes, which adds an aesthetic and functional dimension to the equipment.

New perspective on the region's Neolithic groups 

Since the early Neolithic, populations have developed technical knowledge that attests to an impressive adaptation to local resources, but the combination of varied materials and advanced techniques identified in this study redefines current understanding of the technologies used by prehistoric communities and offers a new perspective on Neolithic societies in the region, the research team states.

"The discoveries contribute to enrich the understanding of the artisan practices and daily life of prehistoric societies and open ways for the study of ancient weaponry, by revealing methods and materials that can be investigated at other European Neolithic archaeological sites," says Raquel Pique. She goes on to say: "In addition, they provide a better understanding of the symbolic sphere linked to these grave goods from a funerary context, such as is the Cave of Los Murcielagos."

The research team concludes that the discoveries made at the Cave of Los Murcielagos redefine the limits of our knowledge about the earliest agricultural societies in Europe and provide a unique view on ancestral archery materials and practices.

The study of the archaeological remains was carried out by applying advanced microscopy and biomolecular analysis techniques, which combine protein and lipid analysis.
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Chimpanzees perform the same complex behaviors that have brought humans success | ScienceDaily
A new study suggests that the fundamental abilities underlying human language and technological culture may have evolved before humans and apes diverged millions of years ago. The findings will be published 5th December 2024 in the journal PeerJ.


						
Many human behaviours are more complex than those of other animals, involving the production of elaborate sequences (such as spoken language, or tool manufacturing). These sequences include the ability to organise behaviours by hierarchical chunks, and to understand relationships between distantly separated elements.

For example, even relatively simple human behaviours like making a cup of tea or coffee require carrying out a series of individual actions in the right order (e.g. boiling the kettle before pouring the water out). We break such tasks down into solvable chunks (e.g. boil the kettle, get the milk and teabag, etc), composed of individual actions (e.g. 'grasp', 'pull', 'twist', 'pour'). Importantly, we can separate related actions by other chunks of behaviour (e.g. you might have to stop and clean up some spilt milk before you continue). It was unknown whether the ability to flexibly organize behaviours in this way is unique to humans, or also present in other primates.

In this new study, the researchers investigated the actions of wild chimpanzees -- our closest relatives -- whilst using tools, and whether these appeared to be organised into sequences with similar properties (rather than a series of simple, reflex-like responses). The research was led by the University of Oxford with an international collaboration across the UK, US, Germany, Switzerland, and Japan.

The study used data from a decades-long database of video footage depicting wild chimpanzees in the Bossou forest, Guinea, where chimps were recorded cracking hard-shelled nuts using a hammer and anvil stones. This is one of the most complex documented naturally-occurring tool use behaviours of any animal in the wild. The researchers recorded the sequences of actions chimps performed (e.g. grasp nut, pass through hands, place on anvil, etc.) -- totalling around 8,260 actions for over 300 nuts.

Using state-of-the-art statistical models, they found that relationships emerged between chimpanzees' sequential actions which matched those found in human behaviours. Half of adult chimpanzees appeared to associate actions that were much further along the sequence than expected if actions were simply being linked together one-by-one. This provides further evidence that chimpanzees plan action sequences, and then adjust their performance on the fly.

Understanding how these relationships emerge during action organization will be the next key goal of this research, but these could involve behaviours such as chimpanzees pausing sequences to readjust tools before continuing, or bringing several nuts over to stone tools that are then cracked in one long sequence. This would be further evidence of human-like technical flexibility.




Additionally, the results suggest that the majority of chimpanzees organise actions similarly to humans, through the production of repeatable 'chunks'. However, this result did not hold for every chimpanzee, and this variation between individuals may suggest that these strategies for organising behaviours may not be universal in the way they are for humans.

Lead researcher Dr Elliot Howard-Spink (formerly Department of Biology, University of Oxford, now Max Planck Institute of Animal Behavior) said: "The ability to flexibly organise individual actions into tool use sequences has likely been key to humans' global success. Our results suggest that the fundamental aspects of human sequential behaviours may have evolved prior to the last common ancestor of humans and chimpanzees, and then may have been further elaborated on during subsequent hominin evolution."

Co-senior researcher Professor Thibaud Gruber (University of Geneva) said: "There has been a renewed interest in the co-evolution of language and stone tool use in human evolution, and our study contributes to this debate. While the connection between our results and early hominin stone tool use can be made more readily, how this connects with the evolution of other complex behaviours, like language, remains an exciting avenue of future research."

Co-senior researcher Professor Dora Biro (University of Rochester) said: "There is increasing recognition that preserving cultural behaviours in wild animals -- such as stone-tool use in West-African chimpanzees -- should be incorporated into conservation efforts. Wild chimpanzees and their cultures are critically endangered, yet our work highlights how much we can yet learn from our closest relative about our own evolutionary history."

As many great apes perform dextrous and technical foraging behaviours, it is likely that the capacity for these complex sequences is shared across ape species. More research is needed to validate this theory, and is a key goal for the team moving forward.

The researchers also plan to investigate how actions are grouped into higher-order chunks by chimpanzees during tool-use. This research will aim to clarify the rules that chimpanzees follow when generating their tool use behaviours. They will also investigate how these structures emerge during development and are shaped across adult lives.
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