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To Follow the Real Early Human Diet, Eat Everything

Nutrition influencers claim we should eat meat-heavy diets like our ancestors did. But our ancestors didn't actually eat that way

By Kate Wong
[image: Illustration of criss-crossed fork and spear with different meats on their ends] Miriam Martincic



Paul Saladino is stripped to the waist, biceps bulging as he works a butcher's saw back and forth across a cow femur. When he finally severs the bone, a crowd of onlookers erupts in cheers. Flashing a smile, he checks to make sure he's being filmed, then scoops a spoonful of marrow from the center of one piece of bone. He then deposits it in the mouth of an eager young woman like a priest giving communion.
Saladino, a medical doctor, is a popular proponent of an animal-based diet that exalts meat and organs and demonizes vegetables. Through videos like this one on TikTok, as well as the podcast he hosts, he preaches the value of eating beef and liver, marrow and testicles to millions of followers on social media. He is the author of the 2020 book The Carnivore Code and a companion cookbook. He founded the company Heart and Soil, which sells organ-based supplements, and co-founded Lineage Provisions, which sells protein powder and meat sticks. Saladino contends that the traditional food pyramid, with its broad base of plant foods that narrows into animal foods, is upside down and that the medical establishment's view that high cholesterol causes heart disease is wrong. He says that meat and organs are the key to health, strength and vitality.
Saladino is not alone in his carnivorous pursuits. TikTok, Instagram and YouTube are teeming with influencers peddling meat-centric menus. Like the so-called paleo or caveman diets before them, these diets shun ultraprocessed foods such as potato chips, breakfast cereals, packaged breads, sodas and hot dogs. But they are significantly more restrictive than the paleo diet where plant foods are concerned. Some advocates, Saladino and celebrity adventurer Bear Grylls among them, allow for a limited amount of fruit but discourage vegetables, which they contend are loaded with defensive chemicals that are toxic to humans. Others, such as Canadian psychologist Jordan Peterson and his podcast host daughter, Mikhaila, champion a diet of beef, salt and water alone. Many, like social media personality Brian Johnson, aka Liver King, recommend consuming animal products--including dairy and eggs--raw.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Meatfluencers, as they are known, often characterize their regimens as "ancestral," made up of the foods our ancient predecessors ate. If this is what our ancestors ate, they argue, then this is what the human body is supposed to consume. "If you align your diet and lifestyle with millions of years of human and hominid evolution," Saladino says in another TikTok appearance, "that is how humans thrive."
Studies of the remains of our forebears, as well as observations of living primates and modern-day hunter-gatherers, refute the idea that humans evolved to subsist primarily on animals. Meat did play a significant role in our evolution. Yet that doesn't mean we're meant to eat like lions. Real ancestral human diets are difficult to reconstruct precisely, but they were vastly more varied than the mostly meat diets of carnivores, a finding that has important implications for what people today should eat to be healthy.
To be fair to the promoters of flesh-forward diets, scientists have traditionally paid a lot of attention to meat eating in human evolution, as have journalists who write about our origins (including me). Several factors have contributed to this trend. For one thing, we humans are unique among primates in regularly hunting animals that are as large as or larger than ourselves, and scientists are particularly interested in understanding traits that set us apart from other creatures. For another, stone tools and butchered animal bones are more readily preserved in the archaeological record than fragile plant remains. And then there's the fact that the hunting of animals--particularly large, dangerous mammals such as elephants--is inherently more exciting than the quiet business of gathering berries, nuts and tubers. In any case, it doesn't take a lot of googling to turn up a heap of scientific papers and popular articles touting the idea that hunting and eating meat made us human.
Interest in the role of meat and hunting in human origins has deep roots. Charles Darwin even speculated about its importance in his 1871 treatise, The Descent of Man, and Selection in Relation to Sex. Ideas about how carnivory shaped human evolution have shifted over the years, but the prevailing wisdom is this: around two million years ago Homo erectus, an early member of our genus, began evolving modern human body proportions, with longer legs, shorter arms, a smaller gut and a larger brain. The earliest stone tools and animal bones bearing cut marks date to before that period. The timing suggests that the invention of sharp-edged stone tools allowed early humans to butcher large animals and have access to a rich new source of calories. This nutritious food required less processing in the gastrointestinal tract, which allowed our energetically expensive gut tissue to shrink. Calorie-dense meat also provided fuel that allowed our energetically expensive brains to expand. A feedback loop took hold: as brains ballooned, our increasingly clever ancestors dreamed up ever more effective tools for procuring energy-rich animal foods, fueling more brain growth in Homo.
[image: Skull on display in a museum]Humans evolved to eat a variety of foods, not just meat. Versatility has been the secret of our success.
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If that were all we knew about human evolution, it'd be tempting to conclude that we evolved to eat a meat-based diet. But that's only a piece of what anthropologists and archaeologists have learned about food and human origins, and even that chapter of our story has undergone revision over the past 15 years in light of new evidence. Fresh fossil discoveries and novel DNA analyses are revealing what our ancestors ate in unprecedented detail. For a clearer understanding of the evolution of humans and our diet, we need to take a closer look at what happened before and after that two-million-year mark.

Let's start at the beginning. Humans, monkeys and apes make up a subset of primates known as the higher primates, which evolved to eat fruit. The hominin lineage (Homo sapiens and its extinct relatives, including Ardipithecus, Australopithecus, and others) dates to roughly six million to seven million years ago. Fossils of the earliest known hominins indicate that they walked upright on two legs but still spent a lot of time in trees. They don't appear to have made stone tools and probably subsisted on a diet similar to that of chimpanzees and bonobos, our closest living relatives--which is to say mostly fruits, nuts, seeds, roots, flowers and leaves, along with insects and the occasional small mammal.
For the entire first half of our known history, hominins seem to have maintained this plant-based diet--they left no material trace of meat eating. It's not until nearly three million years after our lineage got its start that there's any evidence that they exploited large animals for food.
The oldest possible evidence of meat eating by hominins comes from Dikika, Ethiopia. There researchers found fragments of bone from goat- and cow-size mammals bearing marks suggestive of butchery that occurred at least 3.39 million years ago. The butcher, in this case, was probably Australopithecus afarensis, the small-brained, small-bodied hominin species to which the famous Lucy fossil belongs--the only hominin species known from this time and place. Although no tools were discovered, based on the pattern of damage to the bones, the researchers concluded that A. afarensis used sharp-edged stones to strip flesh from the bones and struck the bones with blunt stones to access the marrow inside.
The oldest stone tools come from the site of Lomekwi in northwest Kenya. Like the cut-marked bones from Dikika, these 3.3-million-year-old implements significantly predate the origin of our genus, Homo, and seem instead to be the handiwork of the small-brained australopiths. Both occurrences also appear to be isolated in time, a flash in the evolutionary pan, separated by the next oldest evidence for stone tools and butchery by hundreds of thousands of years.
It's only after two million years ago that hominins started to incorporate large game into their diet more routinely, according to Briana Pobiner, a paleoanthropologist at the Smithsonian National Museum of Natural History, who studies the evolution of meat eating in humans. The site of Kanjera South in southwestern Kenya, which records hominin activities from around two million years ago, is one of the earliest sites to preserve evidence of what researchers call persistent carnivory. There early members of Homo transported choice rocks from as many as 10 kilometers away to make their stone tools. They used these tools to extract meat and marrow from a variety of mammals that lived in the surrounding grasslands, from small antelopes to bovids the size of wildebeests. Some of the antelopes appear to have been acquired intact, presumably through hunting. The larger animals may have been scavenged. However they procured the carcasses, the Kanjera hominins butchered animals at this site repeatedly, over generations, the bones spanning a sediment layer three meters thick.
The hominins at Kanjera went back to this place again and again to butcher animals, but their pattern of persistent carnivory was not widespread elsewhere. Nor was it followed by a steady increase in meat eating over time, as would be expected in the feedback-loop scenario. W. Andrew Barr of George Washington University and his colleagues, including Pobiner, analyzed the evidence for hominin meat consumption in the zooarchaeological record of eastern Africa from between 2.6 million and 1.2 million years ago. Although the evidence for meat eating increases shortly after two million years ago with the debut of H. erectus, the first hominin to attain modern body proportions, the study found that this pattern is the result of a sampling bias: researchers have simply collected more archaeological material from this time period than from earlier intervals. Their findings, Barr, Pobiner and their co-authors concluded, did not support the hypothesis that meat made us human.
"When I think about changes in diet over time, I don't think the change was linear," Pobiner says. In many ways, the changes have been more about broadening the diet rather than progressing from vegetarian to meat eater, she explains. "Humans are omnivores," she says. "We've always been omnivores."
Even at Kanjera, with its impressive accumulation of butchered bones, meat wasn't the only food on offer. Analyses of the cutting edges of a sample of stone tools from the site revealed that most of the implements exhibit wear patterns characteristic of tools that have been used in experiments to chop herbaceous plants and their underground storage organs--those tubers, bulbs, roots and rhizomes that plants produce to store carbohydrates. A smaller proportion showed signs of animal-tissue processing.
As much as the evolution of meat eating is a focus of her work, Pobiner says, "that doesn't mean that I think that it was ever the most significant component of early human diets."
It's possible that early humans were targeting fat rather than meat when they first started butchering animals. Jessica Thompson of Yale University and her colleagues argue that before hominins invented stone tools suitable for hunting large animals, they may have used simpler implements to scavenge abandoned carcasses for their nutritious marrow and brains. Lean meat such as that from wild animals is energetically expensive to metabolize, and in the absence of fat in the diet, it can cause protein poisoning and other ills. Smashing scavenged bones to get to the marrow could have produced the extra nutrients needed to fuel brain growth before our ancestors developed the more complex technology needed for hunting.
The fat and meat of terrestrial mammals weren't the only possible source of extra calories for hungry hominins. Fish, shellfish, and other aquatic animals and plants sustained our forebears who lived near rivers, lakes and oceans. As early as 1.95 million years ago, Homo was exploiting fish and turtles, among other aquatic foods, in Kenya's Turkana Basin.
Our ancestors may have also wrung more calories from plant and animal foods by cooking them. Richard Wrangham of Harvard University has proposed that cooking, which makes food easier to chew and digest, may have provided Homo with the extra fuel needed to power a bigger brain. In 2022 researchers announced that they had found remains of fish that may have been cooked with controlled heat 780,000 years ago at the site of Gesher Benot Ya'aqov in Israel.
There is another place where scientists can look for clues to what early humans ate: their teeth. When researchers analyzed the tartar preserved in the stained teeth of two Australopithecus sediba individuals from South Africa, they found microscopic bits of silica from plants these hominins ate nearly two million years ago, including bark, leaves, sedges and grasses.
Even the Neandertals, our burly cousins who ruled Eurasia for hundreds of thousands of years and are known for having been skilled big-game hunters, consumed plants. Amanda Henry of Leiden University in the Netherlands and her colleagues found traces of legumes, dates and wild barley in the tartar on their fossilized teeth. And researchers led by Karen Hardy of the University of Glasgow discovered roasted starch granules in Neandertal teeth, indicating that they ate cooked vegetables. Some Neandertals might have even forgone animal flesh entirely: in a study co-led by Laura Weyrich of Pennsylvania State University, analyses of DNA preserved in the tartar of Neandertals found in El Sidron cave in Spain turned up traces of pine nuts, moss and mushrooms--and no meat whatsoever.
Researchers have developed other techniques for studying what hominins put in their mouths and chewed, such as measuring the chemical isotopes in teeth, but these methods have important limitations: they can't determine the proportion of animal versus plant foods in the diet. To that end, another tartar study offers an inkling. James Fellows Yates of the Max Planck Institute for Evolutionary Anthropology in Leipzig, Germany, and his colleagues analyzed DNA from bacteria preserved in Neandertal tartar and compared it with bacterial DNA from the teeth of modern chimps, gorillas, howler monkeys and modern humans. The team found that the Neandertals and modern humans in its sample had a group of Streptococcus bacteria in their mouths that the nonhuman primates didn't have. These strep bacteria eat sugars from starchy foods, such as roots, seeds and tubers. Their presence in the mouths of the Neandertals and modern humans--but not the nonhuman primates, which eat mostly nonstarchy plant parts--indicates that Homo had adapted to eating an abundance of starchy plant foods by the time Neandertals and modern humans split from their last common ancestor around 600,000 years ago. This timing hints that a high-carb diet helped to power brain expansion in Homo.
Other features of teeth suggest additional leads in the quest to understand what our ancestors ate. If you look at hominin tooth morphology over time, says paleoanthropologist and evolutionary biologist Peter Ungar of the University of Arkansas, you see that australopiths had big, flat teeth with thick enamel--traits that indicate they were specialized for crushing hard foods such as seeds. Homo, for its part, evolved smaller teeth with crests that were better suited to eating tough foods, including meat. Yet we obviously lack the long, sharp canine teeth that carnivores have for stabbing and tearing at prey and the sharp-edged carnassial teeth for shearing flesh.
"We're not pure carnivores, we never were," Ungar says. "Our teeth are not designed for meat eating." That doesn't mean we can't survive on animal tissue, he notes--cutting and cooking both make meat easier for us to consume--but "anybody who's chewed on beef jerky long enough knows that our teeth really aren't designed for that. Or, for that matter, raw steak."
The microscopic pits and scratches that foods leave on the teeth reinforce this message. Whereas Australopithecus microwear patterns reflect a narrow range of food types, early Homo shows a somewhat wider range. Later members of our genus show microwear texture patterns that indicate they ate even more kinds of foods. Although these lines of evidence are limited, Ungar says, they suggest Homo became a more versatile eater, capable of consuming a wider variety of foods than its predecessors. This versatility would have served our ancestors well as they spread into new environments with a greater diversity of food types on offer.
Proponents of animal-based diets are fond of pointing to the Hadza, a group of foragers in northern Tanzania, to make their case for going hard on meat. Saladino and Liver King name-check them regularly in their social media videos. "I can tell you very clearly that the Hadza don't give a shit about vegetables. They don't really eat vegetables," says Saladino, who once visited the Hadza on an excursion set up for tourists.
Anthropologists who have lived with the Hadza and studied their diet for years would disagree. Herman Pontzer of Duke University notes that for decades researchers have observed that plant foods make up at least 50 percent of the Hadza diet. The Hadza are not unique in this regard. Hunter-gatherers around the world get roughly half their calories from plant foods and half from animal foods on average. But that average obscures the real value of the hunting-and-gathering strategy, which is that it allows people to subsist on a wide variety of diets depending on what's available in their environment at a given time of year. Long-term studies of the Hadza show that some months they may get most of their calories from honey; other months they may eat mostly plant foods, including root vegetables. There are times they hardly eat any meat at all.
What made humans so triumphant wasn't that we swapped out plants for animals but that we added hunting to our repertoire. Hunting and gathering reliably produces more calories a day than any other primate strategy, Pontzer says. The reason it works is that it's a mixed portfolio. "You have some people going after high-value, hard-to-get animals with a lot of protein and fat, which is great," he says. "And you have people who are going after more dependable plant foods. It's the balance of those things that makes it so successful."
Hunting and gathering produces so many calories, in fact, that people can afford to share them with other group members, including children, whose brains take longer to develop than in other species and who need more time to learn how to fend for themselves. A strict plant eater can't do that, because although the number of calories one can get every day eating plants is very dependable, it might not be high enough to produce a surfeit of calories. A strict meat eater, on the other hand, will have long periods of famine between feasts that do not, on average, generate extra calories. But when we put those two things together, Pontzer observes, we generate a surplus. And that surplus, he surmises, is the variable that's made energetically expensive human things such as large brains and extended childhood possible.
What the fossil, archaeological and ethnographic evidence indicates, then, is that there is no one diet that nature prescribed for us. What our ancestors ate varied dramatically over time and space, driven in no small part by what was available to them as seasons changed, climate shifted, and populations spread into new ecosystems. Forged in that crucible of uncertainty, we evolved the ability to survive and thrive on an impressive diversity of foods. Hunter-gatherers around the world eat diets with wildly different proportions of plant and animal foods, and all of them appear to be healthy, protected from heart disease, diabetes, and other maladies that are common in industrial populations.
So what is a person looking to eat healthily supposed to do? "I think what it says is you should feel liberated to try a bunch of different diets and find one that works for you," Pontzer says. But "when somebody tells you that there's only one way to eat, they are wrong, and you can stop listening."

Kate Wong is an award-winning science writer and senior editor at Scientific American focused on evolution, ecology, anthropology, archaeology, paleontology and animal behavior. She is fascinated by human origins, which she has covered for more than 25 years. Recently she has become obsessed with birds. Her reporting has taken her to caves in France and Croatia that Neandertals once called home, to the shores of Kenya's Lake Turkana in search of the oldest stone tools in the world, to Madagascar on an expedition to unearth ancient mammals and dinosaurs, to the icy waters of Antarctica, where humpback whales feast on krill, and on a "Big Day" race around the state of Connecticut to find as many bird species as possible in 24 hours. Kate is co-author, with Donald Johanson, of Lucy's Legacy: The Quest for Human Origins. She holds a bachelor of science degree in biological anthropology and zoology from the University of Michigan. Follow Wong on X (formerly Twitter) @katewong
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New Human Metabolism Research Upends Conventional Wisdom about How We Burn Calories

Metabolism studies reveal surprising insights into how we burn calories--and how cooperative food production helped Homo sapiens flourish

By Herman Pontzer
[image: Art concept of researchers examining a human stomach.] Eva Vazquez



It was my daughter Clara's seventh birthday party, a scene at once familiar and bizarre. The celebration was an American take on a classic script: a shared meal of pizza and picnic food, a few close COVID-compliant friends and family, a beaming kid blowing out candles on a heavily iced cake. With roughly 380,000 boys and girls around the world turning seven each day, it was a ritual no doubt repeated by many, the world's most prolific primate singing "Happy Birthday" in an unbroken global chorus.
Such a wholesome setting seems an unlikely place for rampant rule breaking. But as an evolutionary anthropologist, I can't help but notice the blatant disregard our species shows for the natural order. Nearly every aspect of our modern lives marks a cheerfully outrageous departure from the laws that govern every other species on the planet, and this birthday party was no exception. Aside from the fresh veggies left wilting in the sun, none of the food was recognizable as a product of nature. The cake was a heat-treated amalgam of pulverized grass seed, chicken eggs, cow milk and extracted beet sugar. The raw materials for the snacks and drinks would take a forensic chemist years to reconstruct. It was a calorie bonanza that animals foraging in the wild could only dream about, and we were giving it away to people who didn't even share our genes.
All this to celebrate some obscure astronomical alignment, the moment our planet swept through the same position relative to its star as on the day my daughter was born. At seven years old, most mammals are grandparents if they're lucky enough to be alive. Clara was still a kid, dependent on us for food and shelter and years away from independence.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Humans weren't always such scofflaws. We come from a good Family. The living apes, our closest relatives, are well-behaved primates, eating fruit and leaves straight from the tree and nibbling on the occasional meal of insects or small game. Like every other mammal, apes learn early to fend for themselves, foraging on their own as soon as they're weaned, and they know better than to give their hard-earned food away. Fossils from deep in the human lineage, the first four million years after we broke from the other apes, indicate our early ancestors played by the same ecological rules.
Around 2.5 million years ago things took an unlikely turn. Early populations of the genus Homo stumbled onto a new way of making a living, something unprecedented in the history of life. Instead of pursuing a career as a plant eater, carnivore or generalist, they tried a strange, dual strategy: some would hunt, others would gather, and they'd share whatever they acquired. This cooperative approach placed a premium on intelligence, and over millennia brain size began to increase. Our Paleolithic ancestors learned to knap delicate blades from round stone cobbles, hunt large game and cook their food. They built hearths and homes and began changing the landscape, developing an ecological mastery that led eventually to farming.
The results were a revelation, the first clear road map of metabolism over the human lifespan.

These evolutionary shifts reverberate today. The cooperative foraging that pushed our hunting, gathering and farming ancestors to flout long-established ecological rules didn't just change the foods we eat. It altered fundamental aspects of our biology, including our metabolism. The same unlikely series of events that gave us birthday cake has also shaped the way we eat it--and how we use the calories.
For all the talk about metabolism in the exercise and dieting worlds, you would think the science was settled. In reality, we've been embarrassingly short on hard data about the calories we burn each day and how we evolved to obtain them. But in recent years my colleagues and I have made important strides in understanding how our bodies use energy. Our findings have overturned much of the received wisdom about the ways human energy requirements change over the course of a lifetime. And, as we discovered in a parallel effort, our energy needs are deeply intertwined with the evolution of our food-production strategies: foraging and farming. Together these studies provide the clearest picture yet of the inner workings of the human engine--and how our strategy for earning, burning and sharing calories underpins our extraordinary success as a species.

Energy Budgets
Our bodies are wonders of coordinated chaos. Every second of every day, each of your 37 trillion cells is hard at work, pulling in nutrients, building new proteins and doing the myriad other tasks that keep you alive. All of this work takes energy. Our metabolism is the energy we expend (or the calories we burn) each day. That energy comes from the food we eat, and so our metabolism also sets our energy requirements. Calories in, calories out.
Evolutionary biologists often think about metabolism as an organism's energy budget. Life's essential tasks, including growth, reproduction and bodily maintenance, require energy. And every organism must balance its books.
Humans are a striking example of this evolutionary book-keeping in action. The traits that distinguish us from the other apes, including our huge brains, big babies and long lives, all require a lot of energy. We pay for some of these costs by spending less on our digestive system, having evolved a shorter intestinal tract and smaller liver. But we have also increased our metabolic rate and the size of our energy budget. For our body size, humans consume and burn more calories each day than any of the other apes. Our cells have evolved to work harder.
The work our bodies do changes as we age, the activities of our cells waxing and waning in a choreographed dance from growth to adulthood to senescence. Tracking those changes through our metabolism could provide a better understanding of the work our cells do at each age as well as our changing calorie needs. But a clear audit of our metabolism over the human lifespan has been hard to obtain.



[image: One chart plots total daily energy use against fat-free body mass; another plots relative daily energy use against age.]
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It's obvious that adults need more calories than infants--bigger people have more cells doing more work, so they burn more energy. We also know that elderly people tend to eat less, although that's often accompanied by a loss of body weight, particularly muscle mass. But if we want to know how active our cells are and whether metabolism gets faster or slower as we grow up and grow old, we need to separate the effects of age and size, which is not easy. You need a large sample with people of all ages, measured with the same methods. Ideally, you'd want measures of total daily energy expenditure, a full tally of the calories used each day.
Researchers have been measuring metabolic rates at rest for more than a century, with some evidence for faster metabolism in children and slower metabolism among the elderly. Yet resting metabolism accounts for only 60 percent or so of the calories we burn over 24 hours and doesn't include the energy we spend on exercise and other physical activity. Online calorie calculators purport to include activity costs, but they're really just a guess based on your self-reported weight and physical activity. In the absence of solid evidence, a kind of folk wisdom has developed, cheered on and cultivated by charismatic hucksters selling metabolic boosters and other snake oil. We're often told our metabolism speeds up at puberty and slows down in middle age, particularly with menopause, and that men have faster metabolisms than women. None of these claims is based on real science.

A Metabolic Database
My colleagues and I have begun to fill that gap in scientific understanding. In 2014 John Speakman, a researcher in metabolism with laboratories at the University of Aberdeen in Scotland and the Chinese Academy of Sciences in Shenzhen, organized an international effort to develop a large metabolic database. Crucially, this database would focus on total daily energy expenditure measured using the doubly labeled water method, an isotope-tracking technique that measures the carbon dioxide produced by the body (and thus the calories burned) over one to two weeks. Doubly labeled water is the gold standard for measuring daily energy expenditures, but it's expensive, and you need a specialized lab for the isotope analyses. So even though this technique has been around for decades, studies are typically small. Led by Speakman, my lab joined a dozen others around the world in pooling decades of data. We ended up with more than 6,400 measurements of people ranging from babies just eight days old to men and women in their 90s.
In 2021, after years of collaborative effort, we published the first comprehensive study investigating the effects of age and body size on daily energy expenditure. As expected, we found that metabolic rates increase with body size: bigger people burn more calories. In particular, fat-free mass (the muscles and other organs) is the single strongest predictor of daily energy expenditure. This makes good sense. Fat cells aren't as active as those in the liver, brain, or other tissues, and they don't contribute much to your daily expenditure. More important, with the relation between mass and metabolic rate clearly established from thousands of measurements, we could finally test whether metabolism at each age was faster or slower than we'd expect from size.
The results were a revelation, the first clear road map of metabolism over the human lifespan. We found that, metabolically, babies are born like tiny adults, reflecting their development as part of their mom's energy budget. But metabolism skyrockets over the first year of life, so that by their first birthday children are burning 50 percent more energy than we'd expect for their size. Their cells are far busier than adults' cells, hard at work on growth and development. Earlier studies measuring glucose uptake in the brain during childhood suggest some of this work is neuronal growth and synapse development. Maturation in other systems no doubt contributes as well. Metabolism stays elevated through childhood, slowly decelerating through adolescence to land at adult levels around age 20. Boys decline more slowly than girls, consistent with boys' slower development, but there's no bump at puberty in males or females.
Perhaps the biggest surprise was the stability of our metabolism through middle age. Daily energy expenditures hold remarkably steady from age 20 to 60. No middle age slowdown, no change with menopause. The weight gain so many of us experience in adulthood cannot be blamed on a declining metabolism. As a man in my 40s, I had sort of believed the folk wisdom that metabolism slowed as we aged. My body definitely feels different than it did 10 or 20 years ago. But like hunting some metabolic Sasquatch, when you actually look there's nothing there. Same for the much touted metabolic differences between men and women. Women have lower daily energy expenditures on average, but that is only because women tend to be smaller and carry more of their weight as fat. Compare men and women with the same body weight and body fat percentage, and the metabolic difference disappears.
We did find a decline in metabolism with age, but it doesn't kick in until we hit 60. After 60, metabolism slows by around 7 percent per decade. By the time men and women are in their 90s, their daily expenditures are 20 to 25 percent lower, on average, than those of adults in their 50s. That's after we account for body size and composition. Weight loss with old age, especially diminished muscle mass, compounds the decline in expenditure. As with all age groups, there's a good amount of individual variability. Maintaining a younger, faster metabolism into old age might be a sign of aging well, or perhaps it is even protective against heart disease, dementia, and other age-related disease. We can now start to investigate these connections. Guided by our metabolic road map, we have a new world of research ahead of us.
What is already apparent, however, is that a bite of birthday cake does different things for a seven-year-old girl, her middle-aged dad and her elderly grandmother. Clara's bite is likely to be gobbled up by busy cells, fueling development. Mine might go to maintenance, repairing all the little bits of damage accrued through the course of the day. As for Grandma, her aging cells might be slow to use the calories at all, storing them instead as glycogen or fat. Indeed, for any of us, the cake will end up as fat if we eat more calories than we burn.
The road map also highlights a major conundrum of the human condition. Whether they're born into a hunter-gatherer camp, a farming village or an industrial megacity, human youngsters need a lot of help getting food. Other apes learn to forage for themselves by the time they stop nursing, around the age of three or four. Our children are wholly dependent on others for food for years and aren't self-sufficient until their teens. And those least able to fend for themselves have the greatest energy needs. Not only has our species evolved a faster metabolic rate and greater energy demands than other apes, but we must also provision each costly offspring for more than a decade. Where do we get all those calories? My colleagues and I worked out this part of the human energy equation, too.
Costly Kids
The question of calories looms largest in hunter-gatherer and farming communities, where daily life revolves around food production. For most of our species' history, as for most species, there was no other line of work. Every kid knew what they were going to be when they grew up. As late as the mid-1800s, more than half of the American workforce was made up of farmers.
For the past decade I've been working with colleagues to understand the calorie economy in the Hadza community of northern Tanzania. The Hadza are a small population of 1,000 or so, and about half of them maintain a traditional hunting-and-gathering way of life, foraging on the savanna landscape they call home. No population alive today is a perfect model of the past, but groups like the Hadza, who continue these traditions, provide a living example of how these systems work. Men spend most days hunting with bow and arrow or chopping into hollow tree limbs to pillage honey from beehives. Women gather berries and other plant foods or dig for wild tubers in the rocky soil. Hadza camps, small collections of grass houses tucked among the acacia trees, are alive all day with kids being kids, running around, laughing, playing--and waiting for adults to bring them food.
We've measured Hadza energy budgets using doubly labeled water, gaining a clear idea of the calories men and women consume and expend each day. We've also lugged portable respirometry equipment into the bush, a metabolic lab in a briefcase, to measure the energy costs of foraging activities such as walking, climbing, digging tubers and chopping trees. And we've got years of careful observation recording the hours spent each day on different foraging tasks and the amount of food acquired. After more than a decade of work, we've got a complete accounting of the Hadza energy economy: the calories spent to get food, the calories acquired, the proportions shared and consumed.
Tom Kraft of the University of Utah led our team's effort to compare the energy budgets of the Hadza population with similar data from other human groups and from other species of apes. It was a massive project: we pored over old ethnographic accounts of hunter-gatherer and farming groups and combed through ecological studies and doubly labeled water measurements in apes to reconstruct their foraging economies. But when we were finished, what emerged was a new understanding of the energetic foundation for our species' success. We could finally see where all those calories come from, the energy needed to fuel expensive human metabolisms and provision helpless kids.

Clever Cooperators
It turns out humans' unique, cooperative foraging strategy, combined with our clever brains and tools, makes hunting and gathering extremely productive. Even in the harsh, dry savanna of northern Tanzania, Hadza men and women acquire 500 to 1,000 kilocalories of food an hour, on average. Ethnographic records from other groups around the world suggest these rates are typical for hunter-gatherers. Five hours of hunting and gathering can reliably bring in 3,000 to 5,000 kilocalories of food, enough to meet a forager's daily needs and provision the camps' children.
It's the positive feedback engine that propelled the human species to new heights. Hunting and gathering is so productive that it creates an energy surplus. Those extra calories are channeled to offspring, meaning they can take longer to develop, learning skills that make them effective foragers. When they reach adulthood, they'll do just as their parents did, acquiring extra food and plowing those calories into the next generation. Over evolutionary time childhood grows longer as foraging strategies grow more complex. Lifespans get extended, too, with natural selection favoring additional years of productive foraging to support children and grandchildren. Grandparents, once rare, become a fixture of the social network.
Apes in the wild are not nearly as productive in gathering food. A forensic accounting of the energy budgets for chimpanzees, gorillas and orangutans shows that males and females get around 200 to 300 kilocalories an hour. It takes them seven hours of foraging just to meet their own needs each day. No wonder they don't share.
Our hyperproductive foraging isn't cheap. People in hunter-gatherer communities expend more than twice as much energy to acquire food as apes in the wild. Surprisingly, human technology and smarts don't make us very energy-efficient. Hadza men and women achieve the same paltry ratio of energy acquired to energy expended that we find in wild apes. Cooperation and culture enable human foragers to be incredibly time-efficient, acquiring lots of calories an hour, but our unique foraging strategies are still energetically demanding. Hunting and gathering is hard work.
Farming isn't any easier, but our analyses found it can be even more productive. When we compared the energy budgets for the Hadza and other hunter-gatherer populations with those of traditional farming groups, we found that farmers typically produce far more calories an hour. The Tsimane community, a population in the Amazonian rainforest of Bolivia, provides a useful point of comparison. The Tsimane get most of their calories from farming, but they also hunt, fish and collect wild plants. With farmed foods as their energy staple, they produce nearly twice as many calories an hour as the Hadza. They're more energy-efficient as well, getting more food from every calorie they spend foraging and farming.
Those extra calories are embodied in the children running around Tsimane villages. More food and faster production mean a lighter workload for mothers because others in the community can more easily share the time and energy costs of caring for kids. As with many subsistence farming communities, Tsimane families tend to be large. Women have an average of nine children over the course of their lives. Compare that with the average fertility rate of six children per mother in the Hadza community, and the impact of that extra energy is inescapable. And it's not just the Tsimane. Farming communities tend to have higher fertility rates than hunter-gatherer communities. Increased fertility is an important reason farming overtook hunting and gathering in the Neolithic age, the time spanning roughly 12,000 to 6,500 years ago. Archaeological sites across Eurasia and the Americas document a rising tide of children and adolescents following the development of agriculture.

Having Our Cake
From this perspective, a kid's birthday party is more than a personal milestone. It's a celebration of our improbable evolutionary story. There's the food, of course. We get the flour and sugar for the cake from our farming ancestors, the fire to bake it from the Paleolithic era. The milk and eggs come from animals that we've completely transformed from species we once hunted, shaped to our will over generations of careful husbandry. And there's the calendar we use to mark our days and measure our years, an invention of agriculturalists who needed to know precisely when to reap and sow. Hunter-gatherers track the seasons and lunar cycles but have little use for accurate annual calendars. There are no birthdays in a Hadza camp.
But the key element of any celebration is the community of friends and relatives, multiple generations gathering to eat and laugh and sing. Our evolved social contract--to hunt, gather and farm collectively--tied us together, gave us our childhood and extended our golden years. Cooperative foraging also helped to fuel the cultural complexity and innovation that make birthdays and other rituals so fantastical and diverse. And at the center of it all is the universal commitment to share.
With more than eight billion humans on the planet today, one might begin to worry that we've taken things a bit too far. We've learned to turbocharge our energy budgets by tapping into climate-changing fossil fuels and flooding our world with cheap food. Calories are so easy to produce that very few of us spend our days foraging, a first in the history of life. This massive shift has been a boon to our collective creativity, enabling many to spend their lives as artists, doctors, teachers, scientists--a range of careers outside of food production. Having carved out our own strange niche, far removed from the laws that govern the rest of the natural world, we have only ourselves to look to for guidance. With a little luck and a lot of cooperation, we just might secure the human lineage another couple of million birthdays. Make a wish.

Herman Pontzer is a professor of evolutionary anthropology at Duke University. He studies how evolution has shaped human physiology and health. He is author of Burn: New Research Blows the Lid Off How We Really Burn Calories, Stay Healthy, and Lose Weight (Avery, 2021).
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Why Your Brain Needs Exercise

The evolutionary history of humans explains why physical activity is important for brain health

By David A. Raichlen & Gene E. Alexander
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In the 1990s researchers announced a series of discoveries that would upend a bedrock tenet of neuroscience. For decades the mature brain was understood to be incapable of growing new neurons. Once an individual reached adulthood, the thinking went, the brain began losing neurons rather than gaining them. But evidence was building that the adult brain could, in fact, generate new neurons. In one particularly striking experiment with mice, scientists found that simply running on a wheel led to the birth of new neurons in the hippocampus, a brain structure that is associated with memory. Since then, other studies have established that exercise also has positive effects on the brains of humans, especially as we age, and that it may even help reduce the risk of Alzheimer's disease and other neurodegenerative conditions. But the research raised a key question: Why does exercise affect the brain at all?
Physical activity improves the function of many organ systems in the body, but the effects are usually linked to better athletic performance. For example, when you walk or run, your muscles demand more oxygen, and over time your cardiovascular system responds by increasing the size of the heart and building new blood vessels. The cardiovascular changes are primarily a response to the physical challenges of exercise, which can enhance endurance. But what challenge elicits a response from the brain?
Answering this question requires that we rethink our views of exercise. People often consider walking and running to be activities that the body is able to perform on autopilot. But research carried out in recent decades by us and others would indicate that this folk wisdom is wrong. Instead exercise seems to be as much a cognitive activity as a physical one. In fact, this link between physical activity and brain health may trace back millions of years to the origin of hallmark traits of humankind. If we can better understand why and how exercise engages the brain, perhaps we can leverage the relevant physiological pathways to design novel exercise routines that will boost people's cognition as they age--work that we have begun to undertake.
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Flexing the Brain
To explore why exercise benefits the brain, we need to first consider which aspects of brain structure and cognition seem most responsive to it. When researchers led by Fred Gage and Henriette Van Praag, both then at the Salk Institute for Biological Studies in La Jolla, Calif., showed in the 1990s that running increased the birth of new hippocampal neurons in mice, they noted that this process appeared to be tied to the production of a protein called brain-derived neurotrophic factor (BDNF). BDNF is produced throughout the body and in the brain, and it promotes both the growth and the survival of nascent neurons. The Salk group and others went on to demonstrate that exercise-induced neurogenesis is associated with improved performance on memory-related tasks in rodents. The results of these studies were striking because atrophy of the hippocampus is widely linked to memory difficulties during healthy human aging and occurs to a greater extent in individuals with neurodegenerative diseases such as Alzheimer's. The findings in rodents provided an initial glimpse of how exercise could counter this decline.
Following up on this work in animals, researchers carried out a series of investigations that determined that in humans, just like in rodents, aerobic exercise leads to the production of BDNF and augments the structure--that is, the size and connectivity--of key areas of the brain, including the hippocampus. In a randomized trial conducted at the University of Illinois at Urbana-Champaign by Kirk Erickson (now at the University of Pittsburgh) and Arthur Kramer, 12 months of aerobic exercise led to an increase in BDNF levels, an increase in the size of the hippocampus and improvements in memory in older adults.
Other investigators have found associations between exercise and the hippocampus in a variety of observational studies. In our own study of more than 7,000 middle-aged to older adults in the U.K., published in 2019 in Brain Imaging and Behavior, we demonstrated that people who spent more time engaged in moderate to vigorous physical activity had larger hippocampal volumes. Although it was not possible for us to say whether these effects in humans are related to neurogenesis or other forms of brain plasticity, such as increasing connections among existing neurons, together the results clearly indicated that exercise can benefit the brain's hippocampus and its cognitive functions.
Researchers have also documented clear links between aerobic exercise and benefits to other parts of the brain, including expansion of the prefrontal cortex, which sits just behind the forehead. Such augmentation of this region has been tied to sharper executive cognitive functions, which involve aspects of planning, decision-making and multitasking--abilities that, like memory, tend to decline with healthy aging and are further degraded in the presence of Alzheimer's. Scientists suspect that increased connections between existing neurons, rather than the birth of new neurons, are responsible for the beneficial effects of exercise on the prefrontal cortex and other brain regions outside the hippocampus.

Upright and Active
With mounting evidence that aerobic exercise can boost brain health, especially in older adults, the next step was to figure out exactly what cognitive challenges physical activity poses that trigger this adaptive response. We began to think that examining the evolutionary relation between the brain and the body might be a good place to start. Hominins (the group that includes modern humans and our close extinct relatives) split from the lineage leading to our closest living relatives, chimpanzees and bonobos, between six million and seven million years ago. In that time, hominins evolved a number of anatomical and behavioral adaptations that distinguish us from other primates. We think two of these evolutionary changes in particular bound exercise to brain function in ways that people can make use of today.
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First, our ancestors shifted from walking on all fours to walking upright on just their hind legs. This bipedal posture means that there are times when our bodies are precariously balanced over one foot rather than two or more limbs like in other apes. To accomplish this task, our brains must coordinate a great deal of information and, in the process, make adjustments to muscle activity throughout the body to maintain our balance. While coordinating these actions, we must also watch out for any environmental obstacles. In other words, simply because we are bipedal, our brains may be more cognitively challenged than those of our quadrupedal ancestors.
Second, the hominin way of life changed to incorporate higher levels of aerobic activity. Fossil evidence indicates that in the early stages of human evolution, our ancestors were probably relatively sedentary bipedal apes who ate mainly plants. By some two million years ago, however, as habitats dried out under a cooling climate, at least one group of ancestral humans began to forage in a new way, hunting animals and gathering plant foods. Hunting and gathering dominated human subsistence strategies for nearly two million years until the advent of farming and herding around 10,000 years ago. With Herman Pontzer of Duke University and Brian Wood of the University of California, Los Angeles, we have shown that because of the long distances traversed in search of food, hunting and gathering involves much more aerobic activity than seen in other apes.
Increased demands on the brain accompanied this shift toward a more physically active routine. When out foraging afar, hunter-gatherers must survey their surroundings to make sure they know where they are. This kind of spatial navigation relies on the hippocampus, the same brain region that benefits from exercise and that tends to atrophy as we get older. In addition, they have to scan the landscape for signs of food, using sensory information from their visual and auditory systems. They must remember where they have been before and when certain kinds of food were available. The brain uses this information from both short- and long-term memory, allowing people to make decisions and plan their routes--cognitive tasks that are supported by the hippocampus and the prefrontal cortex, among other regions. Hunter-gatherers also often forage in groups, in which case they may have conversations while their brains are maintaining their balance and keeping them spatially located in their environment. All of this multitasking is controlled, in part, by the prefrontal cortex, which also tends to diminish with age.
Although any foraging animal must navigate and figure out where to find food, hunter-gatherers have to perform these functions during fast-paced treks that can extend over more than 20 kilometers. At high speeds, multitasking becomes even more difficult and requires faster information processing. From an evolutionary perspective, it would make sense to have a brain ready to respond to an array of challenges during and after foraging to maximize the chances of success in finding food. But the physiological resources required to build and maintain such a brain including those that support the birth and survival of new neurons--cost the body energy, meaning that if we do not regularly make use of this system, we are likely to lose these benefits.
This evolutionary neuroscience perspective on exercise and the brain, which we detailed in an article published in 2017 in Trends in Neurosciences, has profound implications for humans today. In our modern society, we do not need to engage in aerobic physical activity to find food for survival. The brain atrophy and attendant cognitive declines that commonly occur during aging may be partly related to our sedentary habits.
But simply exercising more may not realize the full potential of physical activity for keeping brain decline at bay. Indeed, our model suggests that even people who already get a lot of aerobic activity may want to rethink their routines. It is possible that we might not always exercise in ways that take full advantage of our evolved mechanisms for sustaining brain performance.
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Think about the ways in which many of us get our aerobic exercise. Often we go to gyms and use a stationary exercise machine; the most cognitively demanding task in such a workout might be deciding what channel to watch on the built-in television. What is more, these machines remove some of the demands of maintaining balance and adjusting speed, among many other intrinsic cognitive challenges of movement through a changing environment.
What if this form of exercise is shortchanging us? Our ancestors evolved in an unpredictable world. What if we could modify our exercise routines to include cognitive challenges like those faced by our hunter-gatherer forebears? If we can augment the effects of exercise by including a cognitively demanding activity, then perhaps we can increase the efficacy of exercise regimens aimed at boosting cognition during aging and potentially even alter the course of neurodegenerative diseases.
Move and Think
In fact, a growing body of research suggests that exercise that is cognitively stimulating may indeed benefit the brain more than exercise that does not make such cognitive demands. For example, Gerd Kempermann and his colleagues at the Dresden University of Technology's Center for Regenerative Therapies in Germany explored this possibility by comparing the growth and survival of new neurons in the mouse hippocampus after exercise alone or after exercise combined with access to a cognitively enriched environment. They found an additive effect: exercise alone was good for the hippocampus, but combining physical activity with cognitive demands in a stimulating environment was even better, leading to even more new neurons. Using the brain during and after exercise seemed to trigger enhanced neuron survival.
We and others have extended these studies from animals to humans--with encouraging results. For example, researchers have explored combining exercise and cognitive challenges in individuals experiencing notable cognitive decline. Cay Anderson-Hanley of Union College in Schenectady, N.Y., has tested simultaneous exercise and cognitive interventions in people with mild cognitive impairment, a condition associated with increased risk for Alzheimer's.
Brain atrophy and cognitive declines that commonly occur during aging may be related to sedentary habits.

More work certainly needs to be done in populations such as this one before we can draw any firm conclusions, but the results so far suggest that people who are already experiencing some cognitive decline may benefit from exercising while playing a mentally demanding video game. In studies of healthy adults, Anderson-Hanley and her colleagues have also shown that simultaneously exercising and playing a cognitively challenging video game may elicit a greater increase in circulating BDNF than exercise alone. These findings further bolster the idea that BDNF is instrumental in bringing about exercise-induced brain benefits.
In our own work, we have developed a game designed to specifically challenge aspects of cognition that tend to decline with age and that are probably needed during foraging. In the game, players spatially navigate and complete attention and memory tasks while cycling at a moderate aerobic intensity level. To evaluate the potential of this approach to boost cognitive performance in healthy older adults, we compared a group exercising while playing the game with a group exercising without the game, a group playing the game without exercising, and a control group that only watches nature videos. We have seen some promising results.
Many other research groups have tested combinations of exercise and cognitive tasks. Eventually we will probably have a better idea of how best to deploy them to support and enhance cognition in both healthy individuals and those experiencing disease-related cognitive decline.
In addition to specially designed interventions similar to the ones described here, it is possible that participation in sports that require combinations of cognitive and aerobic tasks may be a way to activate these brain benefits. For example, we showed that collegiate cross-country runners who train extensively on outdoor trails have increased connectivity among brain regions associated with executive cognitive functions compared with healthy but more sedentary young adults. Future work will help us understand whether these benefits are also greater than those seen in runners who train in less complex settings--on a treadmill, for instance.
Much remains to be discovered. Although it is still too early to make specific prescriptions for combining exercise and cognitive tasks, we can say with certainty that exercise is a key player in preserving brain function as we age. The U.S. Department of Health and Human Services guidelines suggest that people should engage in aerobic exercise for at least 150 minutes a week at a moderate intensity or at least 75 minutes a week at a vigorous intensity (or an equivalent combination of the two). Meeting or exceeding these exercise recommendations is good for the body and may improve brain health.
Clinical trials will tell us much more about the efficacy of cognitively engaged exercise--what kinds of mental and physical activities are most impactful, for example, and the optimal intensity and duration of exercise for augmenting cognition. But in light of the evidence we have so far, we believe that with continued careful research we can target physiological pathways linking the brain and the body and exploit our brain's evolved adaptive capacity for exercise-induced plasticity during aging.
In the end, working out both the body and the brain during exercise may help keep the mind sharp for life.

David A. Raichlen is a professor of biological sciences and director of the Evolutionary Biology of Physical Activity Laboratory at the University of Southern California. His research focuses on the biomechanics and physiology of exercise from an evolutionary perspective.

Gene E. Alexander is a professor of psychology and director of the Brain Imaging, Behavior and Aging Laboratory at the University of Arizona. He studies the aging brain in both healthy adults and those suffering from neurodegenerative disease.
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People Who Are Fat and Healthy May Hold Keys to Understanding Obesity

"Heavy and healthy" can be a rare or common condition. But either way it may signal that some excess weight is just fine

By Christie Aschwanden
[image: Illustration of a pear riding a bike against a green background.] Miriam Martincic



When the 25-year-old woman enrolled in a longitudinal study on obesity in 2016, she was healthy by all standard measures, with one exception: her body mass index (BMI). As is the norm for study participants, her identity is protected, but let's call her Mary. At 215 pounds, Mary had a BMI--a metric based on height and weight--that put her squarely in the "obese" category. Yet she didn't have health problems associated with obesity, such as high blood pressure, elevated levels of cholesterol and other blood lipids, or a prediabetic condition called insulin resistance. Five years later Mary had gained 68 pounds, but her vital signs and blood work showed her to be healthy even as her BMI rose enough to categorize her as extremely obese.
Mary is not alone. Although people with more body fat are at increased risk of health conditions such as diabetes, heart disease, stroke and some cancers, studies have repeatedly identified a subset of people with high BMIs and good metabolic health. Their blood pressure, cholesterol levels, insulin sensitivity, triglyceride counts, liver fat levels, and more are good. Researchers call this phenomenon metabolically healthy obesity (MHO). Depending on how it's defined, the condition fits as few as 6 percent or as many as 60 percent of adults classified as obese according to their BMI numbers. (People with BMIs between 25 and 29.9 are considered overweight, and those with values higher than 30 rate as obese.) They are heavy, but they are healthy.
The identification of people with metabolically healthy obesity suggests obesity may not automatically lead to illness.
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The identification of people with MHO suggests--controversially--that obesity may not automatically lead to illness and that the health risks associated with it may be overstated. MHO has been embraced by a movement that says a person can be healthy at any size: patients and physicians who push back against the stigma and stereotyping that society and the medical establishment have attached to people with bigger bodies. It also ties in with mounting criticism of the accuracy and usefulness of BMI as a measure of health. "I've found that BMI has not been that helpful in predicting who's at risk of disease among my patients," says Mara Gordon, an assistant professor of familymedicine at Cooper Medical School of Rowan University in Camden, N.J.
MHO is contentious because it challenges the idea, drawn from many studies and decades of research, that the risk of serious illness rises with obesity. What's more, losing weight has been shown to improve many conditions, including diabetes, high blood pressure, elevated blood lipids, obstructive sleep apnea and osteoarthritis.
Obesity is "not a cosmetic issue. It's not about size," says Alyson Goodman, a medical epidemiologist in the Centers for Disease Control and Prevention's Division of Nutrition, Physical Activity and Obesity. "We're worried about the risk for serious chronic diseases over time." Some researchers contend that MHO is merely a temporary state obese people may pass through on the way to developing health issues commonly connected to a higher body weight.
Still, Mary and others like her are proof that people can be obese but medically healthy for many years. Other research has found that being a bit overweight is not as dangerous as previous guidance suggested and may even be protective. Recent work on the physiology of fat shows that it's not always a problem. More and more evidence suggests it's time to reconsider standard assumptions about weight and health.
Samuel Klein, a physician and obesity expert at the Washington University School of Medicine in St. Louis, and his research group have identified people who are obese but seem to be resistant to obesity-related metabolic effects. Klein cautions that "it's a very small percentage of obese people who are truly metabolically healthy," but he says it's a real phenomenon. And his studies aren't the only ones to find it. People with MHO have been identified in many cohorts, but it's hard to know how common it really is because different studies have used different criteria for classifying MHO. "There are more than 30 different definitions in the literature," Klein says, "so it can be really misleading."
One of the most extensive studies of MHO examined data from NHANES III, a representative survey of more than 12,000 people in the U.S., and determined that MHO was best categorized based on three criteria. One is blood pressure (systolic blood pressure--the first of the two numbers you get when your pressure is measured--less than 130 millimeters of mercury, or mm Hg, without medications). The second is waist-to-hip ratio (less than 0.95 for women and less than 1.03 for men). And the third is the absence of type 2 diabetes. Using these criteria, the researchers calculated that 41 percent of participants in the NHANES III cohort with obesity could be considered as having MHO. The scientists also applied them to people in the UK Biobank database and found that 19 percent of obese participants in that cohort of more than 374,000 people had MHO. Under these criteria, MHO was not associated with any greater risk of death from cardiovascular disease or other causes compared with a "normal weight" group, says the study's senior author, Matthias Schulze, a molecular epidemiologist at the German Institute of Human Nutrition Potsdam-Rehbrucke in Nuthetal.
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But were all these people truly metabolically healthy? It depends on how you define MHO. Schulze and his colleagues examined three other common definitions and found that fewer than 6 percent of the NHANES III participants in their study met the criteria for all three, with the range going from just under 10 percent for the strictest definition to nearly 47 percent for a definition that allowed up to two of five possible metabolic symptoms to be present.
Although some people clearly have MHO, researchers disagree about whether it persists or is just a temporary state. A study of more than 4,000 adults in Australia found that about 12 percent of them had MHO, but about a third of those people became metabolically unhealthy over the course of the five- to 10-year follow-up. An analysis of more than 4,000 participants in the long-running Framingham Heart Study found that almost half of people categorized as having MHO at one point in the longitudinal study no longer did by the next examination cycle, four years later. And a study of British government workers over two decades found that slightly more than a third of the study's obese participants had MHO at baseline, but after 10 years, 35 percent of them had stopped meeting the criteria, and after 20 years, 48 percent were no longer healthy enough to be categorized as having MHO. These studies all suggest that MHO doesn't last for everyone. But looked at a different way, the studies also show that a substantial number of obese people--often more than half--maintained metabolic health for many years.

Klein's group has identified people who, like Mary, fit the most stringent definitions of MHO and appear to resist the adverse effects of weight gain and higher body fat percentage on their cardiovascular and metabolic systems over time. Researchers are eager to understand exactly what it is that protects them.
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There are some clues. People with MHO are typically women who carry their fat mainly in their buttocks and hips while having a narrow waist, Klein says. Their fat tissue seems to function in a way that's protective. Their bodies are sensitive to insulin. Compared with people with metabolically unhealthy obesity, they have higher levels of physical fitness and lower body fat percentages. Ethnic background also matters. People of South Asian, East Asian, Chinese or Japanese descent tend to have metabolic complications at a lower BMI or body weight than people of other ancestries, Klein says.
How fat is stored in the body may explain some of these findings. Excess lipids can collect in internal organs and disrupt their functioning--a phenomenon known as lipotoxicity, says Daniel Cuthbertson, a physician in cardiovascular and metabolic medicine and a professor at the University of Liverpool in England. This fat can induce insulin resistance, or it may incite chronic inflammation or scarring in the organs. "A small amount of fat deposition within the liver and a small amount within the pancreas can make a huge difference to someone's metabolic state," Cuthbertson says. This is true whether the person has obesity or not, he says. People with low BMIs can also have many of the health issues associated with obesity if fat is stored in their organs.
Why some people have health problems and others at a similar weight don't may be explained by something called a personal fat threshold--how much fat your body can deposit in subcutaneous fat stores (the fat right underneath your skin) before it moves to sites such as the liver and the pancreas where it causes problems, Cuthbertson says. "Different people have different personal fat thresholds," he says. People with South Asian ancestry, he says, "probably have a lower personal fat threshold because when they gain weight, they don't need to gain as much weight to develop more severe health consequences."
"Fat tissue is fantastic," says Jeffrey Horowitz, a professor at the University of Michigan, who studies exercise and metabolism. It's a complex mix of different cells intermeshed with a protein matrix, which forms a kind of net that holds the tissue together. The vast majority of our fat is stored subcutaneously, and that's generally the best place to have it, he says. "If you're going to be storing fat, you want to be storing it there and not in your visceral region." Fat in the thighs is better than fat in the belly. One key feature of obese people with metabolic impairment is that they're no longer able to store fat effectively in subcutaneous regions, so excess amounts go into the circulatory system and cause problems elsewhere. "If you can increase your capacity to store it, that would be great," Horowitz says. Some drugs that do exactly that--expand subcutaneous fat tissue's storage capacity--can be used to temper the symptoms of diabetes or prediabetes, he says.
"The specter of death is always presented to me as a part of my health profile because of my body size." 
--Tigress Osborn National Association to Advance Fat Acceptance July/August

When entering middle age, most healthy, active people gain body fat. But their risk of developing diabetes will be lower if they have small fat cells that can expand effectively and have sufficient vasculature to feed the fatty tissue, Horowitz says. "Some people innately have that capacity," he adds. He likens it to an expandable suitcase that is normally zipped closed but has the ability to expand if you find yourself with extra cargo. Fat tissue in people with MHO seems to be adept at this scale-up.
The recognition that it's possible to be heavy and metabolically healthy may help the push to destigmatize larger bodies and acknowledge that bigger is not bad. "The idea that people are fat because they are lazy and greedy is still pervasive," says Tigress Osborn, executive director of the National Association to Advance Fat Acceptance. The evidence emphatically shows that these biases are false. "Body weight regulation is extremely complex and involves many biological pathways and factors beyond just what we eat or how much we exercise," says Rebecca Puhl, professor of human health and family development at the University of Connecticut. "Many of these factors, like genetics, environment and biology, are outside of personal control," she adds. Yet fatness has become a medical category, Osborn says, rather than just "a physiological difference between people." Instead of recognizing natural variation in body sizes and shapes, we label fatter bodies as diseased, she says.
In medical settings, larger-bodied people are constantly bombarded with the message that their fat is slowly and surely killing them, Osborn says, "even when you are a fat person who has none of the markers [of ill health]." She adds that "the specter of death is always presented to me as a part of my health profile because of my body size, regardless of what my numbers say. At what point do I ever get to be designated as healthy?"
Weight stigma itself is a public health issue, Puhl says. "When a person is shamed, stigmatized, treated unfairly or bullied because of their body size, this increases their level of psychological distress," she explains. It also ups the risk of depression, anxiety, low self-esteem, poor body image, and even suicidal thoughts and risky behaviors such as substance use. Stigma can become a form of chronic stress that can increase cortisol levels and cause physical harm--and weight gain. Studies show that weight discrimination and bias are common in health-care settings, which can discourage heavier people from getting needed medical help. Bias on the part of health-care providers can also interfere with proper diagnoses when doctors assume their patients aren't sick and just need to lose weight, Puhl notes. Repeatedly going on and off diets--yo-yo dieting--can cause major health problems.
Obesity's status as a disease was formalized in a resolution passed in 2013 by the American Medical Association's house of delegates. Douglas Martin, medical director of occupational medicine at CNOS in Dakota Dunes, S.D., chaired the AMA committee that heard testimony on the resolution. There were two main drivers behind the effort, he says. The biggest one was that physicians were having difficulty getting certain tests and treatments for obesity covered by insurance carriers. "You couldn't treat obesity in and of itself. It had to be in concert with diabetes, hypertension, joint problems, etcetera," Martin says. The second driver was a growing concern that obesity was becoming epidemic in the U.S. The most current statistics from the CDC show that nearly 42 percent of adults in the U.S. have BMIs that classify them as obese.
The resolution was adopted, after some vigorous debate. The AMA's Council on Science and Public Health recommended against the measure. "Just being of increased weight, if there's no other impaired function, doesn't fit any of those definitions of a disease," council member Robert Gilchick told MedPage Today at the time. He objected to giving a disease label to apparently healthy people, asking, "Why should a third of Americans be diagnosed with a disease if they're not necessarily sick?" Others on the council worried that people with obesity who improved their diet, physical activity and sleeping habits would still be identified as "diseased" and pressured to get treatment if they failed to change their BMI classification.
Some people in the health field hoped that declaring obesity a disease would reduce stigma in some ways, by conveying the idea that it is a medical condition rather than a personal failing. But Osborn says that the designation has also led to mixed messages. She asserts that "it makes fat people feel like their doctors are blaming them for not treating their disease correctly." Even worse, "we're only going to talk about you as a disease now, and we're only going to talk about your body as a medical condition, as though there are no other aspects to living in the human body."
Turning obesity into a disease essentially meant declaring that larger bodies are abnormal and unwell. To Osborn's question, "At what point do I ever get to be designated as healthy?" the answer from the medical establishment was: never (unless you make yourself smaller).
One major objection raised to declaring obesity a disease is that its basic diagnostic measure may not be meaningful. The standard for measuring obesity is BMI, in part because it is easy to gauge, is inexpensive and, at a population level, correlates well to body fat levels. But it's an imperfect metric. Actor Dwayne "The Rock" Johnson has a BMI of around 34, "but he's not obese--he's a very muscular kind of guy," Klein says. On the other end of the spectrum, he says, "you can have people with a normal BMI who are very doughy, and they have a high body fat percentage." Ideally, obesity should be based on the percentage and location of that fat, Klein says, as well as any medical complications present, "but again, we don't have good cutoffs."
The current system of BMI classification is, in fact, totally arbitrary, says epidemiologist Katherine Flegal. Now a consulting professor at Stanford University, Flegal spent nearly 30 years at the CDC's National Center for Health Statistics. Flegal says the BMI cutoffs for healthy, overweight and obese are not based on solid research. In 2005 she and her colleagues published an analysis of U.S. population statistics showing that people classified as overweight (BMI of 25 to 29.9) actually had lower death rates than people in the "healthy" category. In 2013 she and several collaborators published a review pooling data from 97 studies from around the world, with more than 2.8 million people, that showed the same thing.
Flegal says her work doesn't show that fat is harmless, but it has been attacked by different scientists in this area. And other large studies have contradicted her findings. For instance, in a multistudy analysis published in 2016, researchers examined records from 3.9 million people and found that death rates went up consistently as BMI classifications rose from healthy to severely obese.
All these studies on the link between BMI and mortality--both its pros and its cons--suggest that this entrenched metric does not measure the things that matter most about health and that the relationship between BMI and health is not straightforward. The medical community is beginning to accept this criticism of the ubiquitous measure. In 2023 the AMA adopted a new policy and stated that BMI is "an imperfect way to measure body fat in multiple groups given that it does not account for differences across race/ethnic groups, sexes, genders, and age-span."
The links between weight and health become even more complex when researchers look at weight loss. "We don't really understand why losing weight is so beneficial," Klein says. People with obesity and metabolic problems who lose 5 percent of their body weight often show marked improvements in health measures, and more loss is better up until around 15 to 25 percent of the person's starting weight, where the benefits may max out, Klein says. It's not clear why.
But losing weight does not always improve health. The Look AHEAD study was a large-scale clinical trial that tested whether an intensive, lifestyle-based weight-loss intervention could reduce the incidence of cardiovascular events in overweight or obese adults with type 2 diabetes. The trial, which included more than 5,000 people, was halted early because although the participants receiving the intervention did lose more weight than those in the control group, they did not show a reduction in cardiovascular problems.
Losing fat is no easy task. Many decades' worth of evidence demonstrates that most efforts to lose weight through diet and exercise fail. New drugs such as Ozempic and Wegovy that work by mimicking the hormone GLP-1 (glucagonlike peptide 1) are producing weight loss at levels never before seen from a medication, but they're extremely expensive and in short supply. And some of the people who could benefit the most won't have access, which could make issues of health equity even worse.
When people stop taking these drugs, the weight comes back, so patients may need to be on them for life. The drugs also don't work for everyone, and they come with side effects that could make it hard for some to take them over the long term. All of this means that many people are going to continue living in bodies that are larger than the medical (or social) ideal. Is it possible for them to be healthy in the bodies they have?
The evidence points to a qualified yes. Body weight and shapes exist on a continuum, and the extreme ends of the continuum--being medically very underweight or extremely obese--do seem to come with a high risk of health problems. But there's a lot of variation and nuance.
The British Dietetic Association assessed the evidence on BMI and health for a 2023 report offering food and nutrition advice for adults aged 65 and older. "One of the pieces of advice is don't worry if you're a bit overweight," says Mary Hickson, a professor of dietetics at the University of Plymouth in England, who was involved in the report. The researchers found that in older adults, the range for healthy weight is wider than assumed: instead of a BMI of 18 to 25, it can be up to 28 or 29. Why the change? "I don't think anybody's really certain," she says. One theory is that fat reserves are beneficial--having a little stored gives you some energy to call on if you get sick.
Some people do have high levels of fat without health consequences. But it's clear that certain types of fat are detrimental.

There's also the fact that body composition changes with age. "When you hit about age 40, you start to very slowly lose lean tissue, which is primarily skeletal muscle," Hickson says. Body composition slowly shifts to less lean and more fat mass, and this change becomes more pronounced in a person's mid-60s and 70s. The studies Hickson's group reviewed showed a connection between being slightly overweight and having lower death rates than underweight groups. "It could be that you're better able to maintain your muscle mass the more weight you carry in your body because people who are obese do have higher levels of muscle," Hickson says. For these older people, the report's takeaway message was to enjoy eating and not worry too much about being a little overweight.
But separately from metabolic health, excessive weight can raise certain disease risks as time goes on. People with MHO are still at risk of biomechanical complications from obesity, such as sleep apnea, osteoarthritis, gastroesophageal reflux, urinary incontinence, and other consequences of carrying a large body mass over the years, says W. Timothy Garvey, an endocrinologist at the University of Alabama at Birmingham. "They're not going to get a free ticket from that perspective."
Cancer is another danger that comes with all types of obesity. "There's very good evidence that the risk of probably 15 different cancers is significantly increased," Cuthbertson says. The mechanisms aren't clear, but one theory is that it's driven by hormonal changes associated with obesity. Fat tissue also can secrete biochemical signals that may promote the growth of tumor cells. Another hypothesis is that fat tissue can cause inflammation that may exacerbate cancer.
Dementia is also more common. Dementia risk is increased in people who have insulin resistance, and people who've been living with obesity and insulin resistance are at added risk for developing cognitive dysfunction and dementia later in life, Klein says--a condition sometimes called type 3 diabetes.

So where does this leave us? The study of metabolically healthy obesity shows that the relationship between body fat and disease is complicated. Some people really do have high levels of body fat without bad health consequences. But it's pretty clear that certain types of fat, such as the fat tissue surrounding internal organs, are detrimental. "If you are obese, losing a little bit of weight has significant health benefits," Klein says.
Yet it's hard to lose weight, and it's impossible to target specific places in the body for that weight loss. And given how harmful fat stigma can be, focusing on weight may do more harm than good, says Gordon, the New Jersey physician. Rather than encouraging her patients to conform to an idealized weight or body type, Gordon focuses on things such as blood pressure, insulin resistance and lipid numbers. These conversations, she says, have nothing to do with the number on the bathroom scale. They're about preventing complications from diabetes or joint pain or helping people sleep better. "If a patient has evidence of glucose intolerance, we talk about that. Some of the best ways to prevent diabetes are regular exercise and reducing sugar in the diet. So we talk about that."
JoAnn E. Manson, an endocrinologist and epidemiologist at Harvard Medical School, says that after spending years studying obesity, she has concluded that emphasizing the digits on the scale is not as helpful as working toward a healthy, active lifestyle; instead it can become part of the problem. People who've been told they must lose weight for their health and try unsuccessfully to do so may feel a sense of despair.
Manson says the focus should be not just on pounds but also on all the things we already know we should be doing: eating diets higher in fruits, vegetables and whole grains; engaging in regular physical activity; and spending time outdoors. "If people are following a healthy lifestyle, and they're less preoccupied with a number on the scale, they're also less likely to feel stress and anxiety about their weight," Manson says. Reducing stress and anxiety around body weight issues can in itself contribute to better health.
The latest obesity research offers a hopeful message--that health isn't just about what the scale shows. Feeling comfortable, safe and accepted in one's body is important, too. Health-care providers who treat heavier patients with respect and attention, rather than blaming all their medical issues on weight, can help people of any body size manage their health. Increasing knowledge about the effects of different types of fat, in different locations, may lead to better assessments of what is worrisome and what is not. Being well is about more than your body size. It's about how you care for it.

Christie Aschwanden, a journalist and frequent Scientific American contributor, is author of Good to Go: What the Athlete in All of Us Can Learn from the Strange Science of Recovery (W. W. Norton, 2019).
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How Much Vitamin D Do You Need to Stay Healthy?

Most people naturally have good vitamin D levels. Overhyped claims that the compound helps to fight diseases from cancer to depression aren't borne out by recent research

By Christie Aschwanden
[image: Illustration of a Vitamin D pill bottle with yellow balloons flying out of it, then being popped by a pin in a hand.] Zara Picken



For a while vitamin D was looking like a bona fide health elixir. It was recognized a century ago as the cure for rickets, a childhood disease that causes weak and deformed bones. Then, in the early 2000s, researchers began amassing a pile of studies suggesting that low vitamin D levels could be a factor in cancer, cardiovascular disease, dementia, depression, diabetes, autoimmune diseases, fractures, respiratory illnesses and Parkinson's disease. It seemed reasonable to think that raising our levels of this simple vitamin--one that our bodies make when lit up by sunshine and that we can get more of from supplements--could cure practically whatever ailed us.
At least two books called The Vitamin D Cure were published, along with other books and news reports whose titles include words like "revolution" and "miracle." There was also a growing concern that we weren't getting enough of the vitamin. Good Morning America aired a segment that began with reporter Diane Sawyer declaring 100 million Americans were deficient. Her guest was Dr. Oz, who told viewers they could determine their vitamin D level with a simple blood test. Sunshine is the best way to get this vitamin, he said. But if that wasn't enough, he advised cod liver oil or supplements.
Numerous celebrities and vitamin companies raised hopes that vitamin D could be a panacea, says JoAnn Manson, an endocrinologist and epidemiologist at Harvard Medical School and a lead investigator on some of the biggest vitamin D studies to date. Sales of supplements containing the vitamin soared, as did rates of vitamin D testing.
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Then the bottom fell out. Although thousands of studies had linked low levels of vitamin D to an assortment of medical conditions, when scientists tried administering it as a means to prevent or treat those problems, the wonder supplement failed miserably. The notion that our lives would be better if we all just raised our vitamin D levels began to look like a fantasy. The idea that vitamin D deficiency was widespread also crumbled. It turned out that notions of what constitutes a deficiency were based on a dubious understanding to begin with. National population sampling showed that most people were already getting enough of the vitamin.
There's no question that vitamin D plays an important role in health. It helps your body absorb and retain calcium and phosphorus; both are critical for building bone. But except for a few subsets of the population (such as breastfed infants and people with particular medical conditions), most people probably don't need supplements.
The study findings were a shock. Vitamin D did not make a dent in cancer or heart disease, and it did not prevent falls, improve cognitive function or reduce bone fracture risk.

The story of how vitamin D was discovered, rocketed to miracle status and then returned to Earth illustrates the sometimes jagged path of scientific discovery. It's also a cautionary tale about the need to interpret scientific results with humility. Ultimately it's about the self-correcting nature of science and how knowledge becomes honed over time.

For much of human history, people got their vitamin D mostly from the sun. It turns out humans are a little bit like plants--we can turn ultraviolet light into something our bodies need in a process akin to photosynthesis.
When the high-energy rays of UV light--UVB--hit your skin, they start a chain reaction that converts a compound in your skin called a sterol into a vitamin D precursor. This molecule, after a few more steps, becomes a form of the vitamin that promotes calcium absorption from the gut and increases bone mineralization. Vitamin D also seems to bolster the immune system and tamp down inflammation. It does these things in part by influencing the production of inflammatory compounds and suppressing the buildup of proinflammatory cells. Researchers have also studied whether vitamin D protects against dangerous inflammatory reactions in people with COVID.
Producing vitamin D became increasingly difficult for human bodies during the Industrial Revolution, when smoke and soot darkened the skies and children spent more time in the shade of crowded cities, leading to an increase in rickets. By the late 1800s researchers had documented geographic differences in the prevalence of rickets that pointed to a possible link to sunlight.
In the 1920s Johns Hopkins University biochemist Elmer McCollum identified vitamin D in cod liver oil and gave it its name. German chemist Adolf Otto Reinhold Windaus won a Nobel Prize in 1928 for showing how the body made vitamin D from sunlight. Calling this previously unknown substance a vitamin gave it a sheen of beneficence. The term "vitamin" had been coined by Polish scientist Casimir Funk, who created the word by combining the terms "vita" (Latin for "life") and "amine" (for amino acids, building blocks of life). The word created "an aura of safety and health," says Catherine Price, author of Vitamania: How Vitamins Revolutionized the Way We Think about Food.
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The practice of fortifying food with vitamin D began when McCollum's former student Harry Steenbock, then at the University of Wisconsin-Madison, discovered that he could produce vitamin D in both rats and their feed by irradiating them with UV light. The rays hit sterol compounds, found in the cells of plants, animals and fungi, and start a conversion process. For instance, exposing chickens to UVB light boosts the vitamin D in their meat and egg yolks. Most of the vitamin D in modern supplements comes from irradiated lanolin, a grease derived from sheep's wool. Steenbock also found that feeding dairy cows irradiated feed or mixing irradiated fat extract into milk raised D levels. Today fortified milk and other dairy products--which also use the lanolin-derived form of the vitamin--are some of the most common dietary sources.
In 1936 the Joseph Schlitz Brewing Company introduced "Sunshine Vitamin D" beer. The ads exclaimed that "beer is good for you--but SCHLITZ, with SUNSHINE Vitamin D, is extra good for you. Drink it daily--for health with enjoyment." If it sounds antiquated, consider that in 2022 beer brand Corona launched Corona Sunbrew, a nonalcoholic beer fortified with vitamin D.
Beer is not, however, a health food. The "natural, evolutionarily appropriate way to get vitamin D is through synthesis in your skin," says Anastassios Pittas, chief of the division of endocrinology, diabetes and metabolism at Tufts Medical Center. But that does not require getting a sunburn. It turns out that you don't need high doses of sun to get sufficient vitamin D. A 2010 study calculated that between April and October, someone in Boston with 25 percent of their skin exposed would need between three and eight minutes of sunlight per day to get enough. Of course, in the winter it might be challenging to find even this amount of sun at some latitudes.
Fortunately, your body is equipped to deal with this kind of variation. Your liver and fat cells store vitamin D for future use, Pittas says. That means you don't necessarily need a big dose every day. Your vitamin D cache generally lasts for about 10 to 12 weeks, so even if you don't have a lot of daily D coming in via sunshine in the winter, Pittas says, you could still have enough circulating from your liver to maintain adequate calcium and phosphorus levels. It's natural to have a winter dip, he says, but that is worrisome only if you're already running low on vitamin D.

Interest in getting extra vitamin D took off when studies suggested it might lower the risk of heart disease, cancer, diabetes, and a range of other conditions.
The problem is that this evidence came mostly from observational studies, a type of analysis that can't show cause and effect and that might produce misleading results, Manson says. These observational studies looked for associations between vitamin D levels and a particular health issue or compared vitamin D status among people with a condition and those without. For instance, an offshoot of the Framingham Heart Study published in 2008 followed more than 1,700 people without prior cardiovascular disease over about five years and found that people with low vitamin D levels had a higher risk of developing heart disease. The results generated a lot of excitement and hype around vitamin D, Manson says.
Diabetes, too, seemed to track with D levels. A study published in 2010 followed close to 6,100 people in Tromso, Norway, over a period of 11 years. Their incidence of type 2 diabetes showed an inverse relation with blood levels of vitamin D before their body mass was taken into account: higher D levels were correlated with fewer cases of diabetes. Similarly, a 2011 study of more than 6,500 people in Australia found that the risk of developing diabetes over the course of five years was lowest for the participants with the highest D levels.
All these observational studies have a fundamental weakness: they can identify a co-occurrence between vitamin D and a disease, but they can't prove there is a cause-and-effect relation--or, if there is one, they can't identify in which direction it might go. Think of it this way: there's a strong link between someone's wealth and the price of their car, but that doesn't mean buying an expensive vehicle will make you rich.
"Just because you see an association, that doesn't mean that, okay, if we fix the serum vitamin D level, that's going to fix the problem," says physician Leila Kahwati, acting chief medical officer of RTI International, a nonprofit research institute based in North Carolina. There might be other factors at play. For instance, people who take vitamin D supplements may be more health conscious and do other things that protect them from disease, and people who are already in poor health probably spend less time outdoors getting vitamin D from sunlight.

For these reasons, randomized controlled trials, in which researchers recruit a group of participants and then assign them to receive different treatments (or a placebo), are considered the strongest kind of medical evidence, says physician Jodi Segal, associate director of the Center for Health Services and Outcomes Research at Johns Hopkins University's school of public health. A randomized design makes it much more likely that any differences between the study and placebo groups are caused by the intervention rather than by some other variable.
In 2009 Manson and her team embarked on the world's largest and most far-reaching randomized vitamin D trial, called VITAL. The study followed nearly 26,000 generally healthy adults, randomized to receive either 2,000 international units (IU) of vitamin D or a placebo, for an average of 5.3 years. The volunteers were almost evenly split between men and women, and 20 percent of the participants were Black. The study was designed to look at whether vitamin D supplements could prevent cancer or cardiovascular disease.
The results came as a shock. Not only did vitamin D not make a dent in rates of cancer or heart disease, but the trial also found that vitamin D did not prevent falls, improve cognitive function, reduce atrial fibrillation, change body composition, reduce migraine frequency, improve stroke outcomes, decrease age-related macular degeneration, reduce knee pain or even reduce the risk of bone fractures. The finding about fractures "was a real surprise to many people," Manson says.
Extra vitamin D also didn't lower diabetes risk. In a trial published in 2019 in the New England Journal of Medicine, Pittas and his colleagues randomized more than 2,400 people at risk for diabetes to take either 4,000 IU of vitamin D or a placebo daily. After two and a half years, a similar number of people in each group went on to develop the disease.
The Vitamin D Assessment Study (ViDA) recruited 5,110 volunteers ages 50 to 84 in New Zealand and randomized them to get either a placebo or 200,000 IU of vitamin D per month--a huge dose much higher than the recommended daily allowance. The study found that levels made no difference in cardiovascular disease, acute respiratory infections, nonspinal fractures, falls and all types of cancer. Other trials found that vitamin D supplementation did not reduce mortality rates or the risk of invasive cancer. These results, along with others coming out of VITAL, led to growing skepticism about vitamin D by around 2020, says Clifford Rosen, an endocrinologist at Maine Medical Center's Research Institute.
The ViDA trial did find some modest supplement benefits in people who had started the study with a vitamin D deficiency. But what exactly does "deficiency" mean?
It does not mean what many doctors think it does, apparently. The widespread notion that much of America is walking around deficient in vitamin D came from what Manson calls a "misinterpretation and misapplication" of the normal levels for vitamin D set by the Institute of Medicine (IOM, now known as the National Academy of Medicine) more than a decade ago.
Here's what happened. In 2011 the IOM convened an expert committee to conduct a thorough analysis of all existing studies on vitamin D and health. Based on this evidence, the committee concluded that the bone-strengthening benefits of vitamin D plateau when blood levels (as measured by a standard vitamin D blood test) reach 12 to 16 nanograms per milliliter. The scientists also found that there were no benefits to having levels above 20 ng/ml. So they set that as the ceiling for their recommendations while noting that the majority of the population is just fine at 16 ng/ml.
According to measurements of vitamin D levels in the general U.S. population collected through the National Health and Nutrition Examination Survey, most people had levels of 20 ng/ml or more in 2011. Levels have actually risen since then, meaning that most people are well within the medical recommendations, says Rosen, who served on the IOM committee.
So where did the idea of mass deficiency come from? First off, 20 ng/ml was erroneously interpreted by some health-care workers as the bare minimum, instead of a level marking good amounts for most people. Recall the IOM found that 16 ng/ml was satisfactory. The implication of the misreading was that people needed more than 20 ng/ml for good bone health, Manson says.
But some of the confusion stems from a second set of guidelines that another medical group, the Endocrine Society, put out around the same time as the IOM standards. Whereas the institute made recommendations for healthy populations, the society's guidelines were aimed at clinicians, particularly those caring for patients at risk for vitamin D deficiency. The makers of these guidelines looked at much of the same evidence that the institute committee reviewed, but they concluded that anything under 20 ng/ml represented "deficiency," and they labeled vitamin D levels of 21 to 29 ng/ml as something they called "insufficiency."
The terms "insufficiency" and "deficiency" have created "a tremendous amount of confusion," says Christopher McCartney, an endocrinologist and clinical research specialist at the West Virginia University School of Medicine. He adds that the Endocrine Society guidelines have been largely taken to mean that everyone needs vitamin D levels of 30 ng/ml or more.
The IOM guidelines don't support that conclusion, and in 2012 the institute committee published a rebuttal paper, "IOM Committee Members Respond to Endocrine Society Vitamin D Guideline." It contended that aspects of the society's guidelines, including the definition of insufficiency, were not well supported by evidence. For instance, the society's guidelines used a 2003 study of only 34 people to support its contention that vitamin D levels above
30 ng/ml are better for calcium absorption. At the same time, the society's committee ignored a study of more than 300 people that found that calcium absorption pretty much maxes out at vitamin D levels of 8 ng/ml.
Michael Holick was the lead author of the Endocrine Society guidelines. An endocrinologist at Boston University's medical school, Holick says that the insufficiency standard is justified by an observational study from 2010. It found that about a quarter of the otherwise healthy adult males had evidence of osteomalacia, a bone-softening condition linked to low vitamin D levels. The study didn't find bone problems in people above 30 ng/ml; hence Holick's contention that 30 was the minimum.
The Endocrine Society released updated guidelines in 2024, and McCartney served as methodologist in the review process. The new guidelines focus on randomized trials, not observational ones, and McCartney says the team was careful to call out the evidence gaps that remain.
The committee also took care to avoid outside influence. "Our conflict-of-interest policy is much more transparent and rigorous than I think it has been in the past," McCartney says. Holick, who ran the original guideline-writing group, advocates for large doses of vitamin D supplements. Although there is no evidence that his judgments were affected by commercial ties, Holick has received at least $100,000 from various companies involved in making vitamin D supplements and tests, according to a 2018 investigation by Kaiser Health News (now KFF Health News) and the New York Times. McCartney says that, in part, concerns raised about Holick prompted the Endocrine Society to pay extra attention to ethics.
Holick made a name for himself espousing the health-promoting powers of vitamin D and wrote a book called The Vitamin D Solution: A 3-Step Strategy to Cure Our Most Common Health Problems. He has said he takes 6,000 IU daily and advises his patients to take a minimum of 2,000 to 3,000 IU per day. For comparison, the 2011 IOM report calculated that the average person's daily requirement is 400 IU.
Holick told Scientific American that it is "not true" that he has conflicts of interest. He acknowledged receiving industry money but said most of the money had "nothing to do with vitamin D" and was instead "associated with me talking about a new drug coming on the market," for patients with chronic hypoparathyroidism.
Still, some in the field see Holick's evangelism for vitamin D as conflicting with his role working on the Endocrine Society guidelines. Rosen says that the guidelines "were driven by Mike. He was the chair of the committee." Rosen trained with Holick and considers him a friend. "He's a good guy," Rosen says. But "just because you hypothesize something doesn't mean you have to stick with it.... Michael went to extremes to show that vitamin D had something to do with chronic diseases."
Much of the information put out by companies offering direct-to-consumer testing still claims that anything under 30 ng/ml is low. Athlete Blood Test, for instance, markets blood tests to active people and encourages them to aim for a level of at least 50 ng/ml. While working on this story, I had my vitamin D checked by another testing company, and the laboratory results came back with reference ranges of 30 to 100 ng/ml, implying that anything under 30 was not enough. The lab explanation did note that the IOM's cutoff was 20. (My number was 32.8 ng/ml, which suggests that sunshine really can help--I never take supplements, but I exercise daily outdoors.)
More than 10 million vitamin D tests are done annually in the U.S., despite the fact that these tests are not recommended by major medical organizations such as the Endocrine Society, the National Academy of Medicine and the U.S. Preventive Services Task Force. Three medical societies have endorsed a recommendation to "not order population-based screening for vitamin D" from Choosing Wisely, an initiative to reduce wasteful medical practices.
Yet the testing goes on. A study published in 2020 examined medical records from a large regional health system in Virginia and found that about 10 percent of the system's patients were tested for D levels, although many of the tests were not indicated by the patients' health conditions. Supporting the idea of the tests being unneeded, 75 percent of the results came back as normal, says study author Michelle Rockwell, an assistant professor of family and community medicine at the Virginia Tech Carilion School of Medicine. Furthermore, some of the test results categorized as abnormal may have been considered just fine by the IOM standards; the study used a higher reference range of 30 to 99.9 ng/ml.
Given the VITAL trial's large size and wide scope, many vitamin D researchers hoped it would put many of the purported benefits of vitamin D supplements to rest. "But there's a religiosity around vitamin D," Rosen says. Rosen wrote an editorial in the New England Journal of Medicine saying most people can stop taking vitamin D supplements and that the large VITAL study was a "decisive verdict." Even then, he says, he got pushback from colleagues who refused to believe that vitamin D wasn't the panacea they had come to believe. "The evidence is out there," he says. "People don't want to pay attention to it."
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Although most people don't need supplements, there are exceptions. Breast milk does not contain enough vitamin D for infants, so the American Academy of Pediatrics recommends that babies who are breastfed (partially or exclusively) be supplemented with 400 IU a day of vitamin D beginning in the first few days of life to promote stronger bones. In addition, the academy says all infants and children who consume less than 32 ounces of vitamin D-fortified formula or milk per day should also get supplements of 400 IU. Crohn's disease, cystic fibrosis, celiac disease, and certain liver and kidney conditions can cause vitamin D deficiency, so people with these illnesses might also need supplements. People who are hospitalized or who have had gastric bypass surgery may also become deficient.
Typical tests may, however, overestimate vitamin D problems in some people of African ancestry. The standard test measures circulating blood levels of a vitamin D precursor, 25-hydroxyvitamin D, that is bound to a particular protein. A 2013 New England Journal of Medicine study found that some people have gene variants that allow circulation of more of the unbound precursor form and less of the bound one. So by focusing on the bound version, the test underestimates total vitamin D availability. The study, which involved more than 2,000 people, found that those who were Black had lower vitamin D levels than white participants according to the standard blood test. Yet those Black people had strong bones and good calcium levels.
Manson is quick to caution that more isn't necessarily better when it comes to vitamin D. "Vitamin D is essential to good health, but we require only small to moderate amounts," she says. She doesn't dissuade people from taking supplements of up to 2,000 IU per day, but she doesn't recommend higher levels because some studies have found that excess vitamin D can increase the risk of dangerous falls--researchers speculate that intermittent high doses affect the central nervous system, which could impair balance. And whether you're taking supplements or not, you are probably getting supplemental vitamin D if you consume dairy products, breakfast cereal, plant milks, or other fortified foods, says Price, author of Vitamania.
Despite the disappointing trials on vitamin D, it's not time to dismiss the vitamin completely, Manson says. There's still plenty more to understand. For instance, the VITAL trial showed that among slender or normal-weight people, defined as having body mass indexes of 25 or less, vitamin D supplements appeared to lower the incidence of cancer, cancer deaths and autoimmune disease. This protective effect did not show up among heavier people with higher body masses. Manson cautions that these numbers need to be verified by further work because they are from a smaller subanalysis of the main study. But it's possible that excess body fat may somehow hamper the effectiveness of vitamin D. Obesity itself is a risk factor for both cancer and autoimmune disease, so it's likely that any connection is complex.
Pittas remains convinced that for people at high risk for diabetes, vitamin D can play a role in prevention. His earlier trial did hint that people who received supplemental vitamin D were less likely to develop diabetes: 24.4 percent of them got the disease, versus 26.9 percent of the placebo group. That difference alone was too small to be statistically significant. But when he pooled the results with those of two other randomized trials, he found a modest but consistent benefit of about a 3 percent reduction in diabetes risk over three years.
There are some positive signs for treating COVID, too. Clinical and lab studies have shown that vitamin D has a positive effect on the immune system and can tamp down inflammation. "We saw this in our VITAL trial," Manson says. Holick adds that vitamin D can help downregulate so-called cytokine storms, immune system overreactions that have provoked life-threatening respiratory problems in some COVID patients.
Manson's research group has undertaken two randomized trials to test whether supplemental vitamin D can help with COVID. One is an investigation of whether high-dose vitamin D can reduce a person's chances of getting the extended and debilitating ailment of long COVID. The other trial was designed to look at whether 1,000 IU of vitamin D per day can reduce the risk of that illness or patients' overall symptom severity.
Vitamins hold a certain allure. They're cheap, they're relatively safe, and there's a sense, emphasized by marketers, that they're "natural" and therefore somehow better than drugs, Rosen says. "There's this magical thinking that vitamins improve health, and some people do feel better" when taking them, he says, pointing to the placebo effect as a potential contributor.
The ups and downs of vitamin D offer a lesson in humility. The relation between the vitamin and disease is far more complicated and nuanced than it first seemed and a reminder that scientific understanding is always evolving.

Christie Aschwanden, a journalist and frequent Scientific American contributor, is author of Good to Go: What the Athlete in All of Us Can Learn from the Strange Science of Recovery (W. W. Norton, 2019).
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These Cancers Were Beyond Treatment--But Might Not Be Anymore

New drugs called antibody-drug conjugates help patients with cancers that used to be beyond treatment

By Jyoti Madhusoodanan
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In the long and often dispiriting quest to cure cancer, the 1998 approval of the drug Herceptin was a tremendously hopeful moment. This drug for breast cancer was the first to use a tumor-specific protein as a homing beacon to find and kill cancer cells. And it worked. Herceptin has benefited about three million people since that time, dramatically increasing the 10-year survival rate--and the cancer-free rate--for what was once one of the worst medical diagnoses. "Honestly, it was sort of earth-shattering," says oncologist Sara M. Tolaney of the Dana-Farber Cancer Institute in Boston.
But the drug has a major limitation. Herceptin's beacon is a protein called HER2, and it works best for people whose tumors are spurred to grow by the HER2 signal--yet that's only about one fifth of breast cancer patients. For the other 80 percent of the approximately 250,000 people diagnosed with the disease every year in the U.S., Herceptin offers no benefits.
The hunt for better treatments led researchers to reimagine targeted therapies. By 2022 they had developed one that linked Herceptin to another cancer-killing drug. This therapy, for the first time, could damage tumors that had vanishingly low levels of HER2. The drug, named Enhertu, extended the lives of people with breast cancer by several months, sometimes longer. And it did so with fewer severe side effects than standard chemotherapies. The U.S. Food and Drug Administration approved its use in that year.
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The news got even better in 2023. Researchers reported that Enhertu appeared to work even on tumors with seemingly no HER2 at all. (It's possible the cancers did have the protein but at very low levels that escaped standard detection methods.) "Exciting!" says oncologist Shanu Modi of Memorial Sloan Kettering (MSK) Cancer Center in New York City, who helped to run the study that led to Enhertu's approval. "They did this provocative test and saw this almost 30 percent response rate" in tumors apparently lacking the cancer protein, she notes.
"Almost every patient who was enrolled on that drug had benefits. It was really so satisfying." --Shanu Modi, MSK Cancer Center

Enhertu belongs to an ingenious and growing class of targeted cancer drugs called antibody-drug conjugates, or ADCs. The compounds are built around a particular antibody, an immune system protein that homes in on molecules that are abundant on cancer cells. The antibody is linked to a toxic payload, a drug that kills those cells. An ADC's affinity for cancer means it spares healthy cells, avoiding many of the side effects of traditional chemotherapy. And each antibody can be paired with several different drugs. This Lego-like assembly opens up a world of mix-and-match possibilities. Researchers can use the same drug to treat many cancers by switching up the antibody, or they can attack one type of tumor with many different ADCs that target several cancer biomarkers on the cells. This ability "changes the way we think about drug development," Tolaney says.
The idea for ADCs is not entirely new--the first one was cleared for patient use in 2000--but recently scientists have learned intricate chemical construction techniques that make the compounds much more effective, and they have identified new cancer-specific targets. These advances have driven a wave of new development. At least 14 ADCs have been approved for breast, bladder, ovarian, blood, and other cancers. Approximately 100 others are in the preclinical pipeline. One ADC for breast cancer, known as T-DM1, proved much more effective than Herceptin and has become the standard of care for early stages of disease. "It is pretty cool to see how things have changed so quickly," Tolaney says.
Buoyed by the successes, researchers and pharmaceutical companies are pouring resources into developing more powerful ADCs--perhaps even ones that can work across a wide range of cancer types. Pharma giants such as Gilead, Roche and BioNTech have invested heavily in their ADC programs; in October 2023, for example, Merck put $4 billion into a partnership with Daiichi Sankyo, the biotechnology firm that partnered with AstraZeneca to produce Enhertu.
But the new drugs are still beset by some mysterious problems. Some ADCs have side effects similar to those caused by traditional chemotherapies--which shouldn't happen, because the drugs are supposed to target cancer cells alone. On patient forums, people describe needing to reduce their doses because of intolerable nausea or fatigue. These drawbacks limit ADCs' use, so scientists and pharma companies are urgently trying to figure out what is causing them.

In the clinical trial that led to Enhertu's approval, patients typically had already received different kinds of chemotherapy drugs, such as medications that stop cells from multiplying. But these drugs--and other forms of chemotherapy--do not distinguish between a cancer cell and a healthy one. Any cell trying to make DNA or multiply is vulnerable, and normal tissue and tumors can both be attacked. Fully 64 percent of people on standard chemotherapy experience nausea, diarrhea, fatigue, and other negative side effects. For many, these can be as debilitating as cancer itself. Such effects limit the dose people can take and the length of treatment, leaving windows of opportunity for tumors to grow resistant and rebound.
For many years researchers have sought less toxic alternatives, envisioning precision drugs that target cancers and spare healthy cells. The idea of ADCs sprang from the exquisite specificity of antibodies. If highly toxic forms of chemotherapy could be strapped onto antibodies, the toxins would reach only the cancer cells and no others. Although the concept was straightforward, attempts at making ADCs faltered for decades.
Some of the earliest attempts used drugs that just weren't strong enough. In the 1950s, for instance, researchers linked a drug named methotrexate to an antibody that targets carcinoembryonic antigen, a common tumor marker, and tested whether the construct could treat advanced colorectal and ovarian cancers in people. The drug bound to its target but had little therapeutic effect. Researchers then swung too far to the other end of the spectrum and tried using much more toxic drugs instead. But these drugs triggered serious side effects.
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Greg Thurber, a chemical engineer at the University of Michigan, looked into this conundrum. He began working on ADCs when studying how antibodies spread through the body to bind to their targets. After ADCs infiltrate a tumor through its network of blood vessels, the compounds slip out of these vessels and into cancer cells to kill them, Thurber says. But the ADCs that existed at the time never got past the cells just outside the blood vessels. They bound too tightly. The key to improved effects, it turned out, was tailoring the antibody parts so they zeroed in on cancer cells but had a loose enough grip for some to slip into the interior of the tumor. "A lot of people in the field had a very simple concept--we put a chemotherapy drug on an antibody, it targets it to the cancer cell, and it will avoid healthy tissue," Thurber says. "That's not at all how they work in reality."
Tinkering with the drug component of ADCs, as well as the antibody, eventually led to a cancer-killing sweet spot. In 2013 the FDA greenlit T-DM1 for breast cancer. Its antibody is trastuzumab (the "T" in T-DM1), the same antibody used in Herceptin. The drug attached to this antibody is notable because it's too dangerous to be used on its own. Known as emtansine, it was initially discovered in the 1970s but shelved because it was too toxic to too many cells. Tethered together as T-DM1, however, the drug and antibody generally stayed away from healthy cells and proved to be a potent and precise combination.
In the early 2000s Modi helped to conduct a trial of T-DM1--branded Kadcyla by its maker, Genentech--in people who had an especially difficult disease: advanced HER2-positive breast cancer that had spread throughout the body. Only those who had run out of other treatment options were enrolled. "We were taking people who in some cases were really looking to go to hospice," Modi says. Yet "almost every patient who was enrolled on that drug had benefits. It was really so satisfying."
In another trial of about 1,500 people with early breast cancer, an interim data analysis, published in 2019, estimated that 88 percent of those who received T-DM1 would be cancer-free three years later, compared with just 77 percent of those who received Herceptin alone. The drug has proved "more active than most of the therapies we were giving to patients, and it was associated with a better safety profile," Modi says.
Kadcyla's success against difficult-to-treat cancers didn't just transform some patients' lives. It pumped enthusiasm--and, perhaps more important, pharmaceutical industry dollars--into the idea of ADCs. Researchers now knew that with things pieced together correctly, it was possible to load an antibody with drugs too toxic to be used otherwise and produce a medicine that worked better than traditional chemotherapy.
Several similarly designed ADCs have been approved for a range of different cancer types. Many of these carry drugs that inhibit the enzyme topoisomerase 1, which is essential for DNA replication. Like emtansine, the drug used in Kadcyla, newer topoisomerase inhibitors are too toxic to be used as freestanding drugs but are much less harmful when they're largely restricted to tumor cells. And Kadcyla itself, after being shown to slow or stall late-stage breast cancer, is being tested on patients with very early-stage disease to see whether treatment at that point can not only slow cancer down but actually cure it. Its success "was sort of the catalyst for continued exploration," Modi says. "Can we build on this? Can we do even better?"
Doing better, it turns out, involves designing good linker molecules that tie the antibody to the drug. These tiny structures act like chemical triggers. They must remain perfectly stable until they reach their target, then unclip from the antibody to discharge their payload at the tumor. Some of the earliest attempts at making ADCs failed not because of the antibodies or drugs used but as a result of unstable linkers.
Modern ADCs rely on two types of linkers. One kind remains unbroken even when the ADC reaches its target. The other kind, known as cleavable linkers, are chemicals that break in response to very specific cues, such as enzymes that are abundant in tumors, in the spaces between individual cancer cells. Once an ADC is within the tumor's boundaries, these enzymes cleave the linker and release the drug payload.
Cleavable linkers are showing impressive advantages, and more than 80 percent of currently approved ADCs now use them. An ADC with a noncleavable linker will kill only the cell it attaches to, but one that splits up could place drug molecules near neighboring tumor cells and destroy them as well. This so-called bystander effect can make the drugs much more effective, Thurber says.
Enhertu, for instance, uses the same antibody as Kadcyla but with a cleavable linker (Kadcyla uses a noncleavable version) and a different drug. Each Enhertu antibody carries approximately eight drug molecules, compared with about three per antibody in Kadcyla. In one study, researchers compared the effects of these two treatments in people with HER2-positive breast cancers. Enhertu was the clear winner. It stopped tumor growth for more than two years on average, whereas Kadcyla did so for just six months. "It was a landslide in terms of how much better it was," Tolaney says. "It's a really nice example of how ADC technology leads to dramatic differences in outcomes."
The bystander effect also explains, in part, why Enhertu is effective against tumors that have barely any HER2: once the ADC enters a tumor and the drug molecules detach, they can kill neighboring tumor cells even if those bystanders don't carry much HER2 on their surface. This action, along with the use of a diagnostic test that can miss extremely low HER2 levels, could explain the results from the trial where the drug seemed to work on tumors with no HER2. That trial employed an assay known as an IHC test. It is generally used to categorize cancers as HER2 positive or negative, not to measure the amount of the protein present. A negative result typically means 10 percent or fewer of the tumor's cells have HER2 on their surfaces. Yet 10 percent may be enough to attract a few Enhertu particles, and the bystander effect might be sufficient to destroy tumor cells, Modi says.
Enhertu is not the only ADC that appears to work this way. In a 2022 study, researchers found that Trodelvy, an ADC that targets a surface protein known as TROP2, seemed to be more effective than standard chemotherapy for people with metastatic triple-negative breast cancer, a particularly hard-to-treat disease. Trodelvy was better irrespective of how much or how little TROP2 was detected on tumors. "That, to me, is wild," Tolaney says. "We're excited about it because these cancers are having benefits [apparently] without the target."
This new generation of ADCs is making a difference in other types of cancers previously thought to be intractable, such as metastatic bladder cancer. In 2021 the FDA approved Trodelvy and another ADC named Padcev to treat this illness. For 30 years the standard of care for this type of bladder cancer was chemotherapy alone, says oncologist David J. Benjamin, who treats genitourinary cancers at Hoag Family Cancer Institute in southern California. "Now we have multiple new treatments, and two of them happen to be antibody-drug conjugates," Benjamin says. In clinical trials for patients with advanced bladder cancer, Padcev combined with a drug that stimulates the immune system shrank tumors or stalled their growth in more than 60 percent of people. In a whopping 30 percent of those who received the two-drug combination, their cancer completely disappeared--an unprecedented success.

But even newer ADCs aren't without problems. The bystander effect, which makes them so effective, can spread far enough from the tumor to affect healthy cells, causing hair loss, nausea, diarrhea, fatigue, and other side effects that are disturbingly similar to the fallout of old-school chemo. ADCs also have been linked to a variety of eye problems ranging from conjunctivitis to severe vision loss.
Another explanation for these nasty effects is that there are no protein targets that are exclusive to cancer cells. These proteins, also known as antigens, are more abundant in cancers but may appear in normal cells. That makes some binding of ADCs to healthy cells unavoidable. "I can't think of any examples of true tumor-specific antigens," says Matthew Vander Heiden, a molecular biologist at the Koch Institute at the Massachusetts Institute of Technology. Further, ADCs, like any other medicine or antibody, are eventually ingested and metabolized by noncancerous cells. This process fragments them into smaller pieces, releasing payload drugs from their linkers and triggering reactions.
Still, the ability to take ADCs apart and tweak their components--something that isn't possible with traditional treatments--offers researchers the chance to find versions with fewer side effects and more advantages. At present, most ADCs are used at the maximum dose a person can tolerate. That might not be true with future versions. When developing a medication, whether it's a simple painkiller, a chemotherapy or an ADC, researchers begin by figuring out the lowest dose at which the drug is effective. Then they work out the highest dose that people can receive safely. The space between those two doses, known as a therapeutic window, is usually small. But the ability to swap components offers ADC researchers many routes to widening it. Eventually drugmakers might create ADCs so effective that patients never need to take the highest tolerable dose--a much lower one would eliminate tumors without creating unintended consequences such as nausea or hair loss.
Shifting away from toxic chemotherapy-based drugs as payloads could also reduce side effects in patients. Some approved ADCs, for instance, link antibodies to drugs that can activate the body's own immune system to attack cancer cells rather than relying on cell-poisoning chemicals. In addition, scientists are exploring ways to deliver radiation therapy directly to tumors by tethering antibodies to radioisotopes. Joshua Z. Drago, an oncologist at MSK Cancer Center, says that with the right kind of linkers, ADCs "could theoretically deliver any kind of small-molecule medication."
Ultimately, recombined and improved components could lead to the type of swap that cancer patients really care about: exchanging their disease for a cure.

Jyoti Madhusoodanan is a health and science journalist based in Portland, Ore. She has a Ph.D. in microbiology.
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Ozempic Quiets Food Noise in the Brain--But How?

Blockbuster weight-loss drugs are revealing how appetite, pleasure and addiction work in the brain

By Lauren J. Young
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Kimberly Chauche, a corporate secretary in Lincoln, Neb., says she's always been overweight. When she was as young as five years old, her doctors started trying to figure out why. Since then, her life has involved nutritionists and personal trainers, and eventually she sought therapists to treat her compulsive eating and weight-related anxiety. Yet answers never arrived, and solutions never lasted.
At 43, Chauche was prescribed a weight-loss medication called Wegovy--one of a new class of drugs that mimic a hormone responsible for insulin production. She took her first dose in March 2024, injecting it into herself with a needle. Within a couple of months she had lost almost 20 pounds, and that felt great. But the weight loss seemed like a bonus compared with a startling change in how she reacted to food.
She noticed the shift almost immediately: One day her son was eating popcorn, a snack she could never resist, and she walked right past the bowl. "All of a sudden it was like some part of my brain that was always there just went quiet," she says. Her eating habits improved, and her anxiety eased. "It felt almost surreal to put an injector against my leg and have happen in 48 hours what decades of intervention could not accomplish," she says. "If I had lost
almost no weight, just to have my brain working the way it's working, I would stay on this medication forever."
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Chauche is hardly alone in her effusive descriptions of how Wegovy vanquished her intrusive thoughts about food an experience increasingly referred to as the "quieting of food noise." Researchers--some of whom ushered in the development of these blockbuster drugs--want to understand why.
Among them is biochemist Svetlana Mojsov of the Rockefeller University, who has spent about 50 years investigating gut hormones that could be key to regulating blood glucose levels. In seeking potential treatments for type 2 diabetes, Mojsov ultimately focused on one hormone: glucagonlike peptide 1, or GLP-1. Her sequence of the protein in the 1980s became the initial template for drugs like Wegovy. The medications, called GLP-1 receptor agonists, use a synthetic version of the natural substance to activate the hormone's receptors. The first ones arrived in 2005. In 2017 the U.S. Food and Drug Administration approved semaglutide--now widely known as Ozempic.
GLP-1 seems to have a secondary function as a satiety signal--a ping to the brain to stop eating.

In the years since Ozempic came to market, GLP-1 drugs have catapulted to stardom, becoming a multibillion-dollar industry with a surreal series of successes, first as an effective treatment for diabetes and then as a hit for weight loss. Wegovy, a version of semaglutide specifically for weight loss, became available in 2021. Both drugs were created by Novo Nordisk; other pharmaceutical companies have developed similar ones. One 2024 survey in the U.S. found that one in eight adults reported having taken a GLP-1 drug.
Mojsov and other researchers know that these drugs make people lose weight because they reduce appetite and thus food intake. They make people feel fuller, faster. But scientists don't have a technical definition for so-called food noise, and they are only beginning to understand how synthetic GLP-1 acts not just in the digestive system but in the brain. This work is illuminating neurobiological explanations for hunger and satiety, pleasure and reward--as well as why these sensations so critical to survival might get dysregulated, causing compulsive behaviors and addictive patterns. "That's what we need to understand now," Mojsov says. "The next frontier is to understand the biology behind the Ozempic effects on the brain."

GLP-1 is one of many essential gut hormones that help to control eating behavior, nutritional absorption, digestion, and the overall balance of energy coming into and being used by the body. Over the past few decades several hormones from various body systems involved in food intake have been targeted as potential treatments for obesity and diabetes, but "GLP-1 seems to be the one that's risen to the top, at least for pharmacotherapy," says Scott Kanoski, a behavioral neuroscientist and professor at the University of Southern California.
That's in part because it belongs to a batch of hormones called incretins, which prompt insulin production in response to food ingestion. In a 1987 study, Mojsov and her collaborators injected GLP-1 into a rat pancreas model to see whether it stimulated insulin secretion. "It was a beautifully clear-cut result," Mojsov says. "As the GLP-1 levels went up, insulin levels went up."
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The basic pathway of GLP-1 in the gut goes like this: When a person eats a meal, a cascade of hormones, including GLP-1, is released to aid food absorption and digestion. As the food gets broken down into glucose and other molecules in the digestive tract, GLP-1 gets released from the intestine. Levels of the hormone rise slowly, then spike to signal fullness.
Some GLP-1 in circulating blood binds directly to receptors in the pancreas to prompt the release of insulin. The hormone also can latch on to receptors on the vagus nerve--a long cranial nerve that shuttles messages between the brain and organs throughout the body. While a person eats, hormonal messages traveling via the vagus nerve tell their pancreas to produce insulin, which converts glucose to energy and brings blood glucose levels back down. The rise and fall of blood sugar can influence hunger and satiety.
GLP-1 is short-lived in its natural form. Within one or two minutes the molecule gets dismantled by enzymes in the blood and cleared by the kidneys. So in the 1990s drug companies began creating synthetic versions of GLP-1, hoping to land on a durable, longer-lasting structure. Scientists found success in a compound in Gila monster saliva that is similar to human GLP-1 but much more stable. They attached a long chain of lipids that can bind to albumin--
a protein in blood that serves as a carrier for the drug--and keep the compound active for hours or even days.
Around 2021 the story of GLP-1 receptor agonists took a dramatic turn. Demand for the drugs soared as celebrities and social media influencers began sharing their experiences using Ozempic off-label to achieve incredible weight loss. As more and more people took the drugs, stories spread about "food noise," and researchers started looking even more closely at what was going on in the brain.
Matthew Hayes, a nutritional neuroscientist at the University of Pennsylvania, who has studied GLP-1 and other gut hormones since 2006, explains that these drugs work partly because they slow digestion and modulate glucose levels. Some metabolic effect is causing weight loss, but it's "only contributing to a small degree," he says. "The way in which GLP-1 drugs are causing weight loss is without question due to suppression of food intake--to satiety," Hayes adds. Increased satiety means people eat smaller, less frequent meals.
Scientists have known for some time that GLP-1 seems to have a secondary function as a satiety signal--a ping to the brain to stop eating. In 1996 researchers injected GLP-1 directly into the brains of hungry rats, and the rodents' food intake decreased by as much as 95 percent. The study was some of the first evidence that the hormone had an effect in the brain. "All these feelings we have about being hungry or full are fundamentally brain-driven," explains Herman Pontzer, an evolutionary anthropologist at Duke University and author of Burn, a book about the science of metabolism. "It makes sense that that's where the mechanism of action is." The brain was always involved, he says, but these new drugs are helping researchers zero in on the brain as a "center for regulating energy in and energy out."
Appetite--the drive to eat--is biologically motivated by three core sensations: hunger, fullness and reward. "All three speak to each other, and for that, parts of the brain play a role," explains Giles Yeo, a University of Cambridge professor who specializes in the genetics of body weight and the neuroscience of food intake. The hypothalamus--an almond-shaped structure near the base of the brain--is involved with feelings of hunger or starvation; the hindbrain, including regions of the brain stem, plays a role in fullness; and a distributed network fanning out from the midbrain to the prefrontal cortex orchestrates reward elements. It produces "the nice feeling you feel from eating chocolate that you don't get from eating broccoli," Yeo explains.
These brain regions all sense signals communicated via the gut-brain axis network--and scientists have found they are studded with GLP-1 receptors. "The receptor-expressing cells are everywhere, everywhere, throughout the brain," Hayes says. "It's almost a question of where are they not?" In fact, these receptors are now known to be abundant throughout the body. He thinks the reason so many cells and neurons are making GLP-1 receptors must be "because they want to respond to it."
Visuals, taste, smell, memory, and other cues work together to reinforce food-seeking behavior. GLP-1 seems to keep that process under control.

When GLP-1 released from the gut latches on to the vagus nerve, the nerve sends signals up the brain stem to the nucleus tractus solitarius (NTS), a bundle of sensory neurons deep in the brain. The NTS is "the first place that [receives] all incoming satiety signaling from the gut," Hayes says. "It's like a processing hub for energy-balance control."
Because of its short lifespan, it's unlikely that natural GLP-1 produced in the intestines reaches high enough concentrations in the brain to affect satiety. But the NTS doesn't just relay incoming satiety signals from the gut--it also produces GLP-1 itself. Although the details of the mechanism are not yet fully understood, researchers have found that the primary source of GLP-1 in the brain is preproglucagon (PPG) neurons in the NTS. When activated, they act like an emergency brake at the end of the meal, flooding the brain with GLP-1 to send the message to stop eating. This effectively shuts down areas in the brain involved in feeding response, homeostatic controls, energy balance and decision-making about food--as well as the liking and wanting of food and impulsive behaviors associated with eating. For people with obesity, these neurons and hormonal activity might be a clue--one that the new drugs are bringing to light.
Compared with the naturally occurring hormone, the drugs have a stronger structure that better withstands degradation and allows them to be bioactive for hours--the newest formulas can last up to a week. This gives them the potential to act on the brain and stimulate those receptors for longer periods, Mojsov says.
There's growing evidence in animal models that the drugs make it through the blood-brain barrier--a protective membrane surrounding most of the organ--by penetrating "leaky" areas, such as the NTS. One way they get in is by riding on tanycytes, cells that aid in communicating energy balance between the peripheral and central nervous systems and enable nutrients, hormones and drugs to cross the blood-brain barrier.
"What's interesting with these GLP-1-based drugs is that they're lasting a lot longer than [natural] GLP-1," Kanoski says. "This opens up a whole new pathway for communication." Hayes says researchers are now looking into how much GLP-1 gets in, where exactly the drugs go, and what behaviors or functions they cause. "How deep into the brain do they get?" Hayes asks.

"My whole life was thinking about food," says Meranda Hall, a 33-year-old administrator at a law firm in New York City. Hall was a cross-country runner in high school, and she kept exercising daily into adulthood. But she ate almost constantly and had been carrying extra weight since childhood. Even when Hall felt physically full, her brain was occupied by thoughts of food. "While I was eating," she says, "I'd be thinking about the next meal."
In August 2023, when Hall began taking Wegovy, she weighed 271 pounds. Nine months later she'd lost 78 pounds--as well as her intrusive thoughts about eating. The vanishing compulsion to overindulge didn't stop with food, though. Hall says she used to be an enthusiastic social drinker, "an eight-margs-at-Taco-Tuesday type of girl." Now she's "a sober Sally."
Like Hall, some people using GLP-1 receptor agonists report not only a decreased desire for food but reduced cravings for alcohol, nicotine, drugs, online shopping, nail picking--the list goes on. These effects are driving a spate of research into possible overlapping circuitry linking compulsive behaviors, appetite and satiety.
Neurons that produce dopamine--a chemical with pivotal involvement in motivation and pleasure--project to the nucleus accumbens, a midbrain structure important for experiencing reward, explains Patricia "Sue" Grigson, a neuroscientist and addiction researcher at Penn State College of Medicine. Like other brain structures, the nucleus accumbens has GLP-1 receptors. Studies have shown that in animals, dopamine release peaks after they eat a sweet meal of sucrose--and after they are exposed to cocaine or opioids. "But when there's a GLP-1 agonist onboard, that's pretty much squelched," Grigson says. "You don't get a peak to those rewards."
In human experiments, scientists have observed that the same neurological pathways are stimulated when people gamble or take cocaine--or when their blood sugar levels have been artificially changed to stimulate fasting. Janice Jin Hwang, chief of the division of endocrinology and metabolism at the University of North Carolina at Chapel Hill, explains that "there are these networks of brain regions that have been very well characterized, mainly in addiction literature, that control our desire and motivation for food but also for addicting things."
One reason food lights up reward pathways is that it's essential for survival, says Lorenzo Leggio, an addiction researcher at the National Institute on Alcohol Abuse and Alcoholism and the National Institute on Drug Abuse. Visuals, taste, smell, memory, and other cues work together to reinforce food-seeking behavior, and "GLP-1 is trying to keep that process somehow under control," Leggio says. "You start eating your cake. You love it, but what is preventing you from eating, like, 20 pieces of cake? GLP-1 is one of the triggers that is increasing your satiety," he explains. "It's reducing your reward, your pleasure, for that cake."
Grigson and Leggio are among a growing number of researchers studying the effects of GLP-1 medications on this reward pathway for potential addiction treatments. In a clinical trial, Grigson and her colleagues tested the safety and efficacy of daily injections of a GLP-1 receptor agonist, liraglutide, in people receiving treatment for opioid use disorder. They saw an approximately 40 percent reduction in opioid cravings. (Full results are not yet published.)
Grigson's team found that administering GLP-1 drugs in combination with buprenorphine, a current treatment for opioid use disorder, was also highly effective. Buprenorphine is an opioid itself, and people taking it as a medication may continue to experience drug cravings. Grigson hopes that adding GLP-1 medicines might help reduce the amount of buprenorphine needed. She is currently conducting a multisite follow-up study with researchers at New York University to investigate the treatment's effects on withdrawal. In May 2024 Novo Nordisk announced that an upcoming clinical trial would investigate GLP-1 drugs as a treatment for liver disease--and explore their effects on alcohol consumption.

Endocrinologist Ania Jastreboff tells her patients that GLP-1 medications may change their desire to eat. But not everyone experiences the same dramatic effects. "I kind of preface by saying we don't know who will respond and how they will respond, how much weight a certain individual may lose, and how that may also impact their health overall," says Jastreboff, who is director of Yale University's Obesity Research Center. Some people on semaglutide have lost as much as 20 percent of their body weight. But in one study, nearly 18 percent of users lost less than 5 percent. Some people are unable to tolerate the drugs because of their side effects, particularly severe nausea and diarrhea--a 2021 study showed 4.5 percent of people taking semaglutide discontinued the drug because of gastrointestinal issues. Scientists are now seeking to understand why the efficacy seems to vary so dramatically.
Natural GLP-1 levels may differ from person to person, and that could possibly explain varying susceptibility to weight gain or diabetes. Yeo studies why some people eat too much and says maybe it's because they "feel less full for every given mouthful of food they eat. And part of that could be because their GLP-1 levels don't go up as high for a given meal." In those people, Yeo says, synthetic GLP-1 drugs may work better than they would in people with naturally higher levels.
Hayes wonders whether people who aren't responsive to the drugs might have mutations in their GLP-1 receptors--and whether that could be part of why they gained excess weight in the first place. He speculates that GLP-1 receptors in some people may have genetic differences that might influence how well the hormone binds to the receptor and activates subsequent insulin and satiety pathways.
Pharmaceutical companies are creating even more potent weight-loss medications by targeting multiple gut hormone receptors at once. Eli Lilly's tirzepatide uses synthetic versions of GLP-1 and gastric inhibitory polypeptide; clinical trials revealed it caused people to lose more than 25 percent of their body weight over 88 weeks.
The U.S. clinical trial registry shows that thousands of studies on GLP-1 receptor agonists are underway now. A large, multiyear study that showed semaglutide reduced risk of heart attack and stroke by 20 percent helped Wegovy gain FDA approval as a treatment for cardiovascular disease in March 2024. Weight reduction most likely played a large role in heart health, but researchers are also finding convincing early evidence that GLP-1--and the drugs--may reduce inflammation when bound to receptors. That observation is now opening up the drugs to clinical trials for diseases that seem less obviously related to metabolic disorders, including Alzheimer's, Parkinson's, depression and even cancer.
As new findings emerge, GLP-1 medications are changing how researchers and clinicians think about body weight. Health issues that manifest as diabetes or obesity have been primarily considered peripheral disorders--problems of the pancreas, liver or body tissue--Hwang says, but this is only part of the picture. Jastreboff, who has been working on obesity treatments for 15 years, says the drugs are probes to better understand the physiology of obesity. "They've enabled us to have a conversation about obesity as a complex neurometabolic disease," she says.
For so long people who couldn't lose weight and keep it off have been told that their willpower simply wasn't strong enough, says Daniel Drucker, an endocrinologist at the University of Toronto, who researched GLP-1 alongside Mojsov in the 1990s. "We--including health-care professionals--would blame people challenged by their inability to lose weight," he says. "It's hard to think of diseases where we blame the individual. You would never say, 'Your cancer came back; you didn't really try hard enough.'" The study of GLP-1 could help erode the stigma associated with obesity and addiction by replacing assumptions with clear pathology.
"We all have the same reward systems that are absolutely essential to normal functioning," Pontzer says, "and it's only when we get toward the real far end of the spectrum on those reward responses that we get into trouble." This hormonal system is evolutionarily ancient. "And we are now, in 2024, finding the advantages of the system through these drugs--we have hijacked it, if you will," Hayes says. "We are at the precipice of the beginning."
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Intervention at an Early Age May Hold Off the Onset of Depression

Preventing initial episodes might stop depression from becoming a disabling chronic condition

By Elizabeth Svoboda
[image: Illustration of a person placing their hand atop the shoulder of their shadow against a wall.] Andrea Ucini



Esther Oladejo knew she'd crossed an invisible boundary when she started forgetting to eat for entire days at a time. A gifted rugby player, Oladejo had once thrived on her jam-packed school schedule. But after she entered her teenage years, her teachers started piling on assignments and quizzes to prepare students for high-stakes testing that would help them to qualify for university.
As Oladejo devoted hours on hours to cram sessions, her resolve began to fray. Every time she got a low grade, her mood tanked--and with it, her resolve to study hard for the next test. "Teachers [were] saying, 'Oh, you can do much better than this,'" says Oladejo, now almost 20, who lives in Merseyside, England. "But you're thinking, 'Can I? I tried my best on that. Can I do any more than what I've done before?'"
One morning, as Oladejo steeled herself for another endless day, her homeroom teacher passed out a questionnaire to the students, explaining that it would help assess their moods and well-being. Oladejo filled it out, her mind ticking forward to her upcoming classes.
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Soon after that, someone called to tell her she'd been slotted into a new school course called the Blues Program. Developed by Oregon Research Institute (ORI) psychologist Paul Rohde and his colleagues at Stanford University, the program--a six-week series of hour-long group sessions--teaches students skills for managing their emotions and stress. The goal is to head off depression in vulnerable teens.
Although Oladejo didn't know it at the time, her course was one in an expanding series of depression-prevention programs for young people, including Vanderbilt University's Teens Achieving Mastery over Stress (TEAMS); the University of Pennsylvania's Penn Resiliency Program; Happy Lessons, developed by Dutch social scientists; and Spain's Smile Program. The growing global interest in depression prevention is helping to establish the efficacy of a range of programs in diverse settings.
Brain changes during adolescence may make teens especially vulnerable to depression and the cellular havoc it wreaks.

For researchers heading up depression-prevention programs, the stakes of early intervention couldn't be higher. The earlier a first episode of depression begins, and the more episodes a person suffers, the more serious and disabling the condition is likely to be throughout life. People who recover from an initial depression have a 40 to 60 percent chance of a later episode; those with two episodes have a 60 to 70 percent chance of recurrence, and those with three episodes have a 90 percent chance--a vicious cycle that too often ends in chronic illness or disability. And since the COVID pandemic, teens' risk of falling into the cycle has climbed: in surveys by the Centers for Disease Control and Prevention, 42 percent of U.S. high school students reported lasting sadness or hopelessness in 2021, up from 28 percent a decade before.
Prevention courses like the one Oladejo took offer hope to halt this trend. Intervention during the teen years, studies suggest, can potentially stop the kind of depressive cascade that erodes human potential and imposes massive costs on health-care systems. "It's a chronic episodic illness, and relapse is very common," says Brown University psychologist Tracy Gladstone. "If you can avoid that initial episode, I think you're really setting people on a much better path."
Courses for at-risk young people have forestalled depression, numerous studies have found, reducing rates of onset by up to half in the months and years following the programs. Yet program developers have struggled to make a convincing case for prevention amid unprecedented levels of need for acute care during an ongoing global mental health crisis.
Feeling like she didn't have much to lose, Oladejo agreed to give the Blues Program a try. The message she was getting from teachers "was like, 'You've got to get ready, we've got to do this.' I was 15--I don't really know what I want to do in my life quite yet," she says. "I was starting to spiral."

Health experts and political leaders have been brainstorming ways to ward off mental illnesses such as depression, bipolar disorder and schizophrenia for decades. In a 1963 speech to Congress, President John F. Kennedy described plans for a comprehensive preventive approach at the federal level. The initiative would include "selected specific programs directed especially at known causes" of mental illnesses, Kennedy proposed, but would also involve "the general strengthening of our fundamental community, social welfare, and educational programs."
Such plans stalled during economic crises in the 1970s. Under President Ronald Reagan, federal spending on social programs decreased, and national mental illness prevention mostly receded into the background.
But rising rates of mental illness through the 1990s, especially in young people, helped to rekindle broader interest in prevention. In a 1994 report called "Reducing Risks for Mental Disorders," the Institute of Medicine (now the National Academy of Medicine) argued for assessing people's mental health vulnerabilities early in life to stave off the worst outcomes.
By the late 1990s and early 2000s researchers were testing several prevention programs for depression, one of the most common mental disorders. Many of these programs were rooted in the cognitive-behavioral practice of correcting harmful thinking patterns--an approach that has consistently reduced depressive symptoms in studies. Among the first prevention offerings were the Penn Resiliency Program, a series of 12 group classes lasting 90 minutes each, and the Australia-based Resourceful Adolescent Program, consisting of 11 group sessions of 50 minutes.
Around this time Rohde was a young psychologist at the Oregon Research Institute, a small company with National Institutes of Health funding. Early in his career, Rohde had helped develop Adolescent Coping with Depression, one of the first standardized group treatments for depressed teens.
When psychologist Eric Stice joined Rohde's research group in the mid-2000s, Rohde and his colleagues started focusing on depression prevention. Stice specialized in preventing eating disorders, and his graduate student Sarah Kate Bearman wanted to see how much a similar approach could help teens on the cusp of depression. Bearman's graduate thesis described an early iteration of the Blues Program, teaching teens cognitive-behavioral skills in four one-hour sessions. Rohde liked the way this program component condensed cognitive principles into digestible lessons--and he liked that it took less time than competitors such as the Penn Resiliency Program, which could make it easier for schools and agencies to implement.
After Bearman finished her graduate studies, Rohde, Stice and Stanford researcher Heather Shaw continued to develop the Blues Program and test it at a number of pilot sites. Having watched depression disrupt his clients' lives year after year, Rohde was fired up about the idea of bending teens' mental health curve for a lifetime. "We know that if we can prevent depression in young adulthood, we're going to prevent recurrent episodes of depression," he says. "We're going to reduce future suffering."

It makes intuitive sense that preventing a first depressive episode could reshape someone's mental health trajectory. Less intuitive, and less well known, are the biological stakes involved in keeping depression at bay. During each bout of depression, brain tissue can shrink--especially in the hippocampus and prefrontal cortex, which govern memory, emotion and higher-order thinking. It's unclear whether this brain atrophy can be fully reversed. The decrease in tissue is also linked to future bouts of depression. In recovered people who relapsed, the brain's cortical volume shrank over a two-year period, whereas recovered people who did not relapse showed no such change.
Brain changes during adolescence may make teens especially vulnerable to depression and the cellular havoc it wreaks. In a study from McLean Hospital in Belmont, Mass., young people who experienced hardship such as emotional abuse at age 14 or 15 were more likely to become depressed compared with those who faced such adversity earlier or later in life. Prolonged stress, research shows, may be more damaging to the brain during this time--and another study suggests that early stress-linked brain changes may make people more vulnerable to depression.
Rates of depression steadily climb during the teen years, so some specialists contend that the earlier teens enroll in prevention programs, the better. "The adage that an ounce of prevention is worth a pound of cure is really true in this setting," says adolescent psychiatrist Elizabeth Ortiz-Schwartz of Silver Hill Hospital in Connecticut. "We need to start looking at early adolescence." Rohde concurs, which is why he, Stice and Shaw designed the Blues Program to serve students as young as 12. The first step in Blues--which has been offered at sites in several U.S. states, as well as in the U.K.--is to screen school populations for high-risk students like Oladejo. These students report sleep problems, low self-esteem or low interest in daily activities, but their symptoms aren't severe enough for a depression diagnosis. (Some symptoms rule teens out of the program; if they report feeling suicidal, they're referred to acute treatment.) Gauging students' distress from the questionnaire works better than probing into their family histories. "For us, it's easiest just to ask the student if they have some symptoms," Rohde says, adding that when teens are struggling, "that provides motivation for working on skills."
A teaching tool is the "triangle of feelings, thoughts and actions," which illustrates that how people think about what happens influences how they feel overall.

From there, facilitators organize qualifying students into small groups and teach them cognitive tactics they can use to process difficult events. Many of these measures resemble things therapists teach depressed clients, but the Blues Program introduces them as a kind of vaccination strategy. When teens learn how to keep stress in check, the theory goes, they'll be able to defuse new stressors before their emotional impact explodes.
One teaching tool in the program is the "triangle of feelings, thoughts and actions," which illustrates that the way people think about what happens influences how they feel overall--and, by extension, how motivated they are to take helpful action. A negative thought--such as "No one loves me" after a romantic rejection--can make you feel miserable, and when you feel miserable, you'll be less likely to risk asking someone else out. Thinking of the rejection as a painful episode that you can get through, in contrast, can stop the cycle of misery.
The triangle concept clicked for Esther Oladejo. "It basically made you think, Do I want this small situation to dictate how the rest of my life's going to go?" Oladejo says. She could see how her own reactions followed the pattern: after she flubbed an assignment, she'd beat herself up and feel worthless, and that sense of worthlessness made it hard to tackle the next round of papers and tests.
In later sessions of Blues, facilitators explain how to challenge negative thoughts--for example, by brainstorming a new thought that's less exaggerated and more optimistic than the original. "Is there another way to think about this situation?" session leaders ask. "What advice would you give a friend who was feeling the way you do?"
After that, students share their new thoughts with the rest of the group. For Oladejo, an initial gut reaction--"I tanked that test. I suck at school"--might morph into "This isn't my final exam. I can learn from this and do better on the end-of-year test." It isn't the precise content of the revamped thought that matters. "There is not a single right counterthought to a given negative thought," group leaders tell students. "Figure out whether a particular new thought makes sense to you."

The Salt Lake County Department of Youth Services (DYS) occupies a cluster of squat tan buildings ringed by distant snow-topped mountains. Dozens of students congregate there every semester, virtually and in person, developing new cognitive skills designed to help them evade depression. A blue "Heroes Work Here!" banner hangs in the front lobby, where I meet Jodi Rushton, an effervescent social worker involved in Salt Lake's version of the Blues Program. She leads me into a bright classroom, the table stacked with sandwiches and chip bags for the teens who'll drop in this afternoon.
Rushton tells me that the DYS serves a population at risk for mood disorders--about one in three Utah teens report depressive symptoms--and the Blues Program seemed like a natural fit when she saw it on a list of
evidence-based options several years ago. "We were teaching pretty outdated programs," Rushton says. "We needed a revamping."
Enrollment in the program, which DYS staff have renamed "Me Time," climbed in the years after its inception, and hundreds of local teens have completed the course. After COVID hit in 2020, Rushton and her colleagues scrambled to transfer the program online. They worried Me Time wouldn't translate well into virtual space, but their worries were unfounded. In fact, the opposite was true: As soon as DYS started offering online sessions, enrollment exploded. "It just took off. Transportation, space, time--all these obstacles were eliminated," Rushton says. "Even after I close registration, I still just get referrals continuously." She has let teens from other states sign up
for Me Time because most have no similar option available locally.
Rushton has a cardinal rule when she leads a session, whether online or in person: Make sure each student gets at least one chance to hold the floor. "It's really interactive," she says. "A lot of the effectiveness falls on how much attention you can give to everybody--drawing out the teens who maybe are more shy, handling the ones who want to talk all the time."
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After chatting with Rushton, I meet a few local Me Time participants ranging in age from 12 to 17. To protect student privacy, the program is closed to outside observers, but the students told me about the dynamic it fosters. "Everyone knows, like, 'Think really deeply about if a problem's as big as you think it is,'" says Monica, the oldest of the group. But the program sessions, she continues, helped her transition from knowing what she should do to actually doing it. "It was really helpful to be able to discuss personal experiences and how we could have changed the way we were thinking," she says. "Being able to have a group discussion allowed it to stick more. I've kind of taken it to self-reflect every day: 'Is my reaction fitting the size of this issue?'"
Teens could also learn cognitive-behavioral skills one-on-one with a therapist. But in general, individual therapy can impose a high cost burden on families--and some Salt Lake teens say they like Me Time better than traditional therapy, which tends to have an uneven power dynamic between therapist and client. Me Time "just helps more," one participant tells me. "You're not put on the spot, and you're able to form a connection with other people." The give-and-take spirit of Me Time chats helped another student feel less isolated in their mental health struggles. "You could hear other people's situations--how they coped with it or what they did to solve the problem. If it was just one-on-one, I don't think I would have been helped as much."
Having watched countless Blues Program sessions in action, Rohde agrees. There's something alchemical, he thinks, about teaching cognitive skills in a small-group context. "Part of the value is getting kids together," he says. "As they feel comfortable, they can share the thoughts and feelings and actions that they're struggling with. That can be helpful for the other students because it normalizes that these kinds of problems are really, really common."
Like her counterparts in Salt Lake City, Oladejo drew more than she'd expected on the well of support from her small group. She didn't know most of the other students in her Blues class well at first, but their shared trust grew. When other group members shared school or family problems, she advised them as best she could--and felt gratified when they came back to report that her suggestions had helped. In return, they buoyed her in the same way. "I feel like that's really important--someone who's looking at you as if they actually see you," she says.
School systems in Utah, the U.K., and elsewhere have adopted the Blues Program in part because of the evidence for its effectiveness, Rohde says. After the ORI team secured funding from the National Institutes of Health, they launched a large-scale 2015 Blues Program trial that enrolled 378 Oregon students at risk of depression. Just 10 percent of students who finished the Blues Program had developed depression by the two-year follow-up mark, compared with 25 percent of control group members who read a cognitive-behavioral self-help book called Feeling Good.
A 2018 meta-analysis of four separate Blues Program trials showed that enrolled students were substantially less likely than control subjects to develop depression within two years. Other prevention programs for students at risk, including the Penn Resiliency Program, have also significantly reduced students' depressive symptoms, as have offerings such as Op Volle Kracht (At Full Force) in the Netherlands and Spain's Smile Program.
Salt Lake City's Blues Program site results have largely mirrored these broader ones. During the 2021-2022 school year, students scored notably lower on a standard depression symptom scale after finishing the program, and their scores remained almost as low three months later. And Me Time's online format seems to work as well as the traditional one: after the program, online participants' depressive symptom scores actually dropped more than those of in-person students. Still, how long these benefits will last remains unknown because studies have not yet been done to assess how many depressive episodes any of these programs might prevent over a lifetime.
Those in charge of funding these programs may ultimately look to the essential human element: how students fare in their lives as they approach adulthood.

The programs that don't hold up as well in trials, at least so far, are those designed to prevent depression in entire school populations. A meta-analysis of more than 40 studies found that schoolwide prevention programs were significantly less effective at staving off depressive symptoms than targeted programs for at-risk young people. Schoolwide programs, Brown's Gladstone notes, enroll more students who don't have symptoms--and who may therefore be less motivated to master the skills taught in depression-prevention programs. "One of the things about these interventions is that they take work," she says. "It's hard to engage in something when it doesn't have any resonance for you."
Further trials have been undertaken to determine which program components are most crucial for effective prevention. Along with her colleague Benjamin Van Voorhees of the University of Illinois Chicago, Gladstone has launched a controlled trial comparing two different online depression-prevention programs for at-risk students: Vanderbilt's TEAMS and a self-guided course called CATCH-IT. The study--which has enrolled more than 500 teens from western Illinois, Chicago and Louisville, Ky.--will track not just their depressive symptoms after the programs but how they deal with stress and low moods. So far Gladstone hasn't had any trouble recruiting trial subjects. "It's really difficult to find mental health support," she says. "Families are just excited about the trial. They want their kids in."

Despite bursts of local enthusiasm for prevention programs, few school districts or agencies, whether in the U.S. or abroad, have programs like TEAMS or Blues available for struggling teens, and most people are not even aware that such programs exist.
The hard part of broadening the programs' reach, as Gladstone and Rohde have found, isn't convincing teens or families to give them a try. It's convincing those in power that the programs are practical and affordable for resource-strapped communities--and that prevention is worth investing in. Aside from a small one-time fee, schools and nonprofits don't need to pay licensing fees for Blues Program material. But ORI charges organizations $2,800 to train their staff on how to deliver the Blues content to teens, and each local facilitator who wants to instruct other staff must pay thousands more to get certified as a "trainer of trainers." Administering the program adds to the workloads of counselors, social workers, and other staff, which can oblige managers to pay for more staffing hours or hire more employees.
In general, Gladstone says, depression-prevention programs are easiest to implement in countries with national health insurance systems, such as the U.K. These systems, figuring the programs will eventually lead to lower costs for mental health care, are more apt to fund local agencies or nonprofits that offer the programs.
In the U.S., however, "insurance is generally attached to people's jobs, and people switch their jobs," Gladstone says. "Often there's not really an incentive for insurance companies to fund prevention programs, because by the time somebody would develop the [condition] you're trying to prevent, somebody else will be paying for the treatment." Although some U.S. insurance companies have started funding exercise programs that prevent physical illness, they don't reliably reimburse providers or agencies for depression-prevention programs.
That typically leaves local governments, school districts and nonprofits on the hook to fund prevention efforts. Me Time is in a fortunate position, drawing from the DYS's annual mental health prevention budget of more than $570,000. Across the region, Rushton is trying to increase access to program resources by devoting more time to "training trainers"--briefing school staff members across the Salt Lake region so they can deliver the course to their own students. But this can be a challenging process, she says. "Social workers and counselors, people in schools, are really weighed down. And so even asking them, 'Hey, we want you to teach this six-week class'--it's kind of a big ask."
To help make the Blues Program more feasible on a local level, Rohde wants to do more real-world data collection on the practical side of depression-prevention programs--how much they'll cost per student, for instance, and how that compares with the cost of treating an already depressed teen. Those kinds of concrete numbers could help convince local decision-makers to support the program and health insurance companies to reimburse for it, he says. "It gives them the kind of data they need to say, 'We're going to prevent this much future treatment cost down the road.'"
But Janet Welsh, principal investigator for Penn State University's Evidence-Based Prevention and Intervention Support program, points out that cost-savings numbers wouldn't necessarily drive wider adoption for depression-prevention programs. "To be perfectly honest, I have those data for substance abuse," says Welsh, who regularly evaluates research-based mental health programs. "I can show you how much it saves to do universal prevention. Yet people still won't do it."
That reluctance, Welsh says, stems from a basic feature of human psychology: the tendency to value in-the-moment problem-solving over avoiding future crises. "Prevention of anything--violence, drug abuse, mental health problems--is always going to be [the less favored option]," she says. If a depressed teen goes to therapy and gets well, her providers can document a clear trend of recovery. But if a student takes a depression-prevention course and remains well, it's a different, lowercase kind of triumph, one that can be hard for funders to appreciate when their communities are in mental health crisis. "I can point to some really well-adjusted kids and say, 'Look, they don't have substance use or mental health problems,'" Welsh says. "And you're like, 'Yeah? So?'"
Despite the challenges of making the case for prevention, Rohde, Gladstone, and others hope that more communities will buy into it--especially given the strong enrollment Blues Program sites saw after the COVID pandemic began. Clinicians also see opportunities for further honing the programs to attract newcomers, taking steps such as tailoring curricula for students from different backgrounds. A program that works well in California's Bay Area won't necessarily land in urban Detroit, rural England or Alaska Native communities. "Investing in the research and application of those programs is going to be essential," Ortiz-Schwartz says, "so that districts can find solutions that are more on target with their population."
Although more data and customized lesson plans may help make the case, those in charge of funding may ultimately look to the human element: how students like Esther Oladejo fare as they approach adulthood. Although Oladejo's mood still drifts up and down at times, she says disputing negative thoughts about her own abilities has given her courage to speak up more and take chances. "Before I probably would have hid away," she says. "But the structure of being able to think, 'Okay, what are the benefits? Am I going to be okay doing it?' Yeah. Let's go."
That willingness to advocate for herself led Oladejo to an unexpected breakthrough. After finishing the Blues Program and enrolling in college, she continued to flounder academically, and she grew more aware of the mismatch between the hours she put in and the results she was getting. If what you're doing isn't working, Blues lessons had prompted, what are some other ways of solving the problem? She decided to approach a tutor on her college campus to explain her dilemma, and the tutor referred her to the campus support team. After some tests, they told her she had dyslexia, which helped her get proper assistance--and finally make sense of why school had been such a struggle. (It's common for those at risk of depression, like Oladejo, to have other conditions like dyslexia, ADHD or anxiety; the U.S. Preventive Services Task Force has called for kids and teens to be screened for both depression and anxiety so they can get fast, effective treatment.) "I'd put myself down, thinking, 'Why can't I just get it the first time around?'" Oladejo says of her academic troubles. "But because I was able to use the skills, not be so anxious to ask for help, I was able to get a diagnosis."
This progression reveals how the decisions people make in one moment, like Oladejo's choice to speak up and get evaluated for learning challenges, lead to a different array of options than those they'd have if they hadn't made that fateful decision. In that sense, it isn't just cognitive skills or stress regulation or a support-group atmosphere that counts for teens at risk of depression. It's the way those things equip them to make choices that alter the decision tree itself. For adults who first slid into depression in middle or high school, it's an absorbing thought experiment: If I'd known how to approach that setback differently, how would my choices have been different? And what other choices would have opened up? And then, and then?
It's in the unfolding of these sequences that the promise of prevention is clearest. To help initiate such sequences for others, Oladejo has volunteered with the U.K.-based nonprofit Action for Children, speaking with local officials and lawmakers about her Blues Program experience. She might pursue a psychology doctorate so she can become a therapist--and she has a clear vision of the work she wants to do, helping clients build the kind of support-group structure that got her through her own worst days. "I don't want to be like the usual therapist. If I do face-to-face, I want it to be an inclusive session," she says. "I want to be able to give people that sense they're not alone."

Elizabeth Svoboda is a science writer in San Jose, Calif., and author of, most recently, The Life Heroic: How to Unleash Your Most Amazing Self (Zest, 2019).
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New Painkiller Could Bring Relief to Millions--Without Addiction Risk

The medication initially known as VX-548 blocks sodium channels in nerves, blocking pain signals before they reach the brain

By Marla Broadfoot
[image: Illustration of a woman depicting a pain in her head, in colors of red, orange, yellow and purple] Samantha Mash



When doctors ask Sara Gehrig to describe her pain, she often says it is indescribable. Stabbing, burning, aching--those words frequently fail to depict sensations that have persisted for so long they are now a part of her, like her bones and skin. "My pain is like an extra limb that comes along with me every day."
Gehrig, a former yoga instructor and personal trainer who lives in Wisconsin, is in her mid-40s. At the age of 17 she discovered she had spinal stenosis, a narrowing of the spinal cord that puts pressure on the nerves there. She experienced bursts of excruciating pain in her back and buttocks and running down her legs. That pain has spread over the years, despite attempts to fend it off with physical therapy, anti-inflammatory injections and multiple surgeries. Over-the-counter medications such as ibuprofen (Advil) provide little relief. And she is allergic to the most potent painkillers--prescription opioids--which can induce violent vomiting.
Today her agony typically hovers at a 7 out of 10 on the standard numerical scale used to rate pain, where 0 is no pain and 10 is the most severe imaginable. Occasionally her pain flares to a 9 or 10. At one point, before her doctor convinced her to take antidepressants, Gehrig struggled with thoughts of suicide. "For many with chronic pain, it's always in their back pocket," she says. "It's not that we want to die. We want the pain to go away."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Gehrig says she would be willing to try another type of painkiller, but only if she knew it was safe. She keeps up with the latest research, so she was interested to hear in 2024 that Vertex Pharmaceuticals was testing a new drug that works differently than opioids and other pain medications.
That drug, a pill called VX-548, blocks pain signals before they can reach the brain. It gums up sodium channels in peripheral nerve cells, and obstructed channels make it hard for those cells to transmit pain sensations. Because the drug acts only on the peripheral nerves, it does not carry the potential for addiction associated with opioids--oxycodone (OxyContin) and similar drugs exert their effects on the brain and spinal cord and thus can trigger the brain's reward centers and an addiction cycle.
A young Pakistani firewalker had a genetic mutation affecting pain-signaling neurons, letting the boy walk on burning coals without feeling pain.

In January 2024 Vertex announced promising results of clinical trials of VX-548, which it is calling suzetrigine, showing that it dampened acute pain levels by about one half on that 0-to-10 scale. The company applied for U.S. Food and Drug Administration approval for the drug that same year.
Other pain drugs that target sodium channels are now being developed, some by firms motivated by Vertex's success. Navega Therapeutics, led by biomedical engineer Ana Moreno, is even using molecular-editing tools such as CRISPR to suppress genes involved in chronic pain. "We are definitely hopeful that we can replace opioids, and that's the goal here," she says.
One in five U.S. adults--51.6 million people as of 2021--is living with chronic pain. New cases arise more often than other common conditions, such as diabetes, depression and high blood pressure. Yet pain treatments have not kept pace with the need. There are over-the-counter pills such as aspirin, acetaminophen (Tylenol) and nonsteroidal anti-inflammatories (NSAIDs) such as Advil. And there are opioids. The glaring inadequacy of existing medications to alleviate human suffering has fueled the ongoing opioid epidemic, which has led to more than 730,000 overdose deaths since its start.
VX-548 does have limits. It left some patients in significant discomfort, and so far it has been tested mostly in those with acute pain, not the much larger problem of chronic pain. Gehrig says she wants more assurances that the drug won't cause nasty side effects before she takes it.
But the compound has shown that a new mechanism of pain relief is possible, says Stephen Waxman, a neurologist at Yale University who studies pain signals--and who is not involved in the Vertex clinical trials. Future drugs using that mechanism are likely to be even more effective, he notes. Waxman used to tell patients that a new means of managing their pain was on the way but that it may not happen for many years. "Now I can relax the caveat and say I think things are going to happen fairly quickly," he says.

The pain medications that exist today are, in large part, derivatives of natural products that have been around for thousands of years. Aspirin originally came from willow bark. Morphine and codeine were derived from the opium poppy plant. Prescriptions for what evolved into the two major classes of pain drugs--NSAIDs and opioids--were etched on clay tablets by ancient Sumerians 4,000 years ago.
Modern research on the molecular mechanisms underlying pain, conducted during the past two decades, makes a different approach possible. Scientists know that our body is home to large numbers of pain-signaling nerve cells that innervate our skin, muscle and visceral tissues. These cells act like an alarm system, detecting threatening stimuli such as extreme temperatures, sharp objects or noxious chemicals. In response to these cues, they create impulses that carry pain signals along nerve fibers to clusters of cells known as dorsal root ganglia, which are tucked beside the spinal cord. From there, the signals continue their journey upward to the brain, where pain becomes reality. "This is the axis of pain," says Rajesh Khanna, a pharmacologist and pain researcher at the University of Florida.
Central to this pathway are sodium channels, cellular gates scattered throughout the membranes of nerve cells. Whenever there is a shift in membrane potential, these gates open to allow the influx of sodium ions that generate the electric currents responsible for nerve impulses. Normally those pain signals serve a protective purpose--alerting someone to pull their hand away from a hot stove or noting inflammation or injury that needs to be addressed. But in chronic pain, those protective mechanisms can go awry.
A voltage-gated sodium channel (or NaV, Na standing for sodium and V for voltage) seems like the ideal target for treating pain; after all, if you can stop it, you can stop pain signals from being transmitted. Yet because these channels control electrical impulses that power the heart and brain, blocking them willy-nilly would impair vital functions. That's why novocaine and lidocaine--which are sodium channel blockers--are used as local numbing agents but can cause serious side effects if administered systemically. So scientists trying to block these pain pathways searched for channels that act more often in the peripheral sensory nerves, eventually identifying three: NaV1.7, NaV1.8 and NaV1.9.
NaV1.7 and NaV1.8 are the pivotal players in pain signaling. "They work in tandem, like dominoes," Waxman says. "NaV1.7 initiates the electrical signal, and NaV1.8 takes off, producing 80 percent of the current underlying the action potential." (NaV1.9 plays a more niche role in setting the pain-signaling neurons' threshold potential.)
Beginning about 20 years ago, a series of reports linked these channels to pain disorders in humans. A mutation in the SCN9A gene, which encodes NaV1.7, was discovered in a family in China who suffered from a rare condition called erythromelalgia, or "man on fire" syndrome. In people with this condition, mild warmth can trigger attacks of searing pain that feels like a blowtorch. Waxman found that mutations in patients with erythromelalgia made the NaV1.7 channel overactive, causing pain-signaling neurons "to scream when they should be whispering." Elsewhere, researchers found a mutation with the opposite effect in a young Pakistani firewalker. That mutation extinguished the flow of pain-signaling ions through the NaV1.7 channel. As a result, the boy could walk on burning coals without feeling pain.
The discovery of the genetic basis of his condition--known as congenital insensitivity to pain--set off a race in the pharmaceutical industry to identify molecules that could block NaV1.7. The goal was to provide a similar pain-free existence to the rest of the population. "This was the holy grail. You have a protein, you mutate it, you have no pain--it's got to be the target," Khanna says. "A lot of pharma companies put a lot of money into this effort, but none of those compounds have been successful."
Many compounds targeting NaV1.7 looked promising in the laboratory, only to fail in clinical trials. Pharma companies AstraZeneca and Genentech both developed candidates that stalled after phase 1 trials. Pfizer's PF-05089771 failed to perform in a battery of tests evoking pain in healthy volunteers. Biogen scrapped development of its NaV1.7 inhibitor, vixotrigine, after lackluster results from a string of phase 2 trials in several types of neuropathic pain. After more than a decade of false starts, investment dwindled, and drug candidates disappeared from development pipelines.
"For many with chronic pain, it's always in their back pocket. It's not that we want to die. We want the pain to go away." --Sara Gehrig, pain patient 

In 2017 the White House declared a public health emergency for the opioid crisis, which was killing 91 people every day. That same year Francis Collins, then director of the National Institutes of Health, gathered industry leaders as well as basic scientists and clinicians to discuss strategies to combat the crisis. Sean Harper, who led R&D at biopharmaceutical giant Amgen at the time, remembers the meeting had representatives from about 20 of the world's top pharma companies, and Collins asked what they had in the works. "It was sad," Harper recalls. "There were very few companies that were working on anything other than tamper-proof, crush-proof opioid pills."
Across the industry, novel pain-drug research stagnated. Amgen, which had identified a number of potential NaV1.7 inhibitors, eventually shuttered not only its pain research but also the bulk of its neuroscience program. In general, "I think what happened is people sort of felt that it was just too hard," Harper says.
One big reason for the difficulty had to do with the nature of the targets themselves. The NaV channel family contains nine closely related members that share more than 50 percent of their genetic sequence. Because of this similarity, the sodium channel inhibitors developed in the 2000s were often unable to target one subtype without hitting others. "The selectivity was terrible, frankly," says John Mulcahy, a chemist and CEO of the San Francisco based biotech firm SiteOne Therapeutics. "It's taken a long time to overcome that."
At Vertex, researchers believed that the compounds that had been tested before were simply not selective enough or didn't attach to a channel for enough time and that to find molecules that worked they just needed to keep searching. To speed up their hunt, they had been working on a technology that could measure the effect of massive numbers of molecules, at various concentrations, on the opening and closing of several types of sodium channels. Traditionally, researchers have studied sodium channels using a laborious method called patch-clamp electrophysiology. The technique involves isolating part of a cell's membrane, applying voltage to trigger its channels to open, adding one single potential drug, and then recording the oscillating waves of electrical activity.
In the early 2000s Vertex scientists Jesus Gonzalez and Michael Maher designed a system called E-VIPR (for electrical stimulation voltage ion probe reader) to test many compounds against one channel very quickly. The system uses a high-density array of cells, each of which expresses one type of sodium channel. Tiny electrodes generate an electrical field that can stimulate the channels as many as 100 times per second. As these channels open, a voltage-sensitive dye shifts from orange to blue, and the color change is captured by a sophisticated optical detection tool.
[image: Illustration shows how sensory nerve cells pass pain signals to the brain via small electrical charges caused when positively charged sodium ions pass into the cell through sodium channels. Two approaches to dampening pain are shown. In one case a drug closes channels, in the other a drug facilitates removal of channels from the membrane.]Falconieri Visuals



"It's a very quick process, faster than the human eye can detect, but incredibly rich in information," says Paul Negulescu, Vertex's senior vice president of research and head of its pain program. The engineering group developed the first generation of the technology about two decades ago, and it is on the third generation now. "That's been the workhorse. And we have tested tens of thousands of compounds on the system that runs every day," he adds.
With this method Vertex could extensively test how a potential drug interacts with a particular channel. Sodium channels undergo big shape changes as they open and close, with pieces of the protein moving up and down with dizzying speed. "It's kind of like a bucking bronco," Negulescu says. "The drug has to get on the bucking bronco and stay on while it's going through its paces and eventually settle that bucking bronco down so it stops moving." A drug candidate might land on the channel for a time, only to get kicked off once its gyrations prove too much. Or it might hop onto another channel, generating unwanted off-target effects.
Negulescu says that Vertex's approach tries to mimic the physiological states of the sodium channel, putting it through multiple cycles of opening and closing to make sure any promising new drug stays put. "Most of the methods don't do it that way," he says. "And because of that, I believe we end up with pharmacology that isn't translating when we get to people." The company used its proprietary method to generate data on a variety of different sodium channels. As the industry continued to focus on NaV1.7, Vertex started to see success with NaV1.8 and pushed forward a program on the neglected channel. "I think we zigged when others zagged," Negulescu says.
Vertex launched its first clinical trials of a NaV1.8 inhibitor in 2015. It wasn't effective enough, and neither were the two immediately following it. But finally one was tolerated well by a small group of patients and relieved some of their pain. That was VX-548, and it prompted the company to move ahead with bigger studies in 2022.
Two years later, in January 2024, Vertex announced positive results of two large, pivotal clinical trials. The researchers enrolled about 1,100 people, each of whom was undergoing bunion removal or tummy tuck surgery, operations commonly used to model acute pain. Study participants got a placebo, VX-548, or the drug combo of hydrocodone (an opioid) and acetaminophen, known as Vicodin.
When measuring pain relief on the 0-to-10 pain scale, the new drug performed just as well as Vicodin without the addiction risk. Both treatments reduced pain by about three points, from about a 7 to a 4. And in the people recovering from abdominal surgery, relief kicked in more quickly with VX-548 than it did for those who got Vicodin.
The drug provided less relief than Vicodin for bunionectomy patients when using a different pain scale. Still, those taking VX-548 reported fewer side effects--such as nausea, constipation, headache and dizziness--than those on the placebo, indicating the treatment was generally safe. (Untreated pain in the placebo group could increase side effects because it can elevate stress levels, upsetting digestion or triggering headaches.)
Studies suggest that even a 3-point drop in pain can have a meaningful impact on quality of life. Gehrig, the Wisconsin patient, remembers a time when her pain level registered at a 4, and she was able to work. After a botched surgery sent her pain skyrocketing, she was forced to go on disability.
If approved, VX-548 could help people such as Gehrig by offering relief that lands somewhere in between that provided by drugs such as acetaminophen, which are safe but limited in their power, and stronger opioids, which come with serious risks. It could provide relief to patients who are allergic to or who simply cannot tolerate the other drugs. Moreover, it could open up options for individuals who want to avoid the risks of drug dependency.
Vertex applied for FDA approval of the drug for cases of moderate-to-severe acute pain. Many experts agree that although it makes sense experimentally to go after acute pain first, the bigger need is providing relief to people whose daily life is disrupted by chronic pain. Vertex scientists think the drug will work for that type of agony because the mechanisms underpinning chronic and acute pain are similar. It reported positive results from a smaller efficacy and safety trial of VX-548 in diabetic peripheral neuropathy, a common type of chronic pain caused by nerve damage from high blood glucose, and plans to move forward with a phase 3 trial.
In addition, the company launched a separate study testing the drug in a form of chronic lower back pain known as lumbosacral radiculopathy. And Vertex researchers continue to use their drug-discovery platform to evolve compounds that are more potent and more selective. "We are all about serial innovation," Negulescu says. The company already has a next-generation NaV1.8 inhibitor, VX-993, moving toward phase 2 clinical trials.
Others in the pain field have been watching Vertex closely and are excited by its results. "I think the great contribution that Vertex has made here generating the clinical data that they have with their program is to make people understand that, hey, this is not a hopeless thing," Harper says. He, with other investors, recently launched a company called Latigo Biotherapeutics to develop sodium channel inhibitors.
Waxman says the Vertex findings were modest yet important--so important that he called VX-548 "a game changer," not because it will change clinical practice on its own but because it will transform the research pipeline. "This is going to be like the development of the statin drugs," he says. "The first statin drugs were, in retrospect, not very good. But they set the stage and really were the impetus, and the ones we have now are life-changing."
Only a handful of companies are openly developing pain therapeutics going after NaV1.8 or NaV1.7, which remains a viable target. More may be working in "stealth" (Merck's patent activity indicates it is dabbling in the field), and others most likely will join the effort, emboldened by Vertex's progress. Some are already designing small molecules to block the sodium channels or nearby proteins; some are modifying natural toxins to disable the transmission of pain signals; still others are using gene therapy to turn down the signal at its source.
Latigo, Harper's start-up, is the latest to emerge in this space. In February 2024 the California-based biotech launched with $135 million in funding and a NaV1.8 inhibitor, LTG-001, in phase 1 clinical trials. Early on, the company pursued both NaV1.7 and NaV1.8. But Harper says that when it saw that one of Vertex's drug candidates had achieved positive results in both acute and chronic pain models, that "helped to push NaV1.8 to the front of the queue." Now Latigo has a few other small molecules it is getting ready to test. Harper notes that typically when a company has taken an entirely new class of medicines into the clinic, as Vertex has, there are many others "nipping at their heels."
Previously, Harper says, the historical lack of investment in pain medicine made for "pretty light competition." According to an analysis by BIO, a biotech industry trade group, investment in pain and addiction drug development is remarkably low given the societal burden of these diseases. In 2021 pain and addiction companies raised $228 million in venture capital. That represented only 1.3 percent of total therapeutic venture funding in the U.S. In contrast, oncology companies brought in $9.7 billion, or 38.3 percent of the venture funding pie. What's more, most industry pain programs have focused on different formulations of opioid drugs rather than riskier forays into new mechanisms.
Michael Oshinsky, director of the Office of Preclinical Pain Research at the National Institute of Neurological Disorders and Stroke, says a leading reason for pharma's persistent focus on opioids and neglect of other research avenues is that opioids have been a safer bet. "There's a 30 percent chance to have a clinical trial for an opioid making it to the market. That's really crazy high for therapeutics development. And it's about a 0.7 percent chance for something that doesn't hit the opioid receptor," he says.
Oshinsky co-chairs the NIH's Helping to End Addiction Long-term (HEAL) initiative, which aims to accelerate research on new nonaddictive pain meds. "What we do is we try to de-risk targets," he says. The program has been helping up-and-coming developers of sodium channel inhibitors such as Regulonix, SiteOne and Navega by validating their targets, optimizing their compounds or testing their approaches in preclinical models.
When measuring pain relief on a 0-to-10 pain scale, the new drug performed just as well as Vicodin but without the addiction risk.

University of Arizona spin-off Regulonix is sticking with NaV1.7 as a target but is going after it differently than its predecessors. Rather than blocking the sodium channel, the company is trying to remove NaV1.7 from the cell membrane. Without the channel there will be fewer sodium ions that can cross into the cell. University of Florida's Khanna, who co-founded Regulonix and is chief scientific officer of the company, says an early version of its compound successfully affected NaV1.7 signaling in rat, mouse and pig models of acute and chronic pain. But, he admits, "we're nowhere close to being in humans."
A different approach is to take naturally occurring sodium channel blockers--such as the tetrodotoxin that makes puffer fish so lethal--and modify them to block channels predominantly found in pain-sensing neurons. SiteOne, started by Stanford University scientists, is following this game plan. In 2022 it began a collaboration with Vertex to develop its therapeutic candidates that target NaV1.7. The company has also secured additional NIH funding to work on a NaV1.8 inhibitor called STC-004. "In our experience, NaV1.7 inhibitors can act almost like an on-off switch for pain," Mulcahy says. But a NaV1.8 drug "is a little bit different--it's more like a dimmer switch."
Finally, instead of manipulating existing pain channels, some researchers are trying to keep so many of them from forming by reducing the activity of genes that encode them. That type of gene therapy is being pursued by Moreno and her company Navega. They are working with a technology that Moreno developed during her doctoral research at the University of California, San Diego. There she used CRISPR and its older gene-editing counterpart, zinc finger proteins, to target genes that help to build NaV1.7; the result was suppression or even prevention of pain in rodents. Since launching Navega, she and her team have shown that the approach works for various kinds of pain--including neuropathic, chemotherapy-induced, inflammatory, visceral and arthritic--and they are quickly advancing toward first-in-human trials.
"Because we have long-lasting results, we're going to focus on intractable pain," Moreno says. Navega plans to test the gene therapy in that rare subset of patients with "man on fire" syndrome, who have known mutations causing their pain, before thinking about larger, more complicated clinical trials for chronic pain. "We get e-mails all the time from patients who are suffering from all over the world," she says. "It's very motivating."

For Gehrig, the prospect of adding a new and effective type of pain reliever to her medicine cabinet has given her hope. But she has tried new things before, only to be brought down by debilitating side effects. Gehrig says she will wait to try VX-548 until her doctor can assure her it is safe. The trials showing few side effects are important, she says, but she'd prefer that the drug be in clinical use for a while before she takes it herself.
For now she relies on other ways to cope with her pain. She runs six support groups for the U.S. Pain Foundation, including one for the LGBTQ community and another for people based in Wisconsin. After years of trying everything else, she has experienced the most healing from a daily practice of reflection and prayer, mindfulness and meditation. "It's a constant listening to my body every day, really trying to learn self-love and self-compassion--that's been my medicine," she says. Her self-healing practices keep her going. But she wouldn't mind a little more help from the medical world.
If You Need Help
If you or someone you know is struggling of having thoughts of suicide, help is available. Call the 988 Suicide & Crisis Lifeline at 988 or use the online Lifeline Chat at 988lifeline.org/chat or contact the Crisis Text Line at texting TALK to 741741.

Marla Broadfoot is a freelance science writer who lives in North Carolina. She has a Ph.D. in genetics and molecular biology.
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Quiet! Our Loud World Is Making Us Sick

Experts describe ways to turn down the volume, from earbuds to smartphone apps that detect harmful noise levels

By Joanne Silberner
[image: Landscape view of winding river at sunset.]The Niobrara National Scenic River in Nebraska is a place where people can spend a long time hearing only natural sound at low volumes.
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Ten years ago Jamie Banks started working from her home in the town of Lincoln, Mass. After a couple of months, the continuing racket from landscaping machines began to feel unendurable, even when she was inside her home. "This horrible noise was going on for hours every day, every week--leaf blowers, industrial lawnmowers, hedge trimmers," she says. The sound of a gas-powered leaf blower outside can be as loud as 75 decibels (dB) to someone listening from inside a house--higher than the World Health Organization cutoff to protect hearing over a 24-hour period. "I started thinking, this can't be good," she says. "It's definitely not good for me. It certainly can't be good for the workers operating the equipment. And there are lots of kids and lots of seniors around. It can't be good for them either."
Banks is a health-care specialist and environmental scientist who has worked most of her life as a consultant on health outcomes and behavior change for government agencies, law firms and corporations. She decided to do something about her situation and got together with a like-minded neighbor to pester the town government. It took the pair seven years to get their town to do one thing--ban gas-powered leaf blowers during the summer. The process was long and frustrating, and it made Banks think about going bigger and helping others.
So she did. In June 2023 Quiet Communities, a nonprofit group that Banks founded and runs, sued the U.S. Environmental Protection Agency for not publishing or enforcing rules and regulations to limit loud sounds: unmuffled motorcycles, cacophonous factories, the thunder of an airplane just overhead, the roar of an elevated train, the scream of a soundtrack in a spin class, headphones set too loud. There is a federal law that calls for the EPA to do this, but it hasn't been enforced for more than 40 years.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Traffic noise could be blamed for 8.5 percent of the diabetes cases in Denmark and railway noise for 1.4 percent, scientists estimated.

Banks's idea that loud noise "can't be good" is well supported by science. Noise can damage more than just your ears. Through daytime stress and nighttime sleep disturbances, loud sounds can hurt your heart and blood vessels, disrupt your endocrine system, and make it difficult to think and learn. The World Health Organization calculated that in 2018 in the European Union, 1.6 million years of healthy life were lost because of traffic noise. The organization recommended that to avoid these health effects, exposure to road traffic noise should be limited to below a weighted 24-hour average of 53 dB (the volume of a campfire from about 16 feet away) during the day, evening and night and 45 dB specifically at night (the volume of light traffic about 100 feet away).
Precise "safe" levels to avoid specific ailments are hard to come by. But in general, research shows, reducing loud noise can reduce the risk of harm. There are several ways to protect yourself. Various organizations have made maps that indicate quiet and noisy places around the U.S. Smartphone apps can tell you if you're in one that's too loud for safety. And noise experts all seem to own earbuds and headphones and use them often to block out the din.

For most of human history, the issue with noise was simply how annoying it can be. The first noise ordinance on record was drafted by Julius Caesar shortly before his assassination in 44 B.C.E., limiting the times that noisy carts and wagons could be on the street. The modern industrial era brought regulations to protect the ears of workers exposed to steam engines, drop forges, and other loud machinery but little information or action on everyday noises. A big moment came in 1970, when psychoacoustics expert Karl Kryter, then at the Stanford Research Institute, published The Effects of Noise on Man. The book focused on what loud sound could do to hearing and touched on work performance, sleep, vision and blood circulation.
That noise has biological effects beyond the ear makes sense in evolutionary terms. Noise may signal that a herd of elephants is charging your compound or that a pack of wolves is close by--you need to know, and your body needs to get ready for something unpleasant. As noise and sleep researcher Mathias Basner of the University of Pennsylvania and his colleagues put it in a 2014 Lancet review, "evolution has programmed human beings to be aware of sounds as possible sources of danger."
[image: Bar chart shows sounds measured in decibels. Household appliances reach about 70 dB. 2 hours of listening to 95 dB--the noise of a motorcycle--may damage hearing. That can happen after 5 minutes of noise between 105 and 110 dB, the sound of a loud radio. ]MSJONESNYC; Source: Centers for Disease Control and Prevention (reference)



From an evolutionary point of view, sleep was "a very dangerous stage," a time when you had to maintain attention to your environment, Basner notes. But the psychiatrist and epidemiologist, who has spent much of his career studying the effects of airport noise on people sleeping nearby, says a "watchman function" that leads to night awakenings is for the most part harmful, not helpful, in modern societies.
A lot of people think they sleep soundly despite nearby noise. They should think again. Basner has exposed hundreds of people to noise during sleep studies. He says many would get up in the morning swearing they'd slept through the night without waking, but the data showed they'd had numerous awakenings.
By the early 1970s a poll showed that the public considered noise pollution a serious problem. Formal government recognition came in 1972 with the passage of the Noise Control Act and the establishment of the EPA's Office of Noise Abatement and Control. The act promised that the government would "promote an environment for all Americans free from noise that jeopardizes their health or welfare." At the time, the EPA estimated that 100 million Americans experienced a daily average sound level of 55 dB or more. Fifty-five dB is about halfway between the level of a quiet conversation at home and one in a restaurant or office. Any 24-hour exposure average louder than that, according to the EPA, was loud enough to interfere with activities and cause annoyance.
By this time, studies from universities in the U.S. and Europe were beginning to identify health effects of noise beyond the ear, starting with behavior and learning. In 1973 three U.S. researchers, with funding from the National Science Foundation and two private organizations, studied 73 children in primary school who lived in several 32-story apartment buildings clustered over Interstate 95 where it passes through New York City. Children on the lower floors, exposed to more highway noise, were less able to distinguish sounds and were reading at a lower level than children on the higher floors. There was even a dose-response relation: the longer the child had lived in the building, the lower their scores were likely to be.
In 1975 researchers at the City University of New York looked at school records for 161 primary school students at a school that was 220 feet from an elevated subway, with trains hurtling by every 4.5 minutes. The records showed a three- to four-month reading lag for kids in classrooms on the noisy side of the building compared with those in classes on the quiet side.
Researchers were able to do a natural experiment when the Munich International Airport moved about 25 miles north in 1992. The scientists found that among children living near the old airport site, long-term memory and reading skills improved after the airport closed. But for kids near the new airport, those changes went in the opposite direction, and their stress hormone levels increased.
"I've programmed periods into the day that I'm not going to have any noise exposure." --Rick Neitzel University of Michigan

In the early 2000s Stephen Stansfeld, then a psychiatrist at the University of London, studied kids aged nine to 11 living and going to school near airports in Europe, comparing their blood pressure and learning ability with those of similar children who did not live under flight paths. Airplane noise reached 77 dB(A) at several schools; dB(A) is a decibel scale that emphasizes frequencies the human ear hears best. "We found a straight-line relationship between increasing levels of aircraft noise and children's reading comprehension," Stansfeld says. "Noisy schools were not healthy educational environments." A colleague found the harmful effects lasted into secondary school.
All the while, the U.S. was getting noisier. In 2014 Rick Neitzel, an environmental and occupational health professor at the University of Michigan who has been researching noise for 25 years, and his colleagues estimated that more than 100 million Americans had a continuous average exposure level in 24 hours of greater than 70 dB. Imagine standing next to a washing machine all day or suffering occasional blasts from the gas-powered lawn equipment Jamie Banks could hear inside her house. It was a rise of 15 dB in just a generation, which is the difference between normal conversation and a vacuum cleaner.

Beyond the brain and cognition, the heart and blood vessels also take a hit from noise--perhaps not surprising given the stressful effects of noise and the impacts of stress on the circulatory system. A slew of epidemiological studies over the years have linked environmental noise, especially nighttime noise, to high blood pressure, heart failure, myocardial infarction (heart attacks) and stroke. The association held true even after researchers controlled for confounders such as air pollution and socioeconomic variables.
Some of the strongest human data come from Denmark, which is an epidemiologist's dream country because it collects health data on pretty much every resident. Mette Sorensen, an epidemiologist at Roskilde University in Denmark, Thomas Munzel, a professor at Johannes Gutenberg University in Germany, and others teased apart the effects of noise on types of heart disease such as myocardial infarction, angina and heart failure. Looking at 2.5 million people 50 years or older, they found road traffic noise increased the incidence of all three. In a 2021 report on 3.6 million Danes, they showed that an average daily 10-dB increase in sound exposure because of road noise increased the risk of stroke by 3 to 4 percent.
They've also looked at type 2 diabetes, a condition that had already been associated with chronic sleep disturbance. This link makes sense, Sorensen says: stress such as frequent awakening raises levels of glucocorticoids, which inhibit insulin secretion and insulin sensitivity. Reducing these two things leads to diabetes. In 2013 Sorensen and her colleagues reported an 8 percent increase in diabetes risk for every 10-dB increase in exposure to road traffic noise. Eight years later, looking at 3.56 million Danes 35 years and older, with 233,912 new cases of diabetes, they calculated that road traffic noise could be blamed for 8.5 percent of the cases of diabetes in Denmark and railway noises for 1.4 percent.
Sorensen is aware that those percentages don't sound very high. But they are meaningful, she says. In Denmark, more than one third of the population is exposed to average daily sound levels above 58 dB. "You have such a huge proportion exposed to this," she says, "so even though it's only a really small increase in risk, it's a large number of people who get diabetes due to noise."
The physical mechanisms behind these links are still being investigated, but animal studies have highlighted possible culprits. (Researchers cannot deliberately expose people to such potentially harmful noise effects.) Munzel explored some of these connections in mice, for example. In one study, he exposed the rodents to average sound levels of 72 dB over four days and found that the animals had higher blood pressure and levels of stress hormones and inflammation, as well as changes in the activity of genes that regulate vascular health and cell death.
[image: Flow chart shows a model of how environmental noise may be linked to increased risk of disease-from exposure, to stress and inflammation, to diseased states.]Jen Christiansen; Source: "Environmental Noise and the Cardiovascular System," by Thomas Munzel et al., in Journal of the American College of Cardiology, Vol. 71; February 2018 (reference)



In the U.S., most research on noise has been done without much help from the federal government, despite the Noise Control Act. In 1981, after Ronald Reagan was elected president on a promise of cutting back the federal government, he appointed Anne Gorsuch as head of the EPA; she eliminated funding for the agency's noise-control office. "She wanted to show the White House that she believed in small government," says Sidney Shapiro, a Wake Forest administrative law professor who has studied the rise and fall of noise-abatement laws. He says noise has never had a well-organized constituency to support it. Responsibility for noise-control research, funding and regulation was left to individual state and local governments.
Today the EPA's noise-control office is still there--on paper. "There is no money to enforce regulations or for research or education," Neitzel says. That's why Quiet Communities is suing. "Not having the EPA doing its job is hugely damaging, not only to the public who are being harmed by noise but also to the research community. We don't have access to a stream of funding that should be there."
Without that information, noise researchers have long struggled to quantify the overall impact of the American din. In 2014 when Neitzel and his colleagues at the University of Michigan wanted to figure out whether reducing noise would have a beneficial effect on cardiovascular disease, they had to resort to prevalence estimates made in 1981. In 2015 they published their findings. A 5-dB reduction in average noise exposure would cut the prevalence of high blood pressure by 1.5 percent and cut heart disease by 1.8 percent. Again, these are low numbers. But because of the high incidence of these conditions to begin with, an average 5-dB reduction would have an annual economic benefit of $3.9 billion. "I was shocked that the numbers were as big as they were," Neitzel says.
Overall, as with chemical and air pollution, people with lower incomes are being hit the hardest. Their communities may have highways running through them or have factories and airports nearby. "Folks who are already in marginalized communities may be bearing way more than their fair share of noise exposure," Neitzel says.
In these areas, it's essential to ground research and solutions in community priorities, says Erica Walker, an epidemiologist at Brown University. Walker founded the Community Noise Lab, which works with communities to study and mitigate the effects of noise and other pollutants. She believes that it's probably not just the absolute sound level that determines bodily damage--it's unwanted sound. If the sound is a welcome one, does prolonged exposure to, say, 75 dB (about the volume of street musicians playing trumpets 30 feet away from you) raise stress levels the way that large studies have shown? "We need to know what the difference is between sound and noise from an individual point of view and from a community perspective," Walker says.
She points to the Shaw neighborhood of Washington, D.C., which has been undergoing gentrification. "The cultural practice was to play go-go music. As the neighborhood began to become gentrified, newcomers had their own acoustical expectations of what the neighborhood should sound like," Walker says. "If I'm going into a community and I'm measuring noise and I'm saying it's really loud (based strictly on decibels) and harmful to health, that might be a misclassification." People already in the community might perceive that noise as comfortable.
Walker and her colleagues are now trying to tease apart unacceptable noise and acceptable sound. As part of their research, they have asked volunteers how they feel about different kinds of noise. Then the scientists deconstruct those noises by rearranging them, making them unidentifiable as specific sounds but maintaining the decibel level and frequency spectrum (think high notes and low notes). Her goal over the coming months is to learn whether the deconstructed sound matches up with the recognizable sound. Such information could help distinguish the roles of sound intensity and cultural connotation in human harm.
Whatever your community's sound tolerance, you can protect yourself from noise that's intolerable. The simplest way, of course, is to avoid it. Sorensen's data show that sleeping on the quieter side of a building, away from the street, makes a difference. Or you can move to a quieter area. That is easier said than done, and all the experts I spoke with noted that moving to a more peaceful place, as many of them have, is possible only for people who can afford it. If you plan to move, Basner advises visiting the new area at different times of day.
For noise that can't be avoided, science may offer some promise, at least for ear effects. Sudden loud noises (think concerts, jet engines, leaf blowers and loud machines) stimulate the delicate hair cells and nerve fibers in the inner ear, resulting in the release of damaging free radicals. Animal work has identified some promising chemicals to sop these molecules up, says Colleen Le Prell, a psychologist and head of the department of speech, language and hearing at the University of Texas at Dallas, who has worked on several candidates. There is already a drug for children to prevent chemotherapy-induced hearing loss, but it has significant side effects and isn't approved for general use.
[image: Desert landscape with building on the right and mountain in the background.]The Montello Foundation's artist retreat in Nevada has been identified by the nonprofit Quiet Parks International as a community without irritating noise.
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If you want to get a snapshot of the sound around you, the Internet can help. The National Institute for Occupational Health and Safety has released an app that measures ambient noise, but it works only on Apple mobile devices right now. The U.S. Department of Transportation has a map for transportation noise, but it doesn't include workplace or inside noise. You can see noise across the entire country, albeit based on recordings from a decade ago, on a National Park Service sound map.
To measure sound directly, there are plenty of smartphone apps. Don't be surprised if the numbers are high. Data from Apple watches suggest that one in three adult Americans is exposed to excessive noise and daily averages of 70 dB(A) (the volume of an older washing machine or dishwasher) or greater. Those levels are considered by both the World Health Organization and the EPA as dangerous to the ear. You can see state-by-state results on Apple Hearing Study U.S. maps. Apple watches and iPhones can be set to alert you when sound reaches a particular level.
The data collected from Apple watches come from the Apple Hearing Study, begun in 2019 by Neitzel and his colleagues at the University of Michigan and funded by Apple. The study shows that a quieter world is possible. It took the lockdowns of COVID to prove it. The researchers got smartphone data from about 6,000 volunteers, covering a period from just before the pandemic began in January 2020 through late April of that year, when many businesses and activities had shut down for safety, and lots of people were staying close to home. The data showed a 3-dB(A) drop in noise exposure. Because decibels are measured on a logarithmic scale, that's a halving of sound energy, easily noticeable by the human ear.
Sorensen moved from a city out into the country and checked a noise map first. Neitzel is very intentional about his exposure. "One thing that I absolutely try to do is make sure I've programmed periods into the day that I'm not going to have noise exposure," he says. That means a bike ride through a quiet area or turning the TV off. If he's at a bus stop, he stands back from the street as much as he can, and he routinely wears noise-blocking earplugs or earmuffs--sometimes both--when he's checking out industrial sites.
Neitzel protects his ears at concerts as well. "There's a bit of social stigma around wearing ear protection at a concert," he says, so he wears clear plugs, much like many musicians use. And he's got noise-canceling headphones and earbuds. They seal the ear to limit outside sound, which permits listening at a lower volume. He and his family wear noise-canceling earbuds on planes.
You can ask others to turn sound down. Sharon Kujawa, an audiologist at Massachusetts Eye and Ear hospital in Boston, and her colleagues did an experiment to see whether people in spin classes preferred louder or softer sound. They liked softer. The facility managers were reluctant to make a change, but eventually customer requests got them to agree to a 3-dB decrease in volume. Fellow ear researcher Le Prell had her children use volume-limiting headphones. The kids were in marching bands in high school, in the percussion section, and she donated earplugs to the entire group.
As for specific levels to aim for, that's a tough one. There's no formula that says x hours of exposure to road traffic noise will raise your risk of heart disease y percent. The EPA, which established its noise standards in 1974, before the full health effects were so clear, indicates that a 24-hour exposure level of 70 dB or less will prevent any hearing damage, and 55 dB outdoors and 45 dB indoors will prevent activity interference and annoyance. For lack of anything more current, that's the standard used by many noise researchers today.
In terms of protective devices, there are only limited federal regulations on headphones, and there's some concern that the devices go up to volumes that can damage the health (ear and otherwise) of children. Volume limiters on headphones generally have an upper limit of 85 dB, but what the limit should really be, and for how long, is anybody's guess. There's also no solid research on whether devices that produce masking noises help.
Clear, consistent standards for how much is too much, and what works, are unlikely without a revitalization of the EPA's noise-control office. An agency spokesperson wouldn't say whether the lawsuit by Quiet Communities will spur any change. In early 2024 Quiet Communities lawyer Sanne Knudsen of the University of Washington told me the two sides in the suit were "in the midst of filing motions and cross-motions." When we spoke, Knudsen expected some kind of agreement would be reached by April and hoped it would be one that got the Office of Noise Abatement and Control up and running again. But April came and went, and the case is still being argued.
Jamie Banks now spends most of her time in a quiet town in rural Maine, which, she says, is blissfully free of loud lawn equipment and other noise. She is optimistic that a newly active federal noise-control office will establish data-based noise limits and regulations and that the EPA will ensure regulations are enforced. In 1972, when the noise office was established, the Los Angeles Times opined that it wouldn't mean an instant reduction in harmful sound, "but at least a start has been made." Fifty-two years later Banks hopes for not just a start but real progress.

Joanne Silberner, a former NPR health correspondent, has been covering medicine and public health since the start of the HIV epidemic. A co-founder of the Association of Healthcare Journalists, she lives and works on a quiet island in Puget Sound.
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Advanced Meditation Alters Consciousness and Our Basic Sense of Self

An emerging science of advanced meditation could transform mental health and our understanding of consciousness

By Matthew D. Sacchet & Judson A. Brewer
[image: A person sitting in meditation pose in with a mountain landscape in the background.] Anand Purohit/Getty Images



Millions worldwide practice mindfulness meditation, not just for their mental health but as a means to enhance their general well-being, reduce stress and be more productive at work. The past decade has seen an extraordinary broadening of our understanding of the neuroscience underlying meditation; hundreds of clinical studies have highlighted its health benefits. Mindfulness is no longer a fringe activity but a mainstream health practice: the U.K.'s National Health Service has endorsed mindfulness-based therapy for depression. Mobile apps have brought meditation techniques to smartphones, enabling a new era in meditative practice.
The approach to research on meditation has been evolving in equal measure. Looking back, we can identify distinct "waves." The first wave, from approximately the mid-1990s into the early 2000s, assessed meditation's clinical and therapeutic potential for treating a broad set of psychological and physical health concerns. The second wave, starting in the early 2000s, focused on mechanisms of mindfulness's effectiveness, revealing why it yields benefits for mental health that are at times comparable to those achieved with pharmaceuticals. Meditation science is now entering a third wave, exploring what we call advanced meditation--deeper and more intense states and stages of practice that often require extended training and can be experienced through increasing mastery. University research programs are being established to study these altered mental states, similar to new academic endeavors to investigate the merits of psychedelic drugs for personal well-being and a variety of medical conditions.
In the media and in academia, meditation is often seen as a tool primarily for managing the stresses of modern life and work. But our research suggests it can be used for much more. Meditation can help people improve their psychological well-being, and it also can be a gateway to experiences that lead to deep psychological transformation.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

The term "advanced meditation" might evoke images of monks in robes, but these experiences are not limited to ascetics isolated from the world.

People often come to meditation because of some kind of suffering. Others are drawn to it because they perceive a lack of meaning in the materialism of the modern world. Still others may feel a pull toward "something greater" when they realize that a self-absorbed pursuit of "happiness" has its limitations.
Meditation's potential has been demonstrated by numerous contemplative, philosophical, religious and spiritual traditions that teach it as a core element that can lead to enlightenment or salvation. Buddhism, Vedic and Hindu practices, Jewish kabbalism, Islamic Sufism, and shamanism, among others, have all explored meditation in their traditions. Some of them have multimillennia-long histories and encompass experiences that include states of ecstasy, insights into the nature of the self and the world around us, the cultivation of empathy, and the pursuit of altruistic goals. Such experiences have also been reported to sometimes lead to a sense of transcendence.

The experiences and personal transformations that practitioners describe are thought to undergird entirely new psychological perspectives and ways of existing in the world. Advanced meditation may help inspire people and provide deep insight and clarity about how to achieve meaning in life. It is not uncommon, in fact, for individuals to reassess their careers or life goals after a meditation retreat and go on to pursue a path that is more fulfilling and more aligned with their deeper values and perspectives.
The term "advanced meditation" might evoke images of monks in robes, but these experiences are not limited to ascetics isolated from the rest of the world. Laypeople who lead secular lives can become practitioners of advanced meditation and achieve a sense of profound well-being. In the new and emerging science of this third wave, advanced meditation includes deeper states and stages of meditation that a person may progress through with increasing mastery over time.
The study of advanced meditation examines meditative development--the unfolding of advanced meditative states and stages of practice. Then there is research on meditative endpoints, which represent the outcomes of advanced meditation. In Buddhist traditions, one outcome may be called enlightenment or awakening.
We believe that advanced meditation has potentially broad implications for people's understanding of what it means to be human and for interventions for mental health and well-being, and it therefore deserves the attention of the scientific community. One of us (Sacchet) leads an effort at Massachusetts General Hospital and Harvard Medical School named the Meditation Research Program, established to develop a comprehensive multidisciplinary understanding of advanced meditation states and stages of practice related to well-being and clinical outcomes (meditative endpoints). We use a rich array of state-of-the-art scientific approaches. Our intention is to expand the program into a much larger research and educational effort and establish the first center dedicated to the study and training of advanced meditation.

Another research endeavor on advanced meditation has been taking place at Brown University's Mindfulness Center (led by Brewer). Scientists there have discovered signatures of brain activity during several forms of meditation that are used in Tibetan Buddhism that are able to produce feelings of timelessness and states of heightened awareness. Research on advanced meditation is also taking place elsewhere and is expected to grow rapidly in
the coming years.
All of these investigations promise to help us find new ways to train people in advanced meditation. We envision developing specific programs that leverage insights from the science of advanced meditation to directly train people with certain clinical diagnoses. These programs could offer new therapeutic avenues for treating persistent cycles of negative thoughts in patients with major depression or the chronic worrying that characterizes generalized anxiety disorder. The idea is not just to manage symptoms but to foster a sense of deep and pervasive well-being that affects all aspects of a practitioner's life.
Our findings are starting to inform models of how advanced meditation affects and changes the brain, paving the way for a more comprehensive grasp of these practices. In time, our research may lead to a new generation of mental health interventions that could be as simple as a set of verbal instructions or as technologically sophisticated as neurofeedback or brain stimulation.

Advanced meditation lends itself to modern, empirical scientific study for several reasons, one of which is the robust research foundation provided by decades of studies from the prior waves. This research included initial attempts to characterize the brain activity of experienced meditators. Notable examples can be seen in the seminal work of teams led by Richard Davidson of the University of Wisconsin-Madison and Sara Lazar of Massachusetts General and Harvard Medical School. Their work with long-term meditators included electroencephalography (EEG) and the first magnetic resonance imaging study of brain activity in such practitioners. A major limitation of this early research, however, was that it did not explore the rich firsthand descriptions of what people experience during advanced meditation, encompassing states of mind in which consciousness itself may vanish.
The latest wave of research coincides with a broader surge of interest in altered states of consciousness, including those studied in psychedelic research. From a technical perspective, the study of advanced meditation has been facilitated by the recognition that certain altered states can be induced at will by adept practitioners. Advanced meditation, once considered on the scientific fringe, has now made it possible to scientifically understand practices previously limited to monks and mystics.
Our team at Massachusetts General and Harvard's Meditation Research Program has begun to integrate advanced meditation into rigorous experimental paradigms using cutting-edge methods such as neuroimaging. Studying the neural activity of practitioners in deep meditative states is important because it provides evidence for the biological existence of these states--a first step toward understanding and gaining widespread access to advanced meditation and its benefits.
[image: A person shown from behind wearing a head net of electrodes.]An array of electrodes can be used for electroencephalography (EEG) to study electrical activity in the brains of advanced meditators.
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To cite one example, in May 2024 our group at Harvard published a study on the experiences and neuroscientific underpinnings of what we have classified as advanced concentrative absorption meditation (ACAM), one form of which is jhana from Theravada Buddhism. Practitioners of jhana report unfettered calmness, clarity of mind and self-transcendence (going beyond the concept of the self and perceiving diminishing boundaries between oneself and others). They also usher in open consciousness, a state of mind that is receptive, adaptable and accepting of perspectives beyond the existing narrative that shapes how someone sees the world.
To investigate these states, we used a powerful, seven-tesla MRI machine at Massachusetts General--a first in meditation research. Seven-tesla MRI lets us map the entire brain at high resolution. Its deep-brain imaging extends to the brain stem and cerebellum, areas crucial for healthy mental and physiological functioning that are difficult to study with conventional MRI at lower magnetic field strengths. Brain stem activity, which controls breathing and heart rate, is a prerequisite for consciousness and alertness, so it was a primary target for our work.
Our aim was to create a detailed map of the brain's activity during ACAM and link it to the meditator's reported experiences. We conducted an intensive case study of ACAM spanning 27 MRI data-collection periods that were completed over the course of five days. The case study was of a meditator who had more than 25 years of experience with ACAM and had completed more than 20,000 hours of meditation. We identified distinctive patterns of brain activity in the cortex, subcortex, brain stem and cerebellum regions that were active during ACAM.
Furthermore, we observed correlations between brain activity and certain qualities of ACAM related to attention, joy, mental ease, equanimity, narrative processing (the organization of information into a structured story), and formlessness (in which the sensation of inhabiting the body completely falls away). We also highlighted the distinct nature of brain activity during ACAM compared with that in several nonmeditative states. We found that patterns of local activity across brain regions were unique during advanced concentrative absorption meditation and that they were different from those we observed during ordinary states of consciousness.
After a cessation event, the practitioner undergoes a profound shift in mental perspective and well-being, including deep mental clarity and a sense of renewal.

In another study, conducted at the University of Massachusetts's Center for Meditation, researchers employed EEG to investigate 30 advanced meditators using practices from the Tibetan Buddhist tradition. Four advanced meditation states were characterized by self-transcendence, emptiness (a state of awareness beyond the mind's constant word patter) and compassion. This study, on which Brewer was the senior researcher, is important in part because these characteristics are associated with psychological well-being and are disrupted in people with certain mental illnesses. The results indicated that the density of EEG currents was lower during advanced meditation. This effect was strongest in brain regions involved in self-referential processing (self-related mental activities) and executive-control regions. There is some evidence that advanced meditation practices may dampen self-referential processes and reduce the mind's focus on the self.
We found from this research that a deeper meditation state was associated with increases in high-frequency brain activity in the anterior cingulate cortex, precuneus and superior parietal lobule and with elevation of the beta-band brain wave in the insula. Together, these results provide initial evidence for specific electrophysiological markers relevant to advanced practices. These brain-activity signatures have particular relevance to non-self-referential states advanced meditators can attain, known as nondual states. This study is also notable because it is an example of research on advanced meditation informed by Tibetan Buddhism. It will be a crucial development for the field to compare advanced meditative states among diverse contemplative traditions that historically have been separated geographically, culturally and philosophically.
In a third study, our Harvard/Massachusetts General team investigated, for the first time, what are called cessation events. We used EEG combined with a novel investigative approach that involves the meditators' description of their own experiences, with the goal of finding a neural signature of these advanced meditation experiences. Cessations are radically altered states characterized by a full loss of consciousness. They are thought to result from deep mastery of a mindfulness-based meditation that is part of the vipassana tradition in Theravada Buddhism.
When we discuss the loss of consciousness during advanced meditation cessation events, it is crucial to differentiate it from unconsciousness that is caused by anesthesia, coma (including medically induced coma), physical trauma such as head injuries, and naturally occurring events such as sleep. Unlike these states, cessation events in advanced meditation represent a peak meditative experience in which ordinary self-awareness and sensory processing are temporarily suspended.
After a cessation event, the practitioner undergoes a profound shift in mental perspective and well-being, including deep mental clarity and a sense of renewal. In Theravada Buddhism, these events are known as nirodha and represent an important meditative endpoint.
For our study, we examined cessations experienced by a single advanced meditator with more than 23,000 hours of meditation training. We analyzed EEG data for 37 cessation events recorded during numerous sessions. Immediately after each EEG run, the participant graded different qualities of any cessations that had occurred. We used a unique approach in which we tied the practitioner's first-person descriptions of the meditation experience to our objective neuroimaging data. We found that specific EEG signatures--notably, one called alpha spectral power and another called alpha functional connectivity--started to decrease approximately 40 seconds before a cessation and returned to normal about 40 seconds after it ended.
The lowest levels of alpha power and connectivity occurred immediately before and after cessation. The results of this study are consistent with the suggestion that this type of meditation diminishes hierarchical predictive processing--that is, the mind's tendency to predict and rank self-related narratives and beliefs. The cessation process can ultimately result in the absence of consciousness and the emergence of a deeply present form of awareness and thought that accepts whatever arises, whether positive or negative. Our findings provide preliminary insight into the mechanisms underlying the highly unusual capacity to induce a momentary lapse of consciousness during cessations, suggesting it involves measurable changes in brain activity.

Much like psychedelics, advanced meditation is sometimes linked to challenging psychological disturbances, so it needs to be practiced along with the guidance of properly skilled practitioners. Initial forays into the science of advanced meditation we've described here lay the groundwork for further investigation. One of our objectives is to achieve a scientific understanding that facilitates broader accessibility to these practices. Like simpler forms of mindfulness meditation, advanced meditation can be practiced in diverse settings, when seated on the floor or a chair, with eyes open or closed.
Advanced meditation holds remarkable promise for supporting well-being in both clinical and nonmedical settings. This domain of meditation has the potential to massively reduce or otherwise alter narrative and self-referential thinking, improve attention, and foster feelings of self-generated joy and contentment far beyond what is currently understood in the domain of "mindfulness" research and practice--qualities that are often difficult for people with mental health conditions to attain. Mindfulness meditation has indeed helped millions of people, but advanced meditation research could revamp the field of mental health, offering entirely new avenues for the treatment of psychiatric disorders and, more generally, fostering a sense of well-being.
Evidence is growing for the efficacy of psychedelics as treatments for some psychiatric conditions, especially depression and post-traumatic stress disorder. We think that people can make similar progress through meditation. Future research may benefit from examining how ACAM and other forms of advanced meditative states relate to psychedelic experiences and how they may similarly help alleviate symptoms of psychopathology.
Advanced meditation interventions could be integrated with established mindfulness-based techniques, novel meditation-based therapies, and innovative technologies designed to modulate specific neural networks through neurofeedback and brain stimulation. These methods may make it possible for people to have the experience of an advanced meditative state without undergoing extensive training.
Advanced meditation therefore holds significant and untapped opportunities to diminish suffering and help people flourish. It may even provide a gateway to entirely new ways of understanding our basic humanity.
As interest in meditation continues to grow, so does the potential to explore its full spectrum of possibilities for bettering the mental and physical health of individuals and society. Our work in the new wave of advanced meditation research is not just about coping with the stress of modern living. It could improve our understanding of and approach to the mind, mental health and well-being, allowing many people to lead a more fulfilled, compassionate and "enlightened" life.

Matthew D. Sacchet is an associate professor and director of the Meditation Research Program at Harvard Medical School and Massachusetts General Hospital.

Judson A. Brewer is a professor and director of research and innovation at the Mindfulness Center at the Brown University School of Public Health.
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Spark Creativity with Thomas Edison's Napping Technique

Waking yourself from the twilight state just before sleep may help you to solve a challenging problem, a study shows

By Bret Stetka
[image: Thomas Edison sleeping under a tree in a light-colored suit.]Thomas Edison naps under a tree in 1921 while U.S. President Warren Harding (seated, right) reads a newspaper.
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Thomas Edison was famously opposed to sleeping. In an 1889 interview published in Scientific American, the ever energetic inventor of the lightbulb claimed he never slept more than four hours a night. Sleep was, he thought, a waste of time.
Yet Edison might have relied on slumber to spur his creativity. The inventor is said to have napped while holding a ball in each hand, presuming that, as he fell asleep, the orbs would fall to the floor and wake him. This way he could remember the sorts of thoughts that come to us as we are nodding off, which we often do not recall.
Sleep researchers suggest Edison might have been on to something. A study published in 2021 in Science Advances reports that we have a brief period of creativity and insight in the semilucid state that occurs just as we begin to drift into sleep, a phase called N1, or non-rapid-eye-movement (non-REM) sleep stage 1. The findings imply that if we can harness that liminal haze between sleep and wakefulness--known as a hypnagogic state--we might recall our bright ideas more easily.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Inspired by Edison, Delphine Oudiette of the Paris Brain Institute and her colleagues presented 103 participants with mathematical problems that had a hidden rule that allowed them to be solved much faster. The 16 people who cracked the clue right away were then excluded from the study. The rest were given a 20-minute break period and asked to relax in a reclined position while holding a drinking glass in their right hand. If it fell, they were then asked to report what they had been thinking prior to letting go.
Throughout the break, subjects underwent polysomnography, a technology that monitors brain, eye and muscle activity to assess a person's state of wakefulness. This helped to determine whether subjects were awake, in N1 or in N2--the next, slightly deeper phase of our sleep.


[image: Thomas Edison resting in his laboratory in New Jersey,]


Resting in his laboratory in New Jersey, Edison took brief breaks from work. But the inventor did not want to spend much time asleep.
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After the break, the study subjects were presented with the math problems again. Those who had dozed into N1 were nearly three times more likely to crack the hidden rule compared with others who had stayed awake throughout the experiment--and nearly six times more likely to do so than people who had slipped into N2. This "eureka moment," as the authors call it, did not occur immediately. Rather it happened after many subsequent attempts to solve the math problem, which is consistent with previous research on insight and sleep.
It's less clear that Edison's technique of dropping objects to ward off deeper sleep works. Of the 63 subjects who dropped the glass as they drowsed, 26 did so after they had already passed through N1 sleep. Still, the findings suggest that we do have a creative window just before falling asleep.
Oudiette says that, like Edison, her personal experience with sleep inspired the study. "I've always had a lot of hypnagogic experiences, dreamlike experiences that have fascinated me for a long time," she says. "I was quite surprised that almost no scientists had studied this period in the past two decades."
A study published in 2018 found that a brief period of "awake quiescence," or quiet resting, increased the odds of discovering the same mathematical rule used in Oudiette's experiment. And psychologist Penny Lewis of Cardiff University in Wales suggests that rapid-eye-movement (REM) sleep--the phase in which our eyes dart back and forth and most dreams occur--and non-REM sleep work together to encourage problem-solving.
Yet for the most part, Oudiette was not aware of any other research specifically looking at the influence of sleep onset on creativity. She could, however, point to plenty of historical examples of this phenomenon.
"Alexander the Great and [Albert] Einstein potentially used Edison's technique, or so the legend goes," Oudiette says. "And some of the dreams that have inspired great discoveries could be hypnagogic experiences rather than night dreams. One famous example is the chemist August Kekule finding the ring structure of benzene after seeing a snake biting its own tail in a 'half-sleep' period when he was up working late." Surrealist painter Salvador Dali also used a variation of Edison's method: he held a key over a metal plate as he went to sleep, which clanged to wake him as he dropped it, supposedly inspiring his artistic imagery.
"This study gives us simultaneous insight into consciousness and creativity," says Adam Haar Horowitz of the M.I.T. Media Lab, who has devised technology to interact with hypnagogic states but did not collaborate with Oudiette's team. "Importantly," he adds, "it's the kind of study that you can go ahead and try at home yourself. Grab a metal object, lie down, focus hard on a creative problem, and see what sort of eureka moments you can encounter."
For University of California, Santa Barbara, psychologist Jonathan Schooler, who also was not involved with the project, the study does not necessarily prove that just anyone will be able to mine their creativity during this early phase of somnolence. As he points out, "residing in the 'sweet zone' might have also simply refreshed the study participants, making it easier for them to solve the problem later." But Schooler acknowledges there may be something very solid in the study's findings. "The new results suggest there is a creative sleep sweet spot during which individuals are asleep enough to access otherwise inaccessible elements but not so far gone the material is lost," he says.
Despite its reputation as the brain's period of "shutting off," sleep is, neurologically speaking, an incredibly active process. Brain cells fire by the billions, help to reactivate and store memories, and, it seems, allow us to conjure our mental creations.
Oudiette hopes not only to confirm her findings through other research but also to determine whether focusing on our hypnagogic state might help solve real-world tasks and problems by harnessing the creative potential of that liminal period between sleep and wakefulness. Additionally, she and her group have considered the potential of brain-computer interfaces to precisely identify brain-wave patterns associated with the onset of sleep, allowing the precise identification of when people should be woken up during their moments of putative insight.
"We could even teach people how to reach this creative state at will," Oudiette envisions. "Imagine playing sounds when people are reaching the right state and other sounds when they are going too far into sleep. Such a method could teach them how to recognize the creative state and how to reach it."

Bret Stetka was a writer based in New York City and editorial director of Medscape Neurology (a subsidiary of WebMD). His work has appeared in Wired, NPR and the Atlantic. He graduated from the University of Virginia School of Medicine in 2005. Stetka died in 2022.
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Your Body Has a Clever Way to Detect How Much Water You Should Drink Every Day

One brain region combines signals from your mouth, gut and blood

By Claudia Wallis
[image: Illustration of a glass with a person representing the water.] Fatinha Ramos



Serious question: How much water does the average adult need to drink every day? You've probably heard the usual answer: eight 8-ounce glasses, sometimes stated as 8 x 8. But there's not much science behind this ubiquitous recommendation. A 2002 research review found essentially no reliable studies. Any truly serious answer to the how-much question will begin with some version of "it depends." Are you in a hot location? Are you exerting yourself? Are you in good health? How big are you? Do you eat a lot of salty foods, or do you load up on fruits and vegetables?
We do need water every day, but the average person gets it from many sources: tea or coffee, soft drinks (which often include sugar that you don't need), and food. "We typically get about 20 percent of our fluid requirements from solid foods and about 80 percent from beverages," says Brenda M. Davy, professor of human nutrition at Virginia Tech University. Health authorities say that to maintain a healthy balance of water, minerals and salts, adults should drink about a liter (34 ounces) of liquid for every 1,000 kilocalories consumed. That works out to be a little over eight cups for someone who takes in 2,000 daily calories--a possible source of the 8 x 8 notion. But most Americans achieve this level of hydration from a variety of foods and drinks, with about a third coming from plain water, according to a 2013 study of nearly 16,000 U.S. adults.
Natural thirst mechanisms are the reason that most of us do not need to be overly concerned about hydration. The adult body is roughly 60 percent water--closer to 80 percent in the lungs and kidneys--and it carefully controls the concentration of water. We are all familiar with the sensory aspect of this regulation: the dry throat and urgent alert of thirst. But neuroscientists have gained other remarkable insights into how thirst is monitored in the body and controlled in the brain.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Researchers have known since the 1950s that a pea-size structure in the brain's hypothalamus controls thirst. In a series of experiments in which he infused salt into the brains of goats, Swedish physiologist Bengt Andersson showed that a region called the subfornical organ (SFO) monitors the concentration of water and salts in blood and triggers the urge to drink. The SFO plays the same role in people. But Andersson's ideas failed to fully explain how we experience thirst. For instance, when we gulp a drink, we feel almost instantly satisfied, and yet it takes 10 to 15 minutes for a liquid to make it from our mouth, through the digestive tract and into the bloodstream. "Something in the brain is saying that your blood may not have changed conditions yet but that you drank enough water so you can stop feeling thirsty," explains neuroscientist Christopher Zimmerman of Princeton University.
In a series of elegant experiments with mice, Zimmerman and his associates measured the activity of neurons in the SFO. "We saw that their activity changed very fast when the mouse drank water or drank salt water and when it ate food," he says. Their research showed that signals converged on the SFO from several places. "You get a signal from the blood that tells your current state of hydration, a signal from the mouth that tells you how much fluid you drank, and a signal from the gut that tells you what was consumed--was it water, was it something else?" The SFO neurons, he explains, "add these signals together" and then transmit the urge to drink or stop drinking.
The big takeaway of Zimmerman's work is that for the most part you can trust your thirst system to tell you when you need to drink, as opposed to following some arbitrary advice. But there are exceptions. Because the system's sensitivity may decline with age, older adults may need to set reminders to drink--the 2013 study found that, on average, people older than 70 failed to get adequate hydration. People with certain conditions, including kidney stones and diarrhea, also need extra water. And research by Davy and others indicates that middle-aged and older people who are trying to lose weight or maintain weight loss consume fewer calories if they fill up with 16 ounces of water before meals.
Other parts of the brain--the ones used in planning--should help with hydration on hot days and when exercising. Thirsty or not, Zimmerman says, he drinks water before going for a run: "My thirst neurons don't know I'm about to run 10 miles."

Claudia Wallis is an award-winning science journalist whose work has appeared in the New York Times, Time, Fortune and the New Republic. She was science editor at Time and managing editor of Scientific American Mind.
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What Vitamins and Minerals Really Do in Your Body

Humans need around 30 vitamins and minerals to keep our bodies functioning

By Clara Moskowitz, Jen Christiansen & Miriam Quick
[image: Detail of a graphic shows what human body parts different vitamins and minerals are associated with, alongside a recommended and maximum daily dose chart.] Jen Christiansen



Food gives us energy, but just as important, it delivers vitamins and minerals. There is essentially no bodily function that doesn't depend on at least one of these compounds, roughly 30 of which are considered crucial. They help our hearts beat and our lungs breathe. They enable our bodies to build new muscle, skin and bone cells. They allow nerves to send signals to the brain and the immune system to fight invaders. We literally can't live without them.
The difference between vitamins and minerals is that the former are organic--made by a plant or animal--and the latter are not. We absorb vitamins directly from the plants and animals we eat. We get minerals, which come from rocks, dirt or water, sometimes from the environment and sometimes from living things we eat that absorbed them before they died.
"Vitamins and minerals work in wild and wondrous ways, some of which we understand, many of which we're still trying to understand," says Howard D. Sesso, associate director of the division of preventive medicine at Brigham and Women's Hospital and medical editor of the Making Sense of Vitamins and Minerals report from Harvard Medical School. "And there's tremendous variation in how we all consume, digest, absorb and utilize the nutrients in a particular food we're eating."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Key Functions * Listed here are the main known uses of different nutrients, although scientists suspect there are many that are undiscovered. Furthermore, vitamins and minerals often interact with one another and help to promote the reactions of other nutrients.
CATEGORY: Water-Soluble Vitamins
These vitamins can dissolve in water.
	Vitamin B1 (thiamin) * Helps to turn food into energy. Promotes skin, hair, muscle and brain health. Critical for nerve function. * Rich Food Sources: Pork, brown rice, soy milk, watermelon, acorn squash 

	Vitamin B2 (riboflavin) * Helps to turn food into energy. Boosts skin, hair, blood and brain health. * Rich Food Sources: Meat, milk, eggs, yogurt, cheese, green leafy vegetables

	Vitamin B3 (niacin, nicotinic acid, nicotinamide) * Helps to turn food into energy. Essential for healthy skin, blood cells, brain and nervous system. * Rich Food Sources: Meat, poultry, fish, whole grains, mushrooms, potatoes, peanut butter 

	Vitamin B5 (pantothenic acid) * Helps to turn food into energy. Helps to produce lipids, neurotransmitters, steroid hormones and hemoglobin. * Rich Food Sources: Chicken, egg yolk, whole grains, broccoli, mushrooms, avocados

	Vitamin B6 (pyridoxine, pyridoxal, pyridoxamine) * Metabolizes amino acids and helps cells replicate. Helps to produce red blood cells and neurotransmitters essential for brain function. * Rich Food Sources: Meat, fish, poultry, legumes, tofu, potatoes, bananas, watermelon 

	Vitamin B7 (biotin) * Helps to convert food into energy and make glucose. Helps to build and break down some fatty acids. Promotes bone and hair health. * Rich Food Sources: Whole grains, organ meats, egg yolks, soybeans, fish 

	Vitamin B9 (folate, folic acid, folacin) * Metabolizes amino acids and helps cells multiply. Vital for new cell creation. Helps to prevent brain and spine birth defects when taken early in pregnancy. * Rich Food Sources: Asparagus, okra, spinach, turnip greens, broccoli, legumes, orange juice, tomato juice 

	Vitamin B12 (cobalamin, cyanocobalamin) * Metabolizes amino acids and helps cells multiply. Protects nerves and encourages their growth. Helps to build red blood cells and DNA. * Rich Food Sources: Meat, poultry, fish, milk, cheese, eggs 

	Vitamin C (L-ascorbic acid) * Makes collagen, as well as the neurotransmitters serotonin and norepinephrine. Works as an antioxidant. Boosts the immune system. * Rich Food Sources: Fruits (especially citrus), potatoes, broccoli, bell peppers, spinach, strawberries, tomatoes, brussels sprouts 


CATEGORY: Water-Soluble Nutrient
Choline is organic and water-soluble, but it's not classified as either a vitamin or a mineral. It's somewhat similar to B vitamins.
	Choline (formerly called vitamin B4 ) * Helps to make the neurotransmitter acetylcholine. Aids in metabolizing and transporting fats. * Rich Food Sources: Milk, eggs, liver, salmon, peanuts 


CATEGORY: Fat-Soluble Vitamin
These organic nutrients dissolve in fats and oils and are mostly found in fat tissue and the liver.
	Vitamin A (retinoids--preformed vitamin A, beta carotene--converts to vitamin A) *  Important for vision, cell health, bone formation and immune system function. * Rich Food Sources: Liver, fish, eggs, sweet potatoes, carrots, pumpkins, squash, spinach, mangoes, turnip greens  

	Vitamin D (calciferol, cholecalciferol--vitamin D3 , ergocalciferol--vitamin D2 ) * Helps to keep calcium and phosphorus at normal levels in the blood. Assists in forming teeth and bones. * Rich Food Sources: Fortified milk or margarine, fortified cereals, fatty fish (Your body also uses sunlight to make vitamin D.)

	Vitamin E (alpha-tocopherol) * Acts as an antioxidant, aids the immune system and supports vascular health. * Rich Food Sources: Vegetable oils, wheat germ, leafy green vegetables, whole grains, nuts

	Vitamin K (phylloquinone--vitamin K1 , menaquinones--vitamin K2 ) * Aids in bone formation. Activates proteins and calcium essential for blood clotting. * Rich Food Sources: Cabbage, liver, eggs, milk, spinach, broccoli, sprouts, kale, collards, other green vegetables


CATEGORY: Major Mineral
The body needs relatively large amounts of these minerals, although too much of one can sometimes block the absorption of another.
	Calcium * Helps to build and protect teeth and bones. Aids with muscle function, blood clotting, nerve impulse transmission, hormone secretion and enzyme activation. * Rich Food Sources: Yogurt, cheese, milk, tofu, sardines, salmon, fortified juices, broccoli, kale 

	Chloride * Balances fluids in the body and forms part of the stomach acid, which helps to digest food. * Rich Food Sources: Salt (sodium chloride), soy sauce, processed foods 

	Magnesium * Necessary for chemical reactions in the body. Aids in muscle contraction, blood clotting and regulation of blood pressure. Helps to build bones and teeth. * Rich Food Sources: Spinach, broccoli, legumes, cashews, sunflower and other seeds, halibut, whole wheat bread, milk 

	Phosphorus * Builds and protects bones and teeth. Forms a part of DNA and RNA. Helps to convert food into energy. Helps to move nutrients into and out of cells. * Rich Food Sources: Milk and dairy products, meat, fish, poultry, eggs, liver, green peas, broccoli, potatoes, almonds   

	Potassium * Helps to balance fluids in the body. Helps to maintain a steady heartbeat and send nerve impulses. Required for muscle contractions. * Rich Food Sources: Meat, milk, fruits, vegetables, grains, legumes  

	Sodium * Helps to balance fluids in the body. Helps to send nerve impulses. Needed for muscle contractions. Impacts blood pressure. * Rich Food Sources: Salt, soy sauce, processed foods, vegetables   

	Sulfur * Helps to shape and stabilize protein structures. Necessary for healthy hair, skin and nails. * Rich Food Sources: Protein-rich foods, such as meat, fish, poultry, nuts, legumes   


CATEGORY: Trace Mineral
Only small quantities of these are necessary for the body, but they are as essential as the major minerals.
	Chromium * Boosts insulin activity, helps to maintain normal blood glucose levels, and is required to free energy from glucose. * Rich Food Sources: Meat, poultry, fish, eggs, potatoes, some cereals, nuts, cheese, brewer's yeast  

	Copper * Important for iron metabolism and the immune system. Helps to make red blood cells. * Rich Food Sources: Liver, shellfish, nuts, seeds, whole-grain products, beans, prunes, cocoa, black pepper   

	Fluoride * Strengthens bones and stimulates new bone formation. Prevents tooth decay. * Rich Food Sources: Fluoridated water, toothpaste with fluoride, marine fish, teas 

	Iodine * Necessary for synthesizing thyroid hormones, which help to maintain body temperature and influence nerve and muscle function. * Rich Food Sources: Iodized salt, processed foods, seafood  

	Iron * Helps to transport oxygen through the body. Required for chemical reactions in the body and for making amino acids, collagen, neurotransmitters and hormones. * Rich Food Sources: Red meat, poultry, eggs, fruits, green vegetables, fortified bread and grain products 

	Manganese * Helps to form bones and metabolize amino acids, cholesterol and carbohydrates. * Rich Food Sources: Fish, nuts, legumes, whole grains, tea   

	Molybdenum * Forms part of several enzymes, including one that protects against potentially deadly neurological damage in infants. * Rich Food Sources: Legumes, nuts, grain products, milk 

	Selenium * Acts as an antioxidant and helps to regulate thyroid hormone activity. * Rich Food Sources: Organ meats, seafood, walnuts, sometimes plants (depends on soil content), grain products 

	Zinc * Helps to form enzymes and proteins and to build new cells. Frees vitamin A from storage in the liver. Vital for the immune system, taste, smell and wound healing. * Rich Food Sources: Red meat, poultry, oysters and some other seafood, fortified cereals, beans, nuts  


Delicate Balance
When we eat too much of one vitamin or mineral, it can cause the loss of another. For instance, an excess of sodium will deplete calcium because these nutrients bind together, causing the body to excrete them both when it flushes out the sodium.
Getting Enough
In the U.S., nutrition deficiencies are relatively rare, although malnutrition is increasing, especially among older age groups. The most common deficiencies are of vitamin B6, iron and vitamin D. Of all the vitamins and minerals, Americans are least likely to be deficient in vitamin A, vitamin E and folate (B9).
Beneficial combinations
Some nutrients work best as a team. Vitamin D helps us absorb calcium, for instance, and potassium encourages the excretion of excess sodium. Folate (B9) is best absorbed if B12 is around, and the two work together to help cells divide and multiply.
Doses
The recommended daily intake depends on age, sex, and many other factors. Dosage icons here are purposefully large to show the big-picture variation between different nutrients.
[image: Graphic shows recommended and maximum daily intake of vitamins and minerals for adults. Water-soluble and fat-soluble vitamins have a wide range of recommended doses. Major mineral recommendations are relatively high: Trace mineral recommendations are lower.]Jen Christiansen



[image: Graphic shows what human body parts different vitamins and minerals are stored in. The liver, bones and teeth, muscles and blood top the list for sheer number of different nutrients they hold for later use.]Jen Christiansen



For more information: Dietary Supplement Fact Sheets, National Institutes of Health; Making Sense of Vitamins and Minerals, a special health report by the editors at Harvard Health Publishing in consultation with Howard D. Sesso, 2022.

Clara Moskowitz is a senior editor at Scientific American, where she covers astronomy, space, physics and mathematics. She has been at Scientific American for a decade; previously she worked at Space.com. Moskowitz has reported live from rocket launches, space shuttle liftoffs and landings, suborbital spaceflight training, mountaintop observatories, and more. She has a bachelor's degree in astronomy and physics from Wesleyan University and a graduate degree in science communication from the University of California, Santa Cruz.

Jen Christiansen is author of the book Building Science Graphics: An Illustrated Guide to Communicating Science through Diagrams and Visualizations (CRC Press) and senior graphics editor at Scientific American, where she art directs and produces illustrated explanatory diagrams and data visualizations. In 1996 she began her publishing career in New York City at Scientific American. Subsequently she moved to Washington, D.C., to join the staff of National Geographic (first as an assistant art director-researcher hybrid and then as a designer), spent four years as a freelance science communicator and returned to Scientific American in 2007. Christiansen presents and writes on topics ranging from reconciling her love for art and science to her quest to learn more about the pulsar chart on the cover of Joy Division's album Unknown Pleasures. She holds a graduate certificate in science communication from the University of California, Santa Cruz, and a B.A. in geology and studio art from Smith College. Follow Christiansen on Bluesky @jenchristiansen.com

Miriam Quick is a data journalist and researcher specializing in information visualization.
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Hearing Aids May Lower Risk of Cognitive Decline and Dementia

As few as 15 percent of people who would benefit from hearing aids use them

By Lydia Denworth
[image: Illustration of an elderly man and a young girl birdwatching.] Jay Bendt



A friend of mine noticed that she couldn't always hear her phone ringing or family members calling from another room. A hearing test revealed mild loss in high frequencies, which was possibly age-related--she was in her early 60s, and some difficulty with these frequencies can come with advancing years. She didn't need hearing aids yet but said she would monitor the situation and get them if the time came. She was glad she asked for the test.
Not many people do, nor do most doctors offer. It's not routine to screen adults for hearing loss even though about 14 percent of Americans older than 12 have trouble hearing. The prevalence increases dramatically with age, to half or more of those older than 70. Hearing loss often comes on so gradually that many don't notice; others ignore it. Only an estimated 15 to 25 percent of adults who would benefit from hearing aids use them, and use is lowest among people who have less access to health care.
Yet research has revealed that even mild or moderate hearing loss in older adults is associated with accelerated cognitive decline. People with hearing loss are more likely to develop dementia, and the likelihood increases with the severity of the loss. In 2020 a Lancet Commission on dementia identified hearing loss as the leading modifiable midlife risk factor for later development of the disease.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

In July 2023, at the annual meeting of the Alzheimer's Association, Frank Lin, an otolaryngologist and director of the Cochlear Center for Hearing and Public Health at Johns Hopkins University, presented results from a first-of-its-kind randomized clinical trial of 977 adults between ages 70 and 84 with untreated hearing loss. One group received best-practice hearing care, including aids, and another group took part in a program about successful aging. Three years later hearing aids did not make much difference to the healthiest participants. But those who were at higher risk for dementia because of age and underlying health conditions saw a 48 percent reduction in cognitive change if they got hearing aids.
When hearing loss is untreated, the brain's organization changes, says auditory neuroscientist Anu Sharma of the University of Colorado Boulder. In adults with mild hearing loss, studies show a decrease in gray matter. Sharma found early signs that vision and touch areas of the brain encroach on and repurpose underused hearing areas. Adults with hearing loss also show more activity in working memory areas; they need to make extra efforts just to listen, Sharma says, which may deplete cognitive reserves.
Hearing loss is also associated with more falls, higher health-care costs, and increased loneliness and social isolation. "Hearing is fundamental to healthy aging," says Nicholas Reed, an audiologist and epidemiologist at Johns Hopkins, who worked with Lin on the cognitive-decline study.
These consequences of hearing loss contributed to the Food and Drug Administration's decision in 2022 to create a category of over-the-counter (OTC) hearing aids. Traditional aids, dispensed by audiologists, average $4,000 to $5,000 a pair and are not covered by Medicare or most private insurance. Most of the new OTC devices cost between $500 and $1,900. But quality varies a lot in this range. The high end includes customizable devices. Less expensive aids are preset with limited options--a one-size-fits-all approach that doesn't really fit all.
Most users of OTC aids still benefit from getting setup help and then troubleshooting devices. But help doesn't have to come from audiologists. In Baltimore, the Johns Hopkins Cochlear Center has a successful program of peer mentoring for older low-income adults with hearing loss.
It's too soon to assess whether the new devices will close the yawning gap between the large need for hearing aids and the smaller demand for them. In one survey, only about half of nonusers said they would use hearing aids even if they were free. It may help that popular consumer-oriented brands such as Hewlett-Packard and Jabra have jumped into the field. The key to getting around the stigma will be "the ubiquity of wanting to hear well" and the sense that "everyone is doing it," Lin says. If "wireless earbuds also become hearing aids, that changes the whole perspective of what it means to use hearing technology."

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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A-fib--a Rapid, Irregular Heartbeat--Can Kill You, but New Tech Can Spot It

A fluttering heartbeat called A-fib can lead to stroke, but smartwatches can detect it, and there are good treatments

By Lydia Denworth
[image: Illustration of a hand clutching its heart, with a heart beat line above it.] Jay Bendt



A few years ago I was out walking with an older relative when she suddenly stopped and put her hands out for support. Her heartbeat had gone haywire, causing chest pains and making her feel lightheaded and short of breath. The incident ended after a few minutes, but it was alarming to both of us. Yet it was also familiar for her--she had felt these sensations a few times before. Over the next year these episodes happened more and more often, and eventually she felt unwell most of the time. It was atrial fibrillation, or A-fib, which turns a normal, regular heartbeat into a rapid, irregular and dangerous stutter.
Fortunately, my relative's A-fib was successfully treated with medication and cardioversion, a procedure that uses a jolt of electricity to shock the heart back into a normal rhythm. But since my introduction to A-fib that day in the park, I've met it repeatedly. Another relative needed cardioversion twice. And I learned that a friend had a stroke triggered by A-fib when he was in his 50s. In addition to strokes, A-fib can bring on heart attacks, cardiac failure, blood clots and even dementia.
I'm not imagining the sudden ubiquity of this condition. Its prevalence has quadrupled over the past 50 years, according to recent studies. These high numbers are partly attributable to increased surveillance--the more you look for A-fib, the more you find it. But the jump also reflects the fact that people live longer than they did decades ago, and age is a risk factor. There's been a parallel rise in conditions such as obesity, diabetes and high blood pressure, which also heighten risk, even in younger people. Smoking and sleep apnea are additional risk factors. Epidemiologists now put the lifetime risk of A-fib at about one in three for white people older than 40. For Black people, it is one in five. The reason for that lower prevalence is unclear. It might be partly a result of underdiagnosis.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Yet a third of people who have A-fib don't know it. An episode can come and go quickly (paroxysmal A-fib), so people might feel tired or short of breath for a moment but recover and not go to a doctor about it. A 2023 study estimated that over a two-year period almost one quarter of cases will go undiagnosed.
A-fib occurs when electrical signals in the upper chambers of the heart--the atria--misfire. The resulting irregular heartbeat causes blood to pool instead of being pumped out to the lower chambers. In addition to its deadly consequences, A-fib can make people physically uncomfortable and limit their activities. "We've begun to appreciate the toll A-fib takes on the quality of life," says cardiologist and electrophysiologist Mintu Turakhia of Stanford University.
Atrial fibrillation is also a primary example of the effects of health inequities, says cardiologist Jared Magnani of the University of Pittsburgh: "It's a disease that requires monitoring and detection. Then it requires access to medical care, with a partner in making decisions about things like [medication], and finally more advanced therapies and treatment." A 2022 study published in Circulation showed that compared with residents in well-to-do neighborhoods in Ontario, residents of the province's most deprived areas were less likely to visit a cardiologist or to receive treatment for A-fib and had poorer outcomes.
There has been a sex gap in diagnosis and treatment, says Louise Segan, a cardiologist and electrophysiologist at the Alfred Hospital and a researcher at the Baker Heart and Diabetes Institute, both in Melbourne, Australia. Segan has treated many women who had previously been told that their A-fib symptoms were caused by anxiety. Some weren't referred for treatment at the same rate as men, she says. Earlier studies suggested women experience more complications after cardiac interventions, but research has been helping to debunk this idea. An extensive 2023 subanalysis of a large study published in JAMA Cardiology showed no significant differences in outcomes by sex for people treated with a technology called pulsed field ablation.
The benefits of detecting A-fib early are considerable. When clinicians can restore normal rhythm, Turakhia says, it alters the trajectory of disease and outcomes for years to come. Paroxysmal A-fib is easier to treat than the more serious "persistent" version of the disease. For all types, lifestyle changes such as improving nutrition, stopping smoking and cutting back on alcohol are more effective early as well. There are also medications that can slow heart rate and control the rhythm. In November 2023 leading medical groups issued new guidelines for preventing and treating A-fib. They call for a stronger focus on heart-healthy habits and early, more aggressive efforts to control heart rhythms.
The good news is that A-fib is getting more attention, in part thanks to publicity campaigns--one features basketball great and writer Kareem Abdul-Jabbar talking about his diagnosis with the condition. A-fib is also well suited to the growing popularity of wearable technology, which could catch more undiagnosed cases. For instance, the 2019 Apple Heart Study showed that the Apple Watch could successfully detect irregular heart rhythms. Confirmation of A-fib still requires further testing, but that, too, can be done at home with wearable electrocardiography patches, which record days' worth of data and get returned to physicians for analysis. This type of ongoing monitoring is particularly useful for a condition that can come and go before a patient gets to a doctor's office.
More than 400,000 people downloaded the Apple Study app and agreed to participate in the research, which suggests A-fib is on people's minds. And the earlier it's on their minds, the less likely it is to be in their hearts.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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Quack Cancer Diets Endanger People. Stick to Science-Backed Medicine

False cures and dangerous misinformation, from the misguided to the exploitative, surround cancer patients, with the capacity to do serious harm

By David Robert Grimes
[image: CAR T cells (small round) attack an apoptotic cervical cancer cell (Hela), showcasing immune system's precision in targeting tumors.]A composite colored scanning electron micrograph shows T cells and a cervical cancer cell.

 Steve Gschmeissner/Science Source



Cancer is a deeply emotional diagnosis, so rooted in our fears that seemingly miraculous cures never fail to capture attention. In May 2024, for example, a viral tweet proclaimed an ostensible medical miracle: a woman with breast cancer shirked chemotherapy to cure her cancer with a special dietary protocol. Yet although millions embraced the claim, few undertook the minimal detective work needed to ascertain that she in fact had surgery, a standard intervention for low-risk localized breast cancer. That detail was tellingly absent from the hyperbole about her cure.
Such disingenuous behavior around cancer is not uncommon, nor are such claims unique. Across TikTok, videos on cancer-curing diets garner billions of views. For Amazon and other online retailers, cancer diet books are top sellers. Online and off, snake-oil peddlers hawk miracle cancer cures not backed by any science, from alternative therapy to herbal remedies. For patients and loved ones, promises that something simple might cure or prevent cancer are understandably appealing. But far from being anticancer talismans, these purported treatments often come laden with insidious harm.
The notion that a particular diet, for example, can cause, or cure, cancer is ubiquitous but erroneous. Some foods are known carcinogens, such as alcohol and processed meat, with heavy consumption of the latter increasing absolute risk for colorectal cancer over a lifetime by approximately 1 percent. But there are no miracle diets that cure cancer, nor is any particular diet responsible for it. In a 2023 article in the Lancet Oncology, surgeon and cancer survivor Elizabeth O'Riordan and I delved into the disturbing prevalence of dietary myths surrounding cancer. Assertions that sugar or carbohydrates "feed" cancer feature prominently, giving rise to the related claim that high-protein ketogenic or all-meat diets cure it. At the complete opposite end of the nonsense spectrum, others insist that acidity enables cancer cells to take hold, advocating alkaline or vegan diets to stave off disease.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

These claims are false, stemming from a glaring misunderstanding of a real phenomenon in cancer biology involving the way cells are fueled. In healthy tissue, cells get energy from "aerobic" respiration, using oxygen to produce ample amounts of adenosine triphosphate (ATP), the energy source for our cells. Tumor cells, in contrast, often use far more inefficient glycolysis, which forgoes oxygen and instead uses additional glucose to yield lesser amounts of ATP. The predilection of cancer cells toward this "anaerobic" respiration is known as the Warburg effect. When German medical scientist Otto Warburg discovered it in 1924, he suggested this switch to glycolysis might drive cancer. We now know the shift stems from the mutations that lead to cancer, rendering it a consequence rather than a cause.
Dietary evangelists, however, seem to have missed the past century of cancer research. Although tumor cells disproportionately consume glucose, you cannot "starve" cancer by avoiding carbohydrates. That's because normal aerobic respiration also needs glucose--and without it the patient simply ends up starving. Nor does your body especially care whether the source of that initial glucose is a carrot or carrot cake. The major risk with restrictive diets in cancer is that they may result in weight loss that is unsafe without guidance from an oncology dietitian.
The same confusion lurks behind alkaline and vegan diets for cancer. When tumor cells switch to glycolic respiration, a byproduct makes the tumor microenvironment acidic. Believers in these diets insist nonacidic foods reverse this switchover, but again this is sorely misguided. Acidity is not a cause of cancer but a consequence. Tissue acidity can't be changed through diet; it is tightly regulated by our bodies, a blessing that prevents spicy meals from literally killing us. Obesity is linked to cancer, but the link arises from a complex interplay of hormone signaling in fat cells and resultant inflammation, not any specific diet.
Patients bombarded with these claims may be shamed into thinking they "caused" their cancer or, even worse, embracing these diets without realizing induced weight loss can be highly dangerous.
Cancer quackery goes far beyond food: "natural" cures for cancer abound, from homeopathy to energy healing, all proffered without a modicum of evidence. Painless miracle cures flaunted with high confidence and suspect testimonials hold more allure for vulnerable patients than often invasive conventional, effective treatment, which almost always has serious side effects.
But patients who turn to alternative and complementary treatments tend to fare worse, having a significantly higher risk of dying relative to those who do not use complementary approaches, even when all other relevant factors are considered. For some cancers, the use of complementary medicine is associated with more than a doubling in the risk of death. This is probably because patients with these conditions often delay or refuse conventional treatment until problems become more advanced and much more resistant to efficacious therapies. Apple's Steve Jobs is an exemplar of this decision-making: He was diagnosed with a rare type of pancreatic cancer that is treatable with surgery if caught in time. But Jobs rejected conventional treatment, opting for juicing diets instead. By the time he conceded they were not helping, his cancer was too advanced to treat. Jobs's death made headlines because of his fame, but similar tragedies play out daily for bereaved families worldwide.
Even more cruel, alternative cancer clinics promise miracles, operating in poorly regulated regions worldwide. With lofty promises and slick testimonials, they exploit patients for vast fortunes, commodifying false hope. Their litany of offenses is as appalling as it is extensive: some falsely declare patients cancer-free with inaccurate scans, peddle ineffective but dangerous concoctions, or use patient testimonials after the patient has died. All are utterly unconcerned with patients' well-being, leaving them and their loved ones destitute.
Those pushing "natural" cures cause further harm when they insist that conventional treatment is a scam and that a cure for cancer is suppressed by the nebulous big pharma. So prevalent is this conspiracy theory that 37 percent of Americans believe the FDA is withholding a cancer cure, despite such a deception being virtually impossible. A single "magic bullet" cure is unrealistic to start with because cancer is not one disease but myriad maladies, united only by the fact that cancer cells don't obey the rules limiting their proliferation the way healthy cells do.
Complex as cancer is, the real news is that survival rates improve year after year. Recent years have seen some extremely promising developments in cancer vaccines, with more on the horizon. But the dark reality of the social media era is that misinformation about cancer is rife with serious dangers for patients. Miraculous claims may hold understandable appeal, but our best protection against charlatans and fools is always healthy skepticism.
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

David Robert Grimes is a scientist and author of Good Thinking: Why Flawed Logic Puts Us All at Risk and How Critical Thinking Can Save the World (The Experiment, 2021). His work focuses on health disinformation and conspiracy theory, and he is an international advocate for the public understanding of science. Grimes is a recipient of the Nature/Sense about Science Maddox Prize and a fellow of the Committee for Skeptical Inquiry.
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Why Some People Get Sick More Often

Genetic susceptibilities, the environment and the body's response to inflammation all influence our odds of falling ill

By Elana Spivack
[image: A woman wrapped in a blanket with her hand on her face while holding a cup of tea.] martin-dm/Getty Images



Everyone gets sick. Despite all the vegetables we eat or vitamins we gulp down, sooner or later pathogens such as viruses and harmful bacteria infiltrate our bodies, and we need to take a time-out. We sit back and let our immune system do its job.
But when it comes to getting sick, not all immune systems are equal. Some people seem to get sick much more often than others. One could easily conclude that these individuals--such as elementary school teachers or hospital workers--are merely exposed to sick people more often. But susceptibility to illness isn't as simple as the odds of being exposed to someone with a cold. Each person gets sick differently.
Moreover, people recover differently. Not everyone returns to their baseline level of health after the flu or COVID. The biology behind why and how some people get sick more often than others is still largely unknown. But a paper published in 2023 in Nature Communications shines a light on the components of immune resilience--the ability to restore immune functions that stave off diseases and control inflammation caused by infectious diseases, as well as other sources of inflammation.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Scientific American spoke with the study's lead author, Sunil Ahuja, a professor of medicine at the University of Texas Health Science Center at San Antonio and director of the Department of Veterans Affairs Center for Personalized Medicine, about why some people fall ill more often.
"Some people are infected yet don't get sick, because they had a really good inflammatory response." --Sunil Ahuja,  University of Texas Health Science Center at San Antonio

An edited transcript of the interview follows.
Why are some people more susceptible to getting sick?
In general, one would consider three main factors. One would be genetic susceptibility: you're born with a genetic predisposition to becoming infected more easily. You could have inborn errors, such as polymorphisms in genes that are well described for host immunity.
Second would be environments where there's a heavy burden of infection. If you look at our ancestors, a lot of them passed away by the time they were in their 50s because they had a greater antigenic load [the amount of inflammatory stress an infection causes] before there were vaccines, higher living standards and better sanitation.
These are kind of static factors. But then the third factor is response to inflammatory stress. I might respond in one way to one infection and in another way to a different infection. It's a yin-yang. Environment plays a role, and that same genetic thing that's protective against one infection can be detrimental for another infection. People show variation in how they respond to these challenges--which could also have a genetic basis. When we respond to challenges, we all have what I would call "a burst of inflammation." We all need some inflammation, but it has to be the right amount at the right place at the right time. The injured or infected site gets swollen, red and warm. These signs of inflammation at that site are saying, "Help, I need white blood cells to show up at that site to ward off further spread of this inflammation and to allow for healing." The body produces these chemical substances, which we now call chemokines. "Chemo" stands for "chemoattractant"--it's the attractant for white blood cells.
There are people who can be hyperinflamed and hypoinflamed. People vary in their amount of inflammation. In our study, being able to control inflammation and preserve immunocompetence was associated with being asymptomatic. Some people are infected yet don't get sick, because they had a really good inflammatory response.
It seems that people in some professions, such as teachers, get sick more often. Why is that?
One reason is in part related to the microbial load. You're taking 30 or 40 kids into close quarters. It's exposure. Not everyone will get sick. It's a subgroup of these people. This susceptibility is population-based, not individual-based. If I took a group of day care workers, they have so much exposure to respiratory viruses, influenza, and so on. The greater the exposure, the greater the likelihood there will be some degradation.
I told you about inflammation and how it can increase or decrease an effective immune response. We go through such cycles repeatedly in our life. There will be some people who, despite these repeated cycles, manage to preserve that resilience piece; there will be some people whose response is moderately degraded; and there will be some people who have this susceptibility at any age to degrade--that's what we call nonoptimal.
The traditional way of doing research is to compare the old versus the young. This presumes that the only thing that is different between a young person and an old person is their age when, in fact, that's not quite true. One might need to break down the old group into varying degrees of immune health. That'd be like saying, "I'm in my 60s" which I am--"and I'm now an old fart, and I'm like every other old fart." That may not be true. There are old farts who are 110 years old who do just fine.
As a whole, a group may be at greater risk of getting infections, but that risk is largely localized to those people with eroded immune health. Among that group is a subset who are susceptible to degraded immune resilience--that is, among people of a similar age. We know that as one grows older, one's immunocompetence declines. So these infections tend to degrade our immune health at any age.
How can immune resilience affect a person's longevity?
We could categorize people into four groups. People who have high immunocompetence and low inflammation--by definition the most protected group--live longer. Then you have those with low immunocompetence and high inflammation. These people will, unfortunately, after controlling for age, die sooner than others. Those who have high immunocompetence, which is good, coupled with high inflammation, which is bad, have an intermediate lifespan. So do those who have low immunocompetence and low inflammation.
I want to give you an example of those cycles, such as in people who have had a natural influenza infection. Temporarily, they turned on so-called mortality-associated biomarkers. Over time there was a recovery process. We have these injury-repair cycles. If people have too much injury and not enough repair, they will have some residual inflammation. They got hit with influenza, and then, over time, they recovered, but there was a small group who had this residual stuff left behind.
Are there ways to prevent an infection from seriously harming you?
That would be analogous to saying, "Can I be certain that when I go to my grocery store, some idiot does not want to kill me?" So I don't think so. Some of the fittest people have gotten the flu and passed away. Among people who have good immune health, can I predict a priori that they will do as well during an infection? I cannot predict that. That is the problem. We do know that people, even young people, who have poor immune health don't do so well after a vaccine. I could advise them that there is a chance that they may not do so well after getting vaccinated because of their immune health score.
I can only tell you ways to possibly prevent exposure risks that could potentially protect you.
How can you reduce your risk of getting exposed to pathogens?
I'm still very pleased when I see older veterans walking into the hospital with a mask on because it tells me they still understand the basic principle that their immune health is poor, or they've been informed of it, and they protect themselves.
Your diet and, I suspect, most important, exercise also play a role. I suspect that people who maintain regular sustained exercise, not just periodic exercise, are afforded immune benefits. There's a huge behavioral component to all of this--to change human behavior to mitigate risk. I think behavioral change is so difficult.
The two major things that I would focus on are to use commonsense precautions and to address behavioral issues.

Elana Spivack is a science journalist in New York City who covers reproductive health, food science, and more. Follow her on X @ElanaSpivack
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How to Keep Muscles Strong as You Age

Here's why older adults naturally lose muscle mass over time and how regular physical activity and resistance training can help

By Lauren J. Young
[image: Gym owner helping mature female client with technique during workout in gym]A gym owner helps a client with technique during a workout.

 Thomas Barwick/Getty Images



Almost everyone shrinks with old age. Many older adults have more difficulty gaining muscle than they did in their childhood and teenage years. And when it comes to maintaining that muscle, the phrase "use it or lose it" holds weight, says Michelle Gray, a physiologist and professor of exercise science at the University of Arkansas.
"I work primarily with older adults who are trying to build and/or maintain muscle throughout their lifespan, and really how that happens is you use it or lose it," Gray says.
But she adds that not all hope is lost. "It really is the neurology, as well as the muscular system and the interactions between the two, that changes," she says. "And there's a fair amount of evidence that says all of those things are still there and [that] we can retrain them."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

"If you look at who's shrinking and how much they're shrinking, it predicts really important stuff." --Stephanie Studenski, University of Pittsburgh

Several factors contribute to involuntary age-related muscle loss. The exact age when people start to see a decline in muscle mass varies, Gray says, but many begin to experience noticeable changes in their 30s. Studies suggest that muscle mass decreases by about 3 to 8 percent per decade after age 30 and at higher rates after age 60. Losing that strength may not only make it harder to keep up with daily activities but also can have significant health consequences.
"If you look at who's shrinking and how much they're shrinking, it predicts really important stuff like how long you're going to live, how vulnerable you are to getting sick and having to be in the hospital, how likely you are to develop problems taking care of yourself," says Stephanie Studenski, a geriatrician and professor emeritus at the University of Pittsburgh.
Changes in Muscle Tissue and Cells
Muscle is a dynamic tissue, Studenski explains. "Your whole life, there's turnover. We're growing new muscle and breaking down old muscle all the time," she says.
There are three main types of muscle tissue: smooth muscle lines the gut wall and organs, except the heart; cardiac muscle is striated and makes up most of the heart; and skeletal muscle, also striated, can be found in the arms and legs. Skeletal muscle is often the kind that's assessed for sarcopenia, a type of muscular atrophy in which age related loss of muscle and strength is accelerated. Sarcopenia was classified as a disease in 2016. Muscle tissue is made up of long, slim fibers, each containing a single muscle cell. The cells produce specific proteins--actin and myosin--that cause muscles to contract and relax like rubber bands at different speeds. But as we age, there is a decline in the overall number of muscle cells--along with mitochondria, which are essential for producing and storing energy in muscle. Mutations build up over time in the cells, sometimes causing the production of defunct proteins, which makes those rubber bands overstretched or less snappy, Studenski says.
Faulty muscle proteins and mitochondria, along with some other changes with age, have been linked to impairment of the connection between muscles and the nervous system, called the neuromuscular junction. This junction between motor nerves and muscle tissue is where brain signals are transmitted for muscle contraction and movement. Issues in communication between nerves and muscles can create weakness and a decline in muscle mass.
Changes in hormone levels are also linked to age-related muscle loss. The gradual decrease in testosterone we experience as we age, for example, can lead to a decrease in the production of muscle proteins. Poor diet and malnutrition also influence muscle loss--generally, appetite and food intake tend to decrease with age.
Physical Activity and Exercise
Although natural aging plays a dominant role in sarcopenia, a lack of physical activity also contributes to the loss of muscle mass. As people age, they tend to become less active, Gray says. "There are some disease processes that occur [that cause muscle loss], but in a healthy adult who is aging, it really is a decrease in physical activity throughout the lifespan driving that negative change in muscle mass," she says.
Sedentary or less active lifestyles don't always lead to muscle loss in older adults, but movement and exercise influence muscle size and strength. Just a short break in muscle use can cause a reduction in muscle mass, even in younger people.
[image: A dumbbell against a red background]Brad Wenner/Getty Images



Proper diet and physical activity can combat some age-related muscle loss, Gray says. Maintaining muscle comes down to continued movement. "Doesn't matter if you garden or if you ride a bicycle like I do or if you go to the gym," she says. "You can help maintain your muscle mass by continuing to do the things that you're already doing."
Research over the decades has shown that resistance training in older adults can help increase muscle mass. Several types of resistance training and exercises can benefit older adults, but Gray recommends high-velocity resistance-training programs. High-velocity resistance training targets muscle power (lifting a weight quickly) in addition to strength (lifting a heavier weight). Typically, high-velocity training is practiced among athletes, such as football players, but Gray says basic exercises, such as power chair stands, leg lifts and triceps extensions, can also help older adults better perform day-to-day life activities.
"I'm not saying that our older adults need to be linebackers. But think about walking very quickly. Once in a while, I catch my foot on the tile going down the hallway, and I stumble," Gray says. "I do kind of trip, but I don't fall. The reason I don't fall is twofold: I'm fast enough to be able to get my foot out in front of me, and I'm strong enough to be able to hold my own body weight." If one of those two things is lost, you'll fall, she says.
Muscle loss is a common contributor to severe falls and accidents that lead to injury or physical disability in older adults. Low muscle mass from sarcopenia can impact how well individuals can cope with cancer treatment, surgeries, and heart and lung problems, Studenski says. It's why understanding the causes of muscle loss and keeping up with regular activity are important as we age, Gray says. Remember that bulk isn't everything, she adds. Even if people don't notice muscle-mass gains through resistance training at first, "you actually get stronger long before your muscles get bigger," Studenski says. "That exercise is doing something to the wiring in the nervous system connection to the muscle."
Gray and Studenski say focusing on reinforcing that "wiring" is more important than muscle size. The foundation is key to improving basic physical functions people need to take care of themselves independently, Gray says.
"Even if an older adult I have trained doesn't improve muscle mass, but they're able to walk faster, climb stairs faster, get in and out of the car easier, go on hikes with their grandkids, they have an increase in quality of life," Gray says. "That part is the most important to me."

Lauren J. Young is an associate editor for health and medicine at Scientific American. She has edited and written stories that tackle a wide range of subjects, including the COVID pandemic, emerging diseases, evolutionary biology and health inequities. Young has nearly a decade of newsroom and science journalism experience. Before joining Scientific American in 2023, she was an associate editor at Popular Science and a digital producer at public radio's Science Friday. She has appeared as a guest on radio shows, podcasts and stage events. Young has also spoken on panels for the Asian American Journalists Association, American Library Association, NOVA Science Studio and the New York Botanical Garden. Her work has appeared in Scholastic MATH, School Library Journal, IEEE Spectrum, Atlas Obscura and Smithsonian Magazine. Young studied biology at California Polytechnic State University, San Luis Obispo, before pursuing a master's at New York University's Science, Health & Environmental Reporting Program.




This article was downloaded by calibre from https://www.scientificamerican.com/article/how-to-keep-muscles-strong-as-you-age



	
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



You Don't Really Need 10,000 Daily Steps to Stay Healthy

New research points to different step counts based on age and fitness level

By Lydia Denworth
[image: Illustration of someone dancing down the street] Jay Bendt



In 2022 I averaged 9,370 steps a day. I know. I counted. Or rather my iPhone counted. I carried it everywhere--not so much to catch every call as to catch every step. My daily aim? Ten thousand steps. Because goals.
Yet the concept of taking 10,000 steps a day to maintain health is rooted not in science but in a marketing gimmick. In the 1960s a company in Japan invented an early pedometer. Because the Japanese character for "10,000" looks like a person walking, the company called its device the 10,000-step meter.
"It was just sort of a catchy phrase," says I-Min Lee, an epidemiologist at Harvard Medical School and Brigham and Women's Hospital in Boston. Taking that many steps daily is challenging but doable for many people. "Sure, if you get 10,000 steps, it seems like a good goal. But there was not really any basis to it."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Step-counting devices such as watches and phones came into widespread use only in the past two decades. Once they did, scientists needed to follow users for long periods to learn anything meaningful about the number of steps that affects mortality, cardiovascular fitness or anything else. And until recently, that hadn't happened.
The current physical activity guidelines from the U.S. Department of Health and Human Services, published in 2018, are still based on time. Experts reviewed hundreds of studies on exercise and health. Nearly all were based on self reports of physical activity, a measure that is not exact. It's the equivalent of guessing how much time I spent walking last year.
Because of that room for error, the experts ended up recommending broad exercise ranges and not step counts: 150 to 300 minutes of weekly moderate activity (the equivalent of brisk walking) or 75 to 150 minutes of vigorous activity (for example, jogging) during the same period. A decade of consistently hitting that goal translates to about an extra year and a half of life, epidemiological studies indicate. There simply wasn't enough evidence to make a similar determination about steps. "It killed me that we couldn't," says William Kraus, a physician and scientist at Duke University, who helped to draw up the guidelines. "Step counts are accessible. People can understand them."
Now evidence about steps is coming in. In 2019 Lee published one of the first studies specifically investigating the actual effects of meeting the 10,000-step goal. Several other large studies followed. The result? Some movement is good, and more is better, but the benefits taper at some point. Your personal peak depends on your age. People younger than 60 should indeed walk 8,000 to 10,000 steps a day to get the best benefits in terms of life expectancy and cardiovascular health. People older than 60 show the most benefit between 6,000 and 8,000 steps. (Seven thousand to 9,000 steps a day is roughly equivalent to 150 to 300 minutes of brisk walking each week, the target in the 2018 guidelines.)
The difference is energy expenditure. "We basically relate energy expenditure to health outcomes," Kraus says. Walking for 60 minutes at 3.3 miles an hour and running for 30 minutes at six miles an hour use the same amount of energy. "The older you are, the less efficient you are with your steps," Kraus says. "Per step, older people expend more energy." As a result, they need fewer steps to achieve the same benefits.
Adding a few thousand steps a day can be especially meaningful for someone who isn't physically able to walk briskly, says Amanda Paluch, an epidemiologist at the University of Massachusetts Amherst, who led two meta-analyses linking step counts with risk of death and cardiovascular disease. She concludes that "the people who are the least active have the most to gain."
The total number of steps you take does appear to matter more than the speed at which you take them. "The relevant question for me is, When two people walk the same amount, does it matter whether their steps are accumulated at a faster rate versus a slower rate?" Lee says. The answer so far is no.
Newer studies are moving beyond death rates to ask questions about the way steps may contribute to diabetes prevention or help to control blood pressure and weight. The goal, after all, is not just to live longer but to live healthier. Full results are not in yet, so Lee's advice in the meantime is: "Tailor your steps according to what you are trying to achieve and according to who you are."
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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Science for True Well-Being

The latest research is an antidote to toxic quackery and honest confusion about health

By Andrea Gawrylewski
[image: Cover of the Q4 special edition issue of Scientific American] Scientific American



Paul Saladino is an Internet-famous doctor with 2.4 million followers on Instagram. His videos promote so-called animal-based diets--meat, organs, raw dairy, some fruit and zero vegetables. Vegetables, he says, are full of toxins that humans should not consume. In other corners of the platform, hundreds of thousands of people follow influencers who say plant-based diets or juice regimens can cure cancer. Social media is full of health-related misinformation masquerading as fact. So what are health-conscious people to do? Consider this special issue of Scientific American an antidote to toxic quackery and honest confusion about health.
One easy way to improve body and mind: get outside.

The science of health begins with moving the body. There's no need to fixate on taking 10,000 steps a day (an idea that came from a marketing campaign); studies show that people benefit from different amounts of movement depending on their age. Those who spend more time engaged in moderate to vigorous physical activity have larger brain regions central to memory formation, and adding a cognitive challenge to your workout might stave off brain decline in later years. Weight training helps older adults avoid illness and dangerous falls. Few popular wellness products that claim to prolong your youth are based on evidence, but some basic behavioral changes may give you about 10 more healthy years.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

A common belief is that our metabolism steadily slows as we age. In fact, metabolic efficiency holds constant between ages 20 and 60. What we eat matters. A growing body of research links ultraprocessed foods, whose effects on the brain can mimic those of nicotine and ethanol, to a long list of health problems. Our bodies need sufficient amounts of about 30 vitamins and minerals to function, although doctors have overdiagnosed vitamin D deficiency. The science says that rather than striving for eight glasses of water a day, relying on your body's thirst cues is adequate to stay hydrated.
We all get sick, but some people are more prone to illness--genetics plays a role, and so do individual inflammatory responses, which is why wearing masks is still important for the immunocompromised. The near future should bring novel, nonaddictive pain medicines and targeted cancer treatments that outperform current chemotherapies. Awareness campaigns around detecting atrial fibrillation and rethinking blood pressure guidelines for women hold life-extending promise.
A healthy mind is essential to true well-being. Regular meditation can reduce stress and improve mental health. Noisy environments increase stress and raise the risk of heart disease, so regular doses of quiet are crucial. New group therapy programs for teenagers who are at risk of depression teach them how to examine their own thoughts, using techniques inspired by cognitive-behavioral therapy, and have been shown to enhance mental health. If you're feeling stuck, try a quick nap--inventor Thomas Edison relied on them for inspiring new ideas and creativity.
As journalist and Scientific American contributor Lydia Denworth reports, there's one easy way to improve body and mind: get outside. Nature is a respite from the constant jabbering of social media influencers, yes. But even just two hours a week spent al fresco boosts well-being. Scientists continue to investigate the effect, although it seems intuitive that fresh air and sunshine make the outdoors a healthy place to be.

Andrea Gawrylewski is chief newsletter editor at Scientific American. She writes the daily Today in Science newsletter and oversees all other newsletters at the magazine. In addition, she manages all special collector's editions and in the past was the editor for Scientific American Mind, Scientific American Space & Physics and Scientific American Health & Medicine. Gawrylewski got her start in journalism at the Scientist magazine, where she was a features writer and editor for "hot" research papers in the life sciences. She spent more than six years in educational publishing, editing books for higher education in biology, environmental science and nutrition. She holds a master's degree in earth science and a master's degree in journalism, both from Columbia University, home of the Pulitzer Prize.
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Should Blood Pressure Guidelines Be Different for Women and Men?

Blood pressure guidelines are the same for men and women despite important sex differences in hypertension risk

By Liz Szabo
[image: Male and female hands side by side with jagged lines drawn across each open palm]Women may be at a greater risk of cardiovascular problems at lower blood pressures than men--even in the range currently considered healthy.
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A growing body of research suggests that high blood pressure, or hypertension, affects men and women in different ways.
Emerging research suggests that women may have an increased risk of heart attack and stroke at a lower blood pressure than men do, even when their blood pressure falls in the range that is currently considered healthy. Although the evidence is far from definitive, some scientists are calling for additional studies to learn whether guidelines on hypertension need to be updated to include different recommendations for men and women.
"There's not enough evidence to say, 'Yes, women should be treated for hypertension at a lower blood pressure level than men,'" says epidemiologist Tali Elfassy, an assistant professor of cardiometabolic research at the University of Miami Miller School of Medicine. "But there's definitely enough information out there to suggest that maybe we really need to look into this further."

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

Nearly half of American adults have high blood pressure, and experts agree that hypertension is a serious public health problem. High blood pressure raises the risk of heart attack, stroke, pregnancy complications, and other health problems.
Although a higher proportion of men overall have high blood pressure--which affects about 51 percent of men and 40 percent of women--hypertension rates are higher among women than men after age 60. Because women tend to live longer than men, the total number of women living with hypertension is greater than the number of men living with the condition.
Women were at an elevated risk of dying from cardiovascular disease with a systolic blood pressure 12 points lower than that of men.

The American Heart Association and the American College of Cardiology define hypertension as a blood pressure reading of 130/80 millimeters of mercury (mm Hg) or higher and normal blood pressure as a level below 120/80 mm Hg.
Those guidelines are the same for men and women. A study published in Circulation in 2021 called them into question. In an analysis of almost 28,000 people, researchers focused on systolic blood pressure. Over an average of 28 years of follow-up, the scientists found that women with a systolic blood pressure between 100 and 109 mm Hg--which is within the range currently considered healthy--had a cardiovascular disease risk equivalent to that of men with a systolic pressure between 130 and 139, which qualifies as hypertension, says C. Noel Bairey Merz, a co-author of the paper and director of the Barbra Streisand Women's Heart Center at the Cedars-Sinai Smidt Heart Institute in Los Angeles.
"It seems relatively clear now that women have a slightly lower range of healthy blood pressure than men," says Susan Cheng, senior author of the paper and director of population health sciences at the Cedars-Sinai Smidt Heart Institute. Cheng says her research suggests the ideal systolic blood pressure for men is 120 mm Hg or lower, but the healthiest level for women appears to be 110 or less.
It's plausible that blood pressure--the force that blood exerts on artery walls--doesn't need to be as high in women as in men to cause problems, because women's arteries have smaller diameters even after accounting for body size, Elfassy says. Her research also found that women were at higher risk at a lower blood pressure than men. In a study published in 2023 in Hypertension that included health records of more than 53,000 people, Elfassy and her colleagues found that women's risk of dying from cardiovascular disease became elevated at a systolic blood pressure 12 points lower than for men. Compared with people with a systolic pressure of 105 mm Hg, a woman may experience an increased risk of cardiovascular death at 123 mm Hg, versus 135 mm Hg for men.
These results support the possibility that blood pressure recommendations should be lower for women than for men, Elfassy says. Waiting until systolic blood pressure climbs to 130 mm Hg--the current level at which medication or lifestyle changes are recommended--to treat high blood pressure may put women at unnecessary risk, she says.
Although blood pressure tends to rise in all people as they age, recent studies show that the increase follows different trajectories in men and women. Women begin adulthood with lower blood pressure than men, but their blood pressure climbs much more sharply than men's, Cheng says. In women, the increase in blood pressure can begin to accelerate as early as one's 20s.
Responding to recent research, the European Society of Cardiology published a consensus document in 2022 that suggested "sex-specific thresholds for diagnosis of hypertension may be reasonable." But the authors noted that there is not enough evidence yet to know whether hypertension should be managed differently in men and women.
That's because clinical trials of cardiovascular disease have not always been designed to detect sex differences, Elfassy says.

A High Bar for Updating Guidelines
Although the American Heart Association and the American College of Cardiology are in the process of jointly updating their hypertension guidelines, they're not looking into issuing sex-specific advice, says Joshua Beckman, a cardiologist and chair of the organizations' Joint Committee on Clinical Practice Guidelines.
These organizations, which last updated their hypertension advice in 2017, change their recommendations only when medical evidence is "rock-solid," says Beckman, who is also director of vascular medicine at the University of Texas Southwestern Medical Center. The groups are unlikely to change their guidelines unless rigorous clinical trial--in which one group is randomly assigned to a treatment and the other is not--prove that doing so would save lives or prevent cardiovascular emergencies such as heart attacks and strokes, Beckman says.
Although researchers have amassed huge amounts of data on blood pressure from clinical trials in recent decades, those trials have usually enrolled fewer women than men, making it harder to draw conclusions about the ideal blood pressure in women, says Nanette Wenger, a cardiologist and a professor of medicine at the Emory University School of Medicine. Generating that evidence wouldn't necessarily involve new clinical trials, however, Wenger says. Instead scientists could analyze data from the many previous hypertension studies performed over the past two decades, "mining old databases with the new luxury of artificial intelligence," she says. Wenger notes that AI might help spot trends in data that researchers might miss.
Stephen P. Juraschek, a physician and epidemiologist at Beth Israel Deaconess Medical Center in Boston, says researchers would want to make sure that the benefits of treating women's blood pressure more aggressively outweigh any potential harms. In previous trials, complications from more intensive use of hypertension medications included acute kidney injury, low blood pressure and fainting, and these problems affected men and women equally.
Although funding for large medical projects isn't always easy to find, Wenger says researchers might be able to tap into the $100 million in funding from the White House Initiative on Women's Health Research, which First Lady Jill Biden announced in February 2024. Hypertension rates are particularly high among Black adults, who are 30 percent more likely to develop high blood pressure than white adults but less likely to have it controlled. Overall, only one in four Americans diagnosed with hypertension has lowered their blood pressure to a recommended level, according to the Centers for Disease Control and Prevention.
Some cardiologists say doctors must do a better job of helping their patients reduce blood pressure to currently recommended levels rather than pondering new recommendations. "I don't think we need more guidelines," says Karol Watson, a professor of medicine and cardiology at the David Geffen School of Medicine at the University of California, Los Angeles. "We need to adhere to the guidelines we currently have."

Targeting Those Most at Risk
Cheng says there's already evidence suggesting that a specific group of women may benefit from more intensive blood pressure control. Studies have long shown that among people with type 2 diabetes, women have a relatively greater risk of developing cardiovascular disease than men, Cheng says. Although professional guidelines differ slightly on the exact treatment thresholds, most of them call for lowering systolic blood pressure in people with diabetes to less than 140 mm Hg, by either administering higher doses of medication or prescribing additional antihypertensive drugs.
In a study published in April 2024 in Diabetes Care, Cheng and her colleagues found a benefit to using medication to reduce systolic pressure below 120 mm Hg--but only in women with diabetes who were diagnosed with hypertension before age 50. Over an average of 4.5 years the risk of cardiovascular problems in these women fell by 35 percent. Researchers found no significant benefit to lowering blood pressure intensively in women with diabetes who were diagnosed with hypertension at age 50 or older or in men of any age with diabetes.
Although many heart-related recommendations are the same for everyone--including guidelines on blood glucose, smoking, exercise and diet--there are precedents for creating sex-specific guidelines in health, Cheng says. Doctors use different reference standards for men and women, for example, when performing echocardiograms to measure the size of the heart simply because men typically have slightly larger hearts than women, she says.
Conducting research on sex differences in hypertension could potentially help save lives, Juraschek observes. "If we were to lower these normal-looking blood pressures in women," he asks, "could we prevent cardiovascular events?"

Liz Szabo is a veteran health and science journalist who has worked at USA TODAY and other newsrooms.
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Walks in Green Parks Mean Stronger Immune Systems and Better Mental Health

Contact with nature improves physical and mental health, but greenery is not easily reached by all

By Lydia Denworth
[image: Illustration of a young boy laying on a blanket outside in a park] Jay Bendt



Like so many people, I took refuge in the outdoors during the worst of the COVID pandemic. Being outside reduced the chance of infection, but it also helped in other ways. "I think everybody got that nature seemed to be the solution for a lot of the stress people were dealing with," says Jay Maddock, an experimental psychologist and director of the Center for Health & Nature at Texas A&M University.
More time in the green is associated with lower blood pressure, strengthened immune systems, lower risk of cardiovascular disease and improved sleep. A 2024 study found it might slow the shortening of the telomeres that cap our chromosomes, a sign of biological aging. And there is convincing evidence that time in nature reduces depressive symptoms, alleviates stress and improves cognitive function. A 2019 study of more than 19,000 people in the U.K. found that those who reported spending at least 120 minutes in nature every week had better health or higher well-being than those who spent less time. It didn't matter whether people reached the total time in many small increments or one long block.
The research is also highlighting health inequality created by disparities in access to green space--something else the pandemic shone a spotlight on. Jennifer D. Roberts, a health equity scholar at the University of Maryland, says the lowest-income communities are "less likely to have trees; they're less likely to have parks of ample acreage and high quality." According to one study, neighborhoods that were once redlined (a now outlawed practice that deemed certain areas "hazardous" for investment) have less green space today than areas with similar demographics that were not redlined.

On supporting science journalism
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Access to parks and other greenery is linked to health disparities that can't be explained by factors such as race, ethnicity and socioeconomic status alone, says epidemiologist Marcia P. Jimenez of the Boston University School of Public Health. "There are higher-level determinants of health, which are our access to food, our exposure to air pollution, noise, green space and the socioeconomic status of our neighborhood." More access to green space tends to give a bigger relative health boost to disadvantaged groups than to more privileged ones, research is starting to show. "If we were to increase greenness among these vulnerable populations, we could essentially tackle health inequalities," Jimenez says.
To get a more precise measure of local greenery, scientists can use Google Street View data and something called the normalized difference vegetation index, which uses satellite imagery to quantify plant density and health in an area of land. NatureQuant, a company based in Bend, Ore., used machine learning to develop NatureScore, which combines multiple datasets on parks, tree canopies, and air, noise and light pollution to develop a score between 0 and 100 as a proxy for greenness for every address in the U.S. (a heavily urban environment would generally score below 30 and a forest above 70).
In a 2024 study, Maddock and his colleagues were the first to use NatureScore to analyze health outcomes, specifically for mental health. They looked at outpatient mental health service utilization, mostly for depression, anxiety or stress, across 1,169 zip codes in Texas. After adjusting for demographic and socioeconomic factors, they found that rates of mental health service use were about 50 percent lower in neighborhoods with NatureScores higher than 60. In 2022 Jimenez and her colleagues published a paper in JAMA Open Network using data from the long-running Nurses' Health Study II to show that living in areas with more green space was associated with higher scores for overall cognition and for psychomotor speed and attention. This difference could be partly explained by fewer depressive symptoms.
There are several possible explanations for these findings. Nature may provide a respite from the mental fatigue of modern life and the built environment, restoring attentional resources. Supporting this idea, a 2024 experiment showed that a 40-minute walk in nature enhanced people's ability to coordinate higher-level cognitive functions more than a 40-minute walk in an urban environment.
A second theory suggests that time spent in nature activates the parasympathetic nervous system, which reduces the body's stress responses. Studies have shown reductions in cortisol levels--part of those responses--after exposure to greenery. In addition, time outdoors encourages physical activity and offers chances for social connection, both of which improve mental and physical well-being.
Studies such as Jimenez's and Maddock's are aimed at policymakers more than individuals, but they remind us all of the importance of seeking out greenery wherever we live. I have downloaded the NatureDose app, another NatureQuant product, which allows me to track time outside the way I count steps. And we should try to heed the advice Jimenez gives to her students: "I see how stressed they are, especially during exams," she says. "I tell them, 'Go out for a walk.'"
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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How Do Ultraprocessed Foods Affect Your Health?

Ultraprocessed foods have become a mainstay of modern diets and could be taking a toll on our health

By Lori Youmshajekian
[image: A red bowl of sugary, sweet looped grain cereal and milk on a classic, red, checkered tablecloth] Joe Belanger/Alamy Stock Photo



You might think you know a processed meal when you see one, but here's some food for thought: nearly every edible thing at the supermarket has undergone some kind of processing, such as washing, blanching, canning, drying or pasteurizing. In other words, if there is any change from the way the food begins to the way it ends up on a shelf, it counts as processed.
But then there are ultraprocessed foods. Both frozen chopped spinach and canned sausages are processed, but the latter have been through much more processing than the former. Ultraprocessed foods undergo an industrial process in their journey from farm to table. This often includes steps such as hydrogenation, which produces semisolid oils, and hydrolysis, which enhances flavors. These foods also contain a variety of additives that help to bind the ingredients together, increase their shelf life or make them more palatable.
According to some estimates, nearly 60 percent of the daily calories U.S. adults consume are from ultraprocessed foods. It's worse for kids and teenagers, whose diets are almost 70 percent ultraprocessed.
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Research has tied the consumption of ultraprocessed foods to a slew of health conditions.

But a growing number of studies have linked higher consumption of ultraprocessed foods to a long list of health effects, and scientists are beginning to understand why.
What are ultraprocessed foods?
Chicken nuggets, chips and hot dogs are considered ultraprocessed, but so are things such as fruit yogurts, mass produced bread and even some canned foods. As a rule of thumb, an ultraprocessed food is one that cannot be made in an ordinary kitchen--in other words, it contains at least one ingredient that is not typically found in homes or has undergone an industrial process that a home cook would not be able to replicate.
"A whole lot of things that you could never imagine can be done [to food]," says Barry Popkin, a professor of nutrition at the University of North Carolina at Chapel Hill. "You can't tell simply by the ingredients." For example, he says, "it'll be flour, but you really don't know that wheat flour has been decomposed in such complex ways and then put back together."
Researchers commonly use a four-part classification known as NOVA to group foods based on the extent of industrial processing they involve. The categories are unprocessed or minimally processed foods (which include vegetables and eggs), processed culinary ingredients (those that are usually added to food and rarely eaten alone, such as oils, butter and sugar), processed foods (those that are made from a combination of the first two groups, such as homemade bread), and ultraprocessed foods (those that are made with industrially modified raw ingredients and additives).
When NOVA was first introduced in 2009, it offered a new way of looking at food beyond its nutritional value. Take fortified breads or protein-rich cookies, for example: Compared with their unfortified equivalents, they would be considered relatively nutritious. But through the lens of NOVA, both are ultraprocessed.
Other researchers, such as Julie Hess, a nutritionist at the U.S. Department of Agriculture's Agricultural Research Service and former vice president of scientific affairs at the National Dairy Council, contend that NOVA is not the best or most consistent way to identify an ultraprocessed food. She argues that ultraprocessed foods are not all the same in terms of nutrition. "When we say 'ultraprocessed food,' are we going to include things like canned beans? Are we including canned oranges and dried peaches?" Hess asks. "That question of nutrient density isn't currently reflected in the NOVA categorization system."
Popkin and his colleagues looked at other ways to identify foods as ultraprocessed in an April 2024 paper. He says having at least one of 12 types of additives--including specific flavors, emulsifiers, foams, thickening agents and glazing agents--as an ingredient is a feature of all ultraprocessed foods. The presence of artificial coloring or flavoring would be a telltale sign for about 97 percent of these foods, he says.
Are ultraprocessed foods bad for your health?
Many people believe that eating ultraprocessed food will make them gain weight or cause a host of other health issues, and some evidence backs this idea up. Research has tied the consumption of ultraprocessed foods to a slew of health conditions, including obesity, type 2 diabetes, some cancers, cardiovascular disease, and even mild depression and anxiety, but a clear mechanism for harm hasn't been identified.
A landmark paper in 2019 was the first to show a cause-and-effect link between ultraprocessed foods and weight gain. A group of 20 healthy volunteers was confined to a ward at the National Institutes of Health Clinical Center in Bethesda, Md., where the participants were randomly assigned to receive a diet of either ultraprocessed or minimally processed food for two weeks and then were switched to the other diet for the next two weeks. For example, a person receiving the ultraprocessed diet would start their day with foods such as packaged cereal and a blueberry muffin or croissants and turkey sausages. Someone eating the minimally processed diet would instead receive Greek yogurt and fruit or a fresh omelet and sweet potato hash.
On average, people eating the ultraprocessed diet consumed about 500 calories more per day, compared with those fed the minimally processed diet. Participants in the former group also ate faster and gained about two pounds after two weeks. On the minimally processed diet, participants ate less and lost about the same amount of weight as they gained on the processed diet. In both settings, participants were given access to about double the number of calories they needed and were told to eat as much as they wanted.

Kevin Hall, the study's lead author and a clinical researcher at the National Institute of Diabetes and Digestive and Kidney Diseases, says he designed the investigation because he thought the NOVA classification system--which doesn't account for the nutrients contained in different foods--was "nonsense." He matched foods in the two diets so that they had the same total amount of nutrients, including fat, carbohydrates and fiber, "because I thought the nutrients were going to drive the effects," Hall says. "And I was wrong."
Hess, who was not involved in the study, notes some limitations. There were "very, very different" foods in the two groups, she says--in other words, the study didn't match the diets for quality. Hall says the two diets used different foods because it would have been "very difficult to make homemade versions of many popular ultraprocessed foods while maintaining precise control over their nutrition content." Hess's lab designed a diet in which 90 percent of the calories were from ultraprocessed foods, and it still met most national guidelines for nutrients--calling into question how useful NOVA is for determining the healthfulness of a food when existing dietary guidelines are used as a benchmark.
Others say findings such as Hall's study suggest that processing may change how a food affects our body, independent of the nutrients that food contains. "It goes to show how much the [U.S. dietary] guidelines are focused on nutrients," says Filippa Juul, a nutritional epidemiologist at New York University. "You could have any food and just tune up the nutrients; it doesn't mean the food is necessarily healthy ... or has the same activity as nutrients that are in [unprocessed] foods."
Studies have also suggested a link between higher consumption of ultraprocessed foods and a profound change in the composition of gut microbes. And an altered gut microbiome has been linked to mental health conditions. The negative effects of these foods might also be a result of what they lack: fiber. The act of industrially processing a food can lower its fiber content, which can make it less filling. Fiber also feeds bacteria in the gut, and the absence of this nutrient may explain the links among diet, depression and gut health, too.
"There are probably some subcategories [of ultraprocessed foods] that are perfectly fine--maybe even really good for you--and others that are particularly damaging," Hall says. "I just don't think we know which ones [are which]." Part of the problem with ultraprocessed foods is that they're often packed with calories yet leave us craving more.
Why do we like ultraprocessed foods so much?
Scientists still don't know for sure why humans gravitate toward ultraprocessed foods. One hypothesis, according to Hall, is that we might not be able to resist their combination of ingredients. Think about the last time you ate just one chip out of a bag--it's almost impossible not to eat more.
In a 2021 study, Hall attempted to compare a low-carbohydrate diet with a high-carbohydrate one to examine their effects on energy intake. When people were presented with meals that were high in both fat and sugar, fat and salt, or carbohydrates and salt, people tended to eat more calories, he says. "These are so-called hyperpalatable foods," Hall adds.
Such foods essentially have artificially enhanced palatability that exceeds the palatability any ingredient could produce on its own--in other words, they have a combination of fat, salt and sugar "that would never exist in nature," Juul says. Previous research showed that foods combining fat and carbohydrates were better at activating the brain's reward system than foods with just one of those ingredients. The ultraprocessed meals in Hall's study also had more calories per bite than the minimally processed foods.
Some researchers hypothesize that certain foods are addictive. People don't lose control over eating bananas, but with ultraprocessed foods, they show all the hallmarks of addiction, says Ashley Gearhardt, a professor of psychology at the University of Michigan. Addictive drugs activate the striatal dopamine system--the brain's pleasure center--by creating a dopamine spike followed by a rapid crash. "It's like a quick hit that isn't sustaining," Gearhardt observes. Ultraprocessed foods resemble nicotine and ethanol in the magnitude of that effect in the brain.
"That makes sense because the reward system of the brain was really shaped by the need to get calories," Gearhardt says. The addictive agent in food could be one of many things, she says, or some combination of them--taste, smell, sugar, fat and additives are all potential culprits. Studies in animals have shown that stopping the consumption of ultraprocessed foods elicits withdrawal symptoms such as anxiety and agitation, similar to what happens when people quit other addictive substances.

Should ultraprocessed food be regulated?
There are people who want to do away with ultraprocessed foods altogether and others who say there are not enough data to warrant any action, according to Hall. "It's not realistic to say, 'Well, we're just going to cut out 50 percent of the food,' " he says. "Who's going to make everybody's meals?" Ultraprocessed foods are a lot cheaper and more convenient than less processed ones, Hall says. In his study, the minimally processed meals cost 40 percent more to buy and took the chefs longer to prepare.
Spending hours hunched over a kitchen bench to churn butter is not the answer. But reducing consumption of ultraprocessed foods doesn't mean we have to make everything from scratch.
"There's an enormous number of things you can do," says Popkin, who eats unprocessed foods apart from an occasional iced tea sweetened with the sugar substitute Splenda. "There's a hell of a lot of packaged real food out there." He suggests looking for minimally processed options that make cooking faster, such as a salad mix or chopped vegetables.
We have to do our best to make healthy choices, Gearhardt says, but everything is stacked against us. As a food scientist, even she leaves the grocery store befuddled. "It's easy to say we should just tell the individual to do better, [but] everything in the environment is set up for the industry to profit," she says.
In an ideal world, we would focus on making healthy alternatives convenient and affordable and reducing marketing to kids, Gearhardt says. "We need to take some courageous action and have some common sense that this food environment is not good for anybody," she adds.

Lori Youmshajekian is a freelance science journalist who reports on advances in health, environmental issues and scientific misconduct. She holds a master's degree in Science Journalism from New York University and has written for New Scientist, Yale E360, Retraction Watch and Medscape, among other outlets.
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Ways to Extend Your Healthy Years, Not Just Your Life

The biology of aging shows ways to lengthen your healthspan, years free of serious disease

By Lydia Denworth
[image: Colorful illustration of a man and a woman in a gym and looking at a smartphone recording progress.] Jay Bendt



Over the past century the average life expectancy in developed countries has increased by 30 years, from roughly age 50 to 80. Vaccines, sanitation, antibiotics, and other advances allow many more people to survive infectious diseases that used to kill them during childhood. (In the U.S., though, the span dropped by nearly three years during the COVID pandemic, a testament to the power of infections to shorten lives.)
Longer lifespans overall have been a public health success. But they have also created a new and important gap: healthspans, usually defined as the period of life free of chronic disease or disability, do not always match longevity. After more than a decade of caring for a relative with Alzheimer's disease, I know this fact well.
By one calculation, based on the World Health Organization's healthy life expectancy indicator, an American who expects to live to 79 might first face serious disease at 63. That could mean 15 years (20 percent of life) lived in sickness. Indeed, aging is the biggest risk factor for cancer, heart disease and dementia.
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Extend healthspan with some preventive maintenance.

One reason for this gap is that, for decades, biomedical research and clinical practice have focused on treating individual diseases, which can extend lives but not necessarily healthspan.
Starting in the 2010s, medicine began to take a different approach based on the biology of aging (a field called geroscience). "We're now saying our focus should be on extending healthy life rather than just length of life, and slowing aging is the tool to do it," says Jay Olshansky, a longevity expert at the University of Illinois Chicago. There are molecular and cellular processes in all our tissues and organs that determine both lifespan and healthspan. These "pillars of aging" include DNA damage, the aging or senescence of individual cells, inflammation, and stress responses.
Natural variations in these factors are mostly the result of environmental differences. Genes also play a role, accounting for about 25 percent of the variability, more in extreme cases. (Very long-lived smokers probably won the genetic lottery.) The upshot is that some people age faster than others, and with biological aging comes susceptibility to disease and disability.
How do you assess biological age? Molecular markers such as chemical modifications to DNA are one way, says computational biologist Morgan Levine of Altos Labs in San Diego. "Do your cells have a pattern of chemical tags like someone who is 20 or 30 or 40?" she asks.
Geroscientists have yet to deliver a pill or treatment that can slow or reverse what the pillars of aging do. But they are excited about some possibilities. For example, senolytic drugs target senescent cells, which have stopped dividing but linger in the body instead of being cleared by the immune system. Research has shown that these "zombie cells" secrete proteins that interfere with other cells' health. The zombies have been linked to osteoarthritis, cancer and dementia. For a 2015 study, researchers used senolytics to remove senescent cells in mice and delayed, prevented or alleviated multiple disorders. Clinical trials are underway in people but are still months to years from completion, so researchers are cautious. They also note that few popular wellness claims about "prolonging your youth" are grounded in evidence.
For now, one way to extend healthspan is through unsurprising preventive maintenance. Experts recommend checkups, staying on top of cholesterol levels and blood pressure, and following guidelines such as those from the American Journal of Clinical Nutrition for body fat percentage, lean body mass and bone density. "Know where you are so if something needs to be tweaked you can take steps to do that," says Matt Kaeberlein, former director of the University of Washington Healthy Aging and Longevity Research Institute and chief executive officer of Optispan, a health tech company.
Those steps are also familiar: commonsense nutrition, sleep, exercise and social connection are the four main factors. "The reason those things work is because they modulate the biology of aging," Kaeberlein says. For example, regular low- or moderate-intensity exercise helps to prevent cardiovascular disease and type 2 diabetes. How much extra health can these steps get us? "Ten years is probably pretty realistic," Kaeberlein says.

Lydia Denworth is an award-winning science journalist and contributing editor for Scientific American. She is author of Friendship (W. W. Norton, 2020).
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Common Chemicals May Harm Sperm and Pregnancies, Growing Evidence Shows

Chemicals called phthalates--found in everything from detergent to plastic shower curtains--are tied to lower sperm counts and more miscarriages

By Claudia Wallis
[image: Illustration of a pregnant woman holding her belly, surrounded by various products] Jay Bendt



Epidemiologist Carmen Messerlian does her best to avoid potentially harmful chemicals. As she glanced around her home in late December 2022, she took inventory of her seasonal exposure to substances called phthalates, which are widely used to make plastic more flexible and durable. They also bind fragrances to products ranging from candles to laundry detergent and cosmetics. "I'm anti-candle," she said, but she had three or four scenting her home. It was, after all, the season. Then there were the soft plastic earbuds she had picked up at an airport and the shiny enamel sparkling on her fingernails. "You break all your rules over the holidays because you want to look good and you want your house to look and smell nice." But she certainly knows better.
At Harvard University's T. H. Chan School of Public Health, Messerlian has conducted more than a dozen studies indicating that certain phthalates impair reproductive health. Her work, and that of many others, has demonstrated that men with higher concentrations of phthalates in their urine (a measure of exposure) have lower sperm counts and poorer sperm motility than men with less amounts of these substances. Women with high levels of exposure are more likely to have fertility problems, miscarriages, preterm labor and low-birth-weight babies. Research has also implicated the chemicals in the growth of uterine fibroids--noncancerous tumors that can cause pain, bleeding, diminished fertility and pregnancy complications.
In 2017 the U.S. government banned the use of certain phthalates in toys because they were linked to changes in male genital tract development, but regulatory agencies have been slow to limit their use in other products. As evidence of harm continues to build, many researchers see a need for greater regulation and more public awareness.

On supporting science journalism
If you're enjoying this article, consider supporting our award-winning journalism by subscribing. By purchasing a subscription you are helping to ensure the future of impactful stories about the discoveries and ideas shaping our world today.

The case against phthalates is complicated because researchers cannot ethically expose people to the chemicals to study the effects. The evidence is therefore based on animal research and observational data among humans, including decades of studies comparing health outcomes among people with higher versus lower levels of exposure. Adding to the complexity are the large variety of phthalates, the difficulty in separating their effects from those of other environmental chemicals that similarly disrupt human hormones and reproductive tissues, and the advent of phthalate substitutes that are not necessarily safer than the originals.
There are certain windows of time when phthalate exposure is particularly concerning, research suggests. These include the preconception period when eggs and sperm mature, pregnancy and gestation, and early childhood. In 2022 a large study led by Kelly Ferguson of the National Institute of Environmental Health Sciences found that high exposure to each of four types of phthalates during pregnancy was associated with a 12 to 16 percent increase in the probability of giving birth three or more weeks early--which can put newborns at risk. The study, which pooled data from more than 6,000 pregnancies, was the largest ever to examine the issue, Ferguson says. It is also one of the first "to address this question in a diverse population," she says, an important consideration because lower income and marginalized minorities appear to have greater exposure to the chemicals. She and her colleagues estimate that cutting the study group's exposure to phthalates in half would have reduced the incidence of preterm births from 90 per 1,000 live births to 79 per 1,000.
To achieve a reduction in phthalates, "we need a multipronged approach," says Russ Hauser, an expert on phthalates and reproductive health at Harvard. "That includes federal regulations to reduce and ban their use, increased public knowledge so people can make informed decisions, and more transparent labeling of consumer products." The Food and Drug Administration recently undertook a review of the safety of phthalates in plastics used to process and wrap food. The Environmental Protection Agency is evaluating risks posed by phthalates and drafting guidance. But the regulatory process moves at a sluggish pace.
Messerlian suggests that people can lower their exposure by making small changes in their homes and habits, such as replacing scented detergents and skin creams with fragrance-free varieties and buying cold cuts wrapped in paper at a deli counter rather than items prepackaged in plastic. Such actions also can pressure industry to make safer products. Messerlian's website, seed-program.org, offers other tips for reducing exposure. "Even if you swap out one or two things," she says, "that's a win."
This is an opinion and analysis article, and the views expressed by the author or authors are not necessarily those of Scientific American.

Claudia Wallis is an award-winning science journalist whose work has appeared in the New York Times, Time, Fortune and the New Republic. She was science editor at Time and managing editor of Scientific American Mind.
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Measuring Metabolism

The first comprehensive study investigating the effects of age and body size on daily
energy expenditure has upended much of the conventional wisdom about metabolism.
Metabolic rates increase with body size, as expected. But they are not inherently
different in men and women, nor do they decline with middle age, among other
revelations from this research.

The greatest predictor of metabolism is Metabolism skyrockets over the first year
fat-free mass. Larger bodies generally burn of life. Daily energy expenditures hold
more calories. remarkably steady from age 20 to 60.
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GLP-1’s Role in the Brain

‘GLP-1is one of many important hormones produced in the gut in response to eating food. It
has two well-established roles in the body: signaling to the pancreas to produce insulin and
signaling to the brain to influence satiety and food intake. To communicate with the brain,
GLP-1 released from the intestines binds to the vagus nerve—a long cranial nerve that
shuttles signals from the gut and other organs to the brain stem. Once it arrives, neurons
activate various brain regions, including those that cause people to feel full and stop eating.
Researchers have found that neurons in the brain stem also produce GLP-1. Evidence
suggests that GLP-1 performs similar roles in the gut and in the brain but in different ways.
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The Good and the Bad of Body Fat

Fatty tissue s often seen as a problem, but it can be part of a halthy body. White adipose tisue, the most common
type of body fat,occurs under the skin, round organs in the abdomen, in bone martow, and in a fow other places.

It stores and releases energy, communicates with other body organs ia hormone sigrals, and contains blood vessels,
nerve cels and immune system cells as well s fa cels. Those fa cels store lpid molecules. Healthy fatcells are
reatively small and can expand to store mor lipids. Unhealthy fat cells are bigger and cannot expand further; the lpids
inside them leak out and reach vital organs,ralsing the risk o cardiovascular disease, diabetes, and other ailments
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How We Get Vitamin D

i D helps our bodis absorb calciu for strongor bones. We got it from two sighty different precursor molecules.
Oneis D3, made when surlight hits our kin cels. The otheris D2, which comes from fungi and yeast. Some foods may.
e fortified with 2. To become active, both molecules go through several conversions inthe body.
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Antibody-Drug Conjugates Home in on Cancer

A promising class of drugs combines the abiltyto hunt cancer cells—and ignore healthy ones—with the power to

deliver a tumor-destroying payload. Called at
e adapted to numerous cancer types and fine-tuned to achieve different toxic effects.
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How Common Is Metabolically Healthy Obesity?

There are people who are obese, defined by a body mass index (BMI) of 30 or higher, et metabolicaly heaithy. They
have good blood pressure and cholesterol levels, proper insulin function, low amounts of lver fat, and other markers of
health. But tfs'tclear whether this condition, called metabolicaly healthy obesity (MHO), is rare or common. Some
studies say it applies to a fow a5 6 percent of people with obesity; others indicate it can be as high as 60 percent.
Part of the confusion is that MHO does not have a single defintion. Here studies of the conditon are divided into four
groups, each with a different setof characteristcs. Within each group, studies can show varying prevalence because
the populations can diffe by age, sex, severity of obesity, country and other features.
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WATER:SOLUBLE VITAMIN
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Up and at ‘Em

In the six million to seven million years since the human lineage diverged from that of
the chimpanzees and bonobos, our kind has evolved a host of characteristics that set us
apart from other apes. The beneficial effects of cognitively engaged exercise on the
brain may stem from two evolutionary changes in particular that made humans more
physically active than our ape cousins and supercharged our ability to multitask: the shift
1o upright walking and the adoption of hunting and gathering as a subsistence strategy.

Hunting and Gathering

Some two millon years ago our ancestors
began 1o forage in a new way, hunting
‘animals and gathering plant foods. This
strategy involves far more acrobic actvity
than is seen in other apes, which subsist
mainly on plants. And it requires that the
brain carry out an array of cognitive tasks.
while on the move.

Bipedalism

By around six milion to seven milion years
‘ago human ancestors had abandoned
walking on all fours forstriding upright on
their hind limbs ke us. The shift fom
quadrupedal to bipedal locomotion

introduced balance challenges that may
have placed new demands on the brain.

"Homo erectus )(Homg sapiens|
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Depression over the Ages
Young people are particlarly valnerabl to depression and ariety— fnding thats now a well-established fact
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EVERYDAY SOUNDS AND NOISES MEASUREDINDECIBELS U nhealthy Sound Levels

Decibels ‘Sounds are measured in decibel (48) rits, and the
D, Environmentl Protecton Agency has determined the
04 Sofetsoudthatcan e e typical levels of everyday noise sources. People can hear a

0.4B sound such as a falling leaf. Housshold appliances
each about 70 dB. Two hours of lstening to 95 dB—the.
noise of a mtorcycle—may damage hearing. That can
happen after justfive minutes of naise betwoen 105 and
110 dB, the sound o a loud radio or headphones.
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Noise, Heart Disease and Diabetes
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New Neurons in Aging Brains

Exercise leads to beneficial changes in the adult brain, including the birth of new
neurons and increased connections among existing neurons. One of the ways in which
physical activity seems to induce this neuroplasticity is by increasing production of a
protein called brain-derived neurotrophic factor (BDNF), which promotes neuron growth
‘and survival. Recent research suggests that cognitively engaging the brain during

physical activity enhances this process.

Cognitively engaged exercise may
‘augment neuroplasticty by exploiting
physiological pathways between the
body and the brain that were forged in
our hunter-gatherer forebears, who had
to multitask to find food.
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