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      Latest Science News

      Breaking science news and articles on global warming, extrasolar planets, stem cells, bird flu, autism, nanotechnology, dinosaurs, evolution -- the latest discoveries in astronomy, anthropology, biology, chemistry, climate and environment, computers, engineering, health and medicine, math, physics, psychology, technology, and more -- from the world's leading universities and research organizations.


      
        Revolutionizing heat management with high-performance cerium oxide thermal switches
        Groundbreaking cerium oxide-based thermal switches achieve remarkable performance, transforming heat flow control with sustainable and efficient technology.

      

      
        System to auto-detect new variants will inform better response to future infectious disease outbreaks
        Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.

      

      
        Key players in brain aging: New research identifies age-related damage on a cellular level
        Scientists have identified the molecular changes that occur in the brains of aging mice and located a hot spot where much of that damage is centralized. The cells in the area are also connected with metabolism, suggesting a connection between diet and brain health.

      

      
        A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force
        Researchers report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These 'all-optical' nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

      

      
        Ancient DNA unlocks new understanding of migrations in the first millennium AD
        Waves of human migration across Europe during the first millennium AD have been revealed using a more precise method of analysing ancestry with ancient DNA, in research led by the Francis Crick Institute.

      

      
        Scientists pin down the origins of a fast radio burst
        Astronomers pinned down the origins of at least one fast radio burst, a brief and brilliant explosion of radio waves emitted by an extremely compact object. The team's novel technique might also reveal the sources of other FRBs.

      

      
        Achieving bone regeneration and adhesion with harmless visible light
        A team develops an innovative injectable hydrogel for bone regeneration, addressing the limitations of traditional bone grafts and adhesion methods.

      

      
        New study uncovers key insights into protein interactions in Duchenne muscular dystrophy, paving way for more targeted therapies
        A groundbreaking study has shed light on the complex interactions between dystrophin, a protein critical to muscle stability, and its partner protein, dystrobrevin, offering new pathways for understanding and treating Duchenne Muscular Dystrophy (DMD).

      

      
        Enhanced Raman microscopy of cryofixed specimens: Clearer and sharper chemical imaging
        A team has reported a Raman microscopy technique that produced images up to eight times brighter than those achieved with conventional Raman techniques. Imaging of frozen biological samples reduced the noise introduced by the motion of material over long acquisition times. The technique is expected to broaden understanding in many areas of the biological sciences by allowing high-quality images and chemical information to be captured without the need for staining.

      

      
        Engineering researchers develop deep-UV microLED display chips for maskless photolithography
        In a breakthrough set to revolutionize the semiconductor industry, engineers have developed the world's first-of-its-kind deep-ultraviolet (UVC) microLED display array for lithography machines. This enhanced efficiency UVC microLED has showcased the viability of a lowered cost maskless photolithography through the provision of adequate light output power density, enabling exposure of photoresist films in a shorter time.

      

      
        New technology doubles resolution without radar replacement using novel algorithms
        Engineers have developed a new signal analysis technology that enhances radar range resolution and is applicable to various radar systems.

      

      
        Solar-powered charging: Self-charging supercapacitors developed
        A research team achieves 63% energy storage efficiency and 5.17% overall efficiency by combining a supercapacitor with a solar cell.

      

      
        Triple-layer battery resistant to fire and explosion created
        A team has developed a stable, efficient polymer-based solid electrolyte -- Applicable to smartphones, EVs, and energy storage.

      

      
        Preclinical study finds surges in estrogen promote binge drinking in females
        The hormone estrogen regulates binge drinking in females, causing them to 'pregame' -- consume large quantities of alcohol in the first 30 minutes after it's offered, according to a preclinical study. The study establishes -- for what is thought to be the first time -- that circulating estrogen increases binge alcohol consumption in females and contributes to known sex differences in this behavior.

      

      
        Brain structure differences are associated with early use of substances among adolescents
        A study of nearly 10,000 adolescents has identified distinct differences in the brain structures of those who used substances before age 15 compared to those who did not. Many of these structural brain differences appeared to exist in childhood before any substance use, suggesting they may play a role in the risk of substance use initiation later in life, in tandem with genetic, environmental, and other neurological factors.

      

      
        People who are immunocompromised may not produce enough protective antibodies against RSV after vaccination
        Researchers have shown that people 60 years or older with weakened immunity do not respond as strongly to vaccines against the respiratory syncytial virus (RSV) as people in the same age group with normal immune function.

      

      
        Urgent action needed to protect the Parma wallaby
        The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert argues. The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.

      

      
        Digital healthcare consultations not enough for safe assessment of tonsillitis
        Digital healthcare consultations are not enough for a safe assessment of tonsillitis, according to a new study. Reliability will not be sufficient, thus increasing the risk of over- or under-treatment of a sore throat.

      

      
        Singles differ in personality traits and life satisfaction compared to partnered people
        New research finds that lifelong singles have lower life satisfaction scores compared to those in relationships.

      

      
        How do monkeys recognize snakes so fast?
        A researcher has found that the rapid detection of snakes by monkeys is because of the presence of snake scales as a visual cue. His findings highlight an evolutionary adaptation of primates to identify snakes based on specific visual features. Understanding these mechanisms provides insight into the evolution of visual processing related to threat detection.

      

      
        11- to 12-year-olds use smartphones mainly to talk to family and friends
        A research group has analyzed the digital ecosystem of 11- to 12-year-old children across the Basque Autonomous Community, and concluded that two out of three own a smartphone. They use smartphones mainly to talk to family and friends. The researchers also point out that, at that age, access to social media mainly focuses on watching videos and not on generating content.
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Revolutionizing heat management with high-performance cerium oxide thermal switches | ScienceDaily
Groundbreaking cerium oxide-based thermal switches achieve remarkable performance, transforming heat flow control with sustainable and efficient technology.


						
Thermal switches, which electrically control heat transfer, are essential for the advancement of sophisticated thermal management systems. Historically, electrochemical thermal switches have been constrained by suboptimal performance, which impedes their extensive utilization in the electronics, energy, and waste heat recovery sectors.

A research team led by Professor Hiromichi Ohta of the Research Institute for Electronic Science, Hokkaido University employed a novel approach of using cerium oxide (CeO2) thin films as the active material in thermal switches, providing a highly efficient and sustainable alternative. Their findings have been published in Science Advances.

The research team showed that CeO2-based thermal switch performance can exceed prior benchmarks. "The novel device features an on/off thermal conductivity ratio of 5.8 and a thermal conductivity (k)-switching width of 10.3 W/m*K, establishing a new benchmark for electrochemical thermal switches," Ohta explains. "The thermal conductivity in its minimal state (off-state) is 2.2 W/m*K, but in the oxidized state (on-state), it significantly rises to 12.5 W/m*K. These performance metrics remain consistent after 100 cycles of reduction and oxidation, demonstrating remarkable durability and reliability for extended usage in practical applications."

A notable benefit of this technology is the utilization of cerium oxide, a substance abundant in the earth, recognized for its economic viability and ecological sustainability. In contrast to conventional thermal switches that depend on scarce and costly materials, CeO2 offers a sustainable and readily available alternative, reducing expenses and the ecological footprint of thermal management solutions. This enhances the technology's efficiency, scalability, and applicability across diverse industrial sectors.

The development of CeO2-based thermal switches represents a significant breakthrough in thermal management technology, offering broad applications across industries such as electronics cooling and renewable energy systems. These switches, utilized in thermal shutters and advanced displays, efficiently regulate infrared heat transfer, enhance waste heat recovery, and contribute to energy-efficient systems.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250101165625.htm
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System to auto-detect new variants will inform better response to future infectious disease outbreaks | ScienceDaily
Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.


						
The new approach uses samples from infected humans to allow real-time monitoring of pathogens circulating in human populations, and enable vaccine-evading bugs to be quickly and automatically identified. This could inform the development of vaccines that are more effective in preventing disease.

The approach can also quickly detect emerging variants with resistance to antibiotics. This could inform the choice of treatment for people who become infected -- and try to limit the spread of the disease.

It uses genetic sequencing data to provide information on the genetic changes underlying the emergence of new variants. This is important to help understand why different variants spread differently in human populations.

There are very few systems in place to keep watch for emerging variants of infectious diseases, apart from the established COVID and influenza surveillance programmes. The technique is a major advance on the existing approach to these diseases, which has relied on groups of experts to decide when a circulating bacteria or virus has changed enough to be designated a new variant.

By creating 'family trees', the new approach identifies new variants automatically based on how much a pathogen has changed genetically, and how easily it spreads in the human population -- removing the need to convene experts to do this.

It can be used for a broad range of viruses and bacteria and only a small number of samples, taken from infected people, are needed to reveal the variants circulating in a population. This makes it particularly valuable for resource-poor settings.




The report is published today in the journal Nature.

"Our new method provides a way to show, surprisingly quickly, whether there are new transmissible variants of pathogens circulating in populations -- and it can be used for a huge range of bacteria and viruses," said Dr Noemie Lefrancq, first author of the report, who carried out the work at the University of Cambridge's Department of Genetics.

Lefrancq, who is now based at ETH Zurich, added: "We can even use it to start predicting how new variants are going to take over, which means decisions can quickly be made about how to respond."

"Our method provides a completely objective way of spotting new strains of disease-causing bugs, by analysing their genetics and how they're spreading in the population. This means we can rapidly and effectively spot the emergence of new highly transmissible strains," said Professor Julian Parkhill, a researcher in the University of Cambridge's Department of Veterinary Medicine who was involved in the study.

Testing the technique

The researchers used their new technique to analyse samples of Bordetella pertussis, the bacteria that causes whooping cough. Many countries are currently experiencing their worst whooping cough outbreaks of the last 25 years. It immediately identified three new variants circulating in the population that had been previously undetected.




"The novel method proves very timely for the agent of whooping cough, which warrants reinforced surveillance, given its current comeback in many countries and the worrying emergence of antimicrobial resistant lineages," said Professor Sylvain Brisse, Head of the National Reference Center for whooping cough at Institut Pasteur, who provided bioresources and expertise on Bordetella pertussis genomic analyses and epidemiology.

In a second test, they analysed samples of Mycobacterium tuberculosis, the bacteria that causes Tuberculosis. It showed that two variants with resistance to antibiotics are spreading.

"The approach will quickly show which variants of a pathogen are most worrying in terms of the potential to make people ill. This means a vaccine can be specifically targeted against these variants, to make it as effective as possible," said Professor Henrik Salje in the University of Cambridge's Department of Genetics, senior author of the report.

He added: "If we see a rapid expansion of an antibiotic-resistant variant, then we could change the antibiotic that's being prescribed to people infected by it, to try and limit the spread of that variant."

The researchers say this work is an important piece in the larger jigsaw of any public health response to infectious disease.

A constant threat

Bacteria and viruses that cause disease are constantly evolving to be better and faster at spreading between us. During the COVID pandemic, this led to the emergence of new strains: the original Wuhan strain spread rapidly but was later overtaken by other variants, including Omicron, which evolved from the original and were better at spreading. Underlying this evolution are changes in the genetic make-up of the pathogens.

Pathogens evolve through genetic changes that make them better at spreading. Scientists are particularly worried about genetic changes that allow pathogens to evade our immune system and cause disease despite us being vaccinated against them.

"This work has the potential to become an integral part of infectious disease surveillance systems around the world, and the insights it provides could completely change the way governments respond," said Salje.
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Key players in brain aging: New research identifies age-related damage on a cellular level | ScienceDaily
Scientists at the Allen Institute have identified specific cell types in the brain of mice that undergo major changes as they age, along with a specific hot spot where many of those changes occur. The discoveries, published in the journal Nature, could pave the way for future therapies to slow or manage the aging process in the brain.


						
Key findings
    	Sensitive cells: Scientists discovered dozens of specific cell types, mostly glial cells, known as brain support cells, that underwent significant gene expression changes with age. Those strongly affected included microglia and border-associated macrophages, oligodendrocytes, tanycytes, and ependymal cells.
    	Inflammation and neuron protection: In aging brains, genes associated with inflammation increased in activity while those related to neuronal structure and function decreased.
    	Aging hot spot: Scientists discovered a specific hot spot combining both the decrease in neuronal function and the increase in inflammation in the hypothalamus. The most significant gene expression changes were found in cell types near the third ventricle of the hypothalamus, including tanycytes, ependymal cells, and neurons known for their role in food intake, energy homeostasis, metabolism, and how our bodies use nutrients. This points to a possible connection between diet, lifestyle factors, brain aging, and changes that can influence our susceptibility to age-related brain disorders.

"Our hypothesis is that those cell types are getting less efficient at integrating signals from our environment or from things that we're consuming," said Kelly Jin, Ph.D., a scientist at the Allen Institute for Brain Science and lead author of the study. "And that loss of efficiency somehow contributes to what we know as aging in the rest of our body. I think that's pretty amazing, and I think it's remarkable that we're able to find those very specific changes with the methods that we're using."

To conduct the study, funded by the National Institutes of Health (NIH), researchers used cutting-edge single-cell RNA sequencing and advanced brain-mapping tools developed through NIH's The BRAIN Initiative(r) to map over 1.2 million brain cells from young (two months old) and aged (18 months old) mice across 16 broad brain regions. The aged mice are what scientists consider to be the equivalent of a late middle-aged human. Mouse brains share many similarities with human brains in terms of structure, function, genes, and cell types.

"Aging is the most important risk factor for Alzheimer's disease and many other devastating brain disorders. These results provide a highly detailed map for which brain cells may be most affected by aging," said Richard J. Hodes, M.D., director of NIH's National Institute on Aging. "This new map may fundamentally alter the way scientists think about how aging affects the brain and also provides a guide for developing new treatments for aging-related brain diseases."

A path toward new therapies

Understanding this hot spot in the hypothalamus makes it a focal point for future study. Along with knowing which cells to specifically target, this could lead to the development of age-related therapeutics, helping to preserve function and prevent neurodegenerative disease.




"We want to develop tools that can target those cell types," said Hongkui Zeng, Ph.D., executive vice president and director of the Allen Institute for Brain Science. "If we improve the function of those cells, will we be able to delay the aging process?"

The latest findings also align with past studies that link aging to metabolic changes as well as research suggesting that intermittent fasting, balanced diet, or calorie restriction can influence or perhaps increase life span.

"It's not something we directly tested in this study," said Jin. "But to me, it points to the potential players involved in the process, which I think is a huge deal because this is a very specific, rare population of neurons that express very specific genes that people can develop tools for to target and further study."

Future brain aging research

This study lays the groundwork for new strategies in diet and therapeutic approaches aimed at maintaining brain health into old age, along with more research on the complexities of advanced aging in the brain. As scientists further explore these connections, research may unlock more specific dietary or drug interventions to combat or slow aging on a cellular level.

"The important thing about our study is that we found the key players -- the real key players -- and the biological substrates for this process," said Zeng. "Putting the pieces of this puzzle together, you have to find the right players. It's a beautiful example of why you need to study the brain and the body at this kind of cell type-specific level. Otherwise, changes happening in specific cell types could be averaged out and undetected if you mix different types of cells together."

This study was funded by NIH grants R01AG066027 and U19MH114830. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2025/01/250101132040.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force | ScienceDaily
Mechanical force is an essential feature for many physical and biological processes. Remote measurement of mechanical signals with high sensitivity and spatial resolution is needed for a wide range of applications, from robotics to cellular biophysics and medicine and even to space travel. Nanoscale luminescent force sensors excel at measuring piconewton forces, while larger sensors have proven powerful in probing micronewton forces. However, large gaps remain in the force magnitudes that can be probed remotely from subsurface or interfacial sites, and no individual, non-invasive sensor has yet been able to make measurements over the large dynamic range needed to understand many systems.


						
New, highly responsive nanoscale sensors of force

In a paper published today by Nature, a team led byColumbia Engineering researchers and collaborators report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These "all-optical" nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

The researchers, led by Jim Schuck, associate professor of mechanical engineering, and Natalie Fardian-Melamed, a postdoctoral scholar in his group, along with the Cohen and Chan groups at Lawrence Berkeley National Lab (Berkeley Lab), developed nanosensors that have attained both the most sensitive force response and largest dynamic range ever realized in similar nanoprobes. They have 100 times better force sensitivity than the existing nanoparticles that utilize rare-earth ions for their optical response, and an operational range that spans more than four orders of magnitude in force, a much larger range -- 10-100 times larger -- than any previous optical nanosensor.

"We expect our discovery will revolutionize the sensitivities and dynamic range achievable with optical force sensors, and will immediately disrupt technologies in areas from robotics to cellular biophysics and medicine to space travel," Schuck says.

New nanosensors can operate in previously inaccessible environments

The new nanosensors achieve high-resolution, multiscale function with the same nanosensor for the first time. This is important as it means that just this nanosensor, rather than a suite of different classes of sensors, can be employed for the continuous study of forces, from the subcellular to the whole-system level in engineered and biological systems, such as developing embryos, migrating cells, batteries, or integrated NEMS, very sensitive nanoelectromechanical systems in which the physical motion of a nanometer-scale structure is controlled by an electronic circuit, or vice versa.




"What makes these force sensors unique -- apart from their unparalleled multiscale sensing capabilities -- is that they operate with benign, biocompatible, and deeply penetrating infrared light," Fardian-Melamed says. "This allows one to peer deep into various technological and physiological systems, and monitor their health from afar. Enabling the early detection of malfunction or failure in these systems, these sensors will have a profound impact on fields ranging from human health to energy and sustainability."

Using the photon-avalanching effect to build the nanosensors

The team was able to build these nanosensors by exploiting the photon-avalanching effect within nanocrystals. In photon-avalanching nanoparticles, which were first discovered by Schuck's group at Columbia Engineering, the absorption of a single photon within a material sets off a chain reaction of events that ultimately leads to the emission of many photons. So: one photon is absorbed, many photons are emitted. It is an extremely nonlinear and volatile process that Schuck likes to describe as "steeply nonlinear,' playing on the word "avalanche."

The optically active components within the study's nanocrystals are atomic ions from the lanthanide row of elements in the periodic table, also known as rare-earth elements, which are doped into the nanocrystal. For this paper, the team used thulium.

Team investigates a surprising observation

The researchers found that the photon avalanching process is very, very sensitive to several things, including the spacing between lanthanide ions. With this in mind, they tapped on some of their photon avalanching nanoparticles (ANPs) with an atomic force microscopy (AFM) tip, and discovered that the avalanching behavior was greatly impacted by these gentle forces -- much more than they had ever expected.




"We discovered this almost by accident," Schuck says. "We suspected these nanoparticles were sensitive to force, so we measured their emission while tapping on them. And they turned out to be way more sensitive than anticipated! We actually didn't believe it at first; we thought the tip may be having a different effect. But then Natalie did all the control measurements and discovered that the response was all due to this extreme force sensitivity."

Knowing how sensitive the ANPs were, the team then designed new nanoparticles that would respond to forces in different ways. In one new design, the nanoparticle changes the color of its luminescence depending on the applied force. In another design, they made nanoparticles that do not demonstrate photon avalanching under ambient conditions, but do begin to avalanche as force is applied -- these have turned out to be extremely sensitive to force.

For this study, Schuck, Fardian-Melamed, and other members of the Schuck nano-optics team worked closely with a team of researchers at the Molecular Foundry at Lawrence Berkeley National Lab (Berkeley Lab) headed by Emory Chan and Bruce Cohen. The Berkeley lab team developed the custom ANPs based on the feedback from Columbia, synthesizing and characterizing dozens of samples to understand and optimize the particles' optical properties.

What's next

The team now aims to apply these force sensors to an important system where they can achieve significant impact, such as a developing embryo, like those studied by Columbia's Mechanical Engineering Professor Karen Kasza. On the sensor design front, the researchers are hoping to add self-calibrating functionality into the nanocrystals, so that each nanocrystal can function as a standalone sensor. Schuck believes this can easily be done with the addition of another thin shell during nanocrystal synthesis.

"The importance of developing new force sensors was recently underscored by Ardem Patapoutian, the 2021 Nobel Laureate who emphasized the difficulty in probing environmentally sensitive processes within multiscale systems -- that is to say, in most physical and biological processes. (Nature Reviews Mol. Cell Biol. 18, 771 (2017))," Schuck notes. "We are excited to be part of these discoveries that transform the paradigm of sensing, allowing one to sensitively and dynamically map critical changes in forces and pressures in real-world environments that are currently unreachable with today's technologies.
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Ancient DNA unlocks new understanding of migrations in the first millennium AD | ScienceDaily
Researchers can bring together a picture of how people moved across the world by looking at changes in their DNA, but this becomes a lot harder when historical groups of people are genetically very similar.


						
In research published today in Nature, researchers report a new data analysis method called Twigstats1, which allows the differences between genetically similar groups to be measured more precisely, revealing previously unknown details of migrations in Europe.

They applied the new method to over 1500 European genomes (a person's complete set of DNA) from people who lived primarily during the first millennium AD (year 1 to 1000), encompassing the Iron Age, the fall of the Roman Empire, the early medieval 'Migration Period' and the Viking Age.

Germanic-speaking people move south in the early Iron Age

The Romans -- whose empire was flourishing at the start of the first millennium -- wrote about conflict with Germanic groups outside of the Empire's frontiers.

Using the new method, the scientists revealed waves of these groups migrating south from Northern Germany or Scandinavia early in the first millennium, adding genetic evidence to the historical record.

This ancestry was found in people from southern Germany, Italy, Poland, Slovakia, and southern Britain, with one person in southern Europe carrying 100% Scandinavian-like ancestry.




The team showed that many of these groups eventually mixed with pre-existing populations. The two main zones of migration and interaction mirror the three main branches of Germanic languages, one of which stayed in Scandinavia, one of which became extinct, and another which formed the basis of modern-day German and English.

Finding a Roman gladiator?

In 2nd-4th century York in Britain, 25% of the ancestry of an individual who could have been a Roman soldier or slave gladiator came from early Iron Age Scandinavia. This highlights that there were people with Scandinavian ancestry in Britain earlier than the Anglo-Saxon and Viking periods which started in the 5th century AD.

Germanic-speaking people move north into Scandinavia before the Viking Age

The team then used the method to uncover a later additional northward wave of migration into Scandinavia at the end of the Iron Age (300-800 AD) and just before the Viking Age. They showed that many Viking Age individuals across southern Scandinavia carried ancestry from Central Europe.

A different type of biomolecular analysis of teeth found that people buried on the island of Oland, Sweden, who carried ancestry from Central Europe, had grown up locally, suggesting that this northward influx of people wasn't a one-off, but a lasting shift in ancestry.




There is archaeological evidence for repeated conflicts in Scandinavia at this time, and the researchers speculate that this unrest may have played a role in driving movements of people, but more archaeological, genetic and environmental data is needed to shed light on the reasons why people moved into and around Scandinavia2.

Viking expansion out of Scandinavia

Historically, the Viking Age (c.800-1050 AD) is associated with people from Scandinavia raiding and settling throughout Europe.

The research showed that many people outside of Scandinavia during this time show a mix of local and Scandinavian ancestry, in support of the historical records.

For example, the team found some Viking Age individuals in the east (now present-day Ukraine and Russia) who had ancestry from present-day Sweden, and individuals in Britain who had ancestry from present-day Denmark.

In Viking Age mass graves in Britain, the remains of men who died violently showed genetic links to Scandinavia, suggesting they may have been executed members of Viking raiding parties.

Adding genetic evidence to historical accounts

Leo Speidel, first author, former postdoctoral researcher at the Crick and UCL and now group leader at RIKEN, Japan, said: "We already have reliable statistical tools to compare the genetics between groups of people who are genetically very different, like hunter-gatherers and early farmers, but robust analyses of finer-scale population changes, like the migrations we reveal in this paper, have largely been obscured until now.

"Twigstats allows us to see what we couldn't before, in this case migrations all across Europe originating in the north of Europe in the Iron Age, and then back into Scandinavia before the Viking Age. Our new method can be applied to other populations across the world and hopefully reveal more missing pieces of the puzzle."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and senior author, said: "The goal was a data analysis method that would provide a sharper lens for fine-scale genetic history. Questions that wouldn't have been possible to answer before are now within reach to us, so we now need to grow the record of ancient whole-genome sequences."

Peter Heather, Professor of Medieval History at King's College London, and co-author of the study, said: "Historical sources indicate that migration played some role in the massive restructuring of the human landscape of western Eurasia in the second half of the first millennium AD which first created the outlines of a politically and culturally recognisable Europe, but the nature, scale and even the trajectories of the movements have always been hotly disputed. Twigstats opens up the exciting possibility of finally resolving these crucial questions."
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Scientists pin down the origins of a fast radio burst | ScienceDaily
Fast radio bursts are brief and brilliant explosions of radio waves emitted by extremely compact objects such as neutron stars and possibly black holes. These fleeting fireworks last for just a thousandth of a second and can carry an enormous amount of energy -- enough to briefly outshine entire galaxies.


						
Since the first fast radio burst (FRB) was discovered in 2007, astronomers have detected thousands of FRBs, whose locations range from within our own galaxy to as far as 8 billion light-years away. Exactly how these cosmic radio flares are launched is a highly contested unknown.

Now, astronomers at MIT have pinned down the origins of at least one fast radio burst using a novel technique that could do the same for other FRBs. In their new study, appearing in the journal Nature, the team focused on FRB 20221022A -- a previously discovered fast radio burst that was detected from a galaxy about 200 million light-years away.

The team zeroed in further to determine the precise location of the radio signal by analyzing its "scintillation," similar to how stars twinkle in the night sky. The scientists studied changes in the FRB's brightness and determined that the burst must have originated from the immediate vicinity of its source, rather than much further out, as some models have predicted.

The team estimates that FRB 20221022A exploded from a region that is extremely close to a rotating neutron star, 10,000 kilometers away at most. That's less than the distance between New York and Singapore. At such close range, the burst likely emerged from the neutron star's magnetosphere -- a highly magnetic region immediately surrounding the ultracompact star.

The team's findings provide the first conclusive evidence that a fast radio burst can originate from the magnetosphere, the highly magnetic environment immediately surrounding an extremely compact object.

"In these environments of neutron stars, the magnetic fields are really at the limits of what the universe can produce," says lead author Kenzie Nimmo, a postdoc in MIT's Kavli Institute for Astrophysics and Space Research. "There's been a lot of debate about whether this bright radio emission could even escape from that extreme plasma."

"Around these highly magnetic neutron stars, also known as magnetars, atoms can't exist -- they would just get torn apart by the magnetic fields," says Kiyoshi Masui, associate professor of physics at MIT. "The exciting thing here is, we find that the energy stored in those magnetic fields, close to the source, is twisting and reconfiguring such that it can be released as radio waves that we can see halfway across the universe."




The study's MIT co-authors include Adam Lanman, Shion Andrew, Daniele Michilli, and Kaitlyn Shin, along with collaborators from multiple institutions.

Burst size

Detections of fast radio bursts have ramped up in recent years, due to the Canadian Hydrogen Intensity Mapping Experiment (CHIME). The radio telescope array comprises four large, stationary receivers, each shaped like a half-pipe, that are tuned to detect radio emissions within a range that is highly sensitive to fast radio bursts.

Since 2020, CHIME has detected thousands of FRBs from all over the universe. While scientists generally agree that the bursts arise from extremely compact objects, the exact physics driving the FRBs is unclear. Some models predict that fast radio bursts should come from the turbulent magnetosphere immediately surrounding a compact object, while others predict that the bursts should originate much further out, as part of a shockwave that propagates away from the central object.

To distinguish between the two scenarios, and determine where fast radio bursts arise, the team considered scintillation -- the effect that occurs when light from a small bright source such as a star, filters through some medium, such as a galaxy's gas. As the starlight filters through the gas, it bends in ways that make it appear, to a distant observer, as if the star is twinkling. The smaller or the farther away an object is, the more it twinkles. The light from larger or closer objects, such as planets in our own solar system, experience less bending, and therefore do not appear to twinkle.

The team reasoned that if they could estimate the degree to which an FRB scintillates, they might determine the relative size of the region from where the FRB originated. The smaller the region, the closer in the burst would be to its source, and the more likely it is to have come from a magnetically turbulent environment. The larger the region, the farther the burst would be, giving support to the idea that FRBs stem from far-out shockwaves.




Twinkle pattern

To test their idea, the researchers looked to FRB 20221022A, a fast radio burst that was detected by CHIME in 2022. The signal lasts about two milliseconds, and is a relatively run-of-the-mill FRB, in terms of its brightness. However, the team's collaborators at McGill University found that FRB 20221022A exhibited one standout property: The light from the burst was highly polarized, with the angle of polarization tracing a smooth S-shaped curve. This pattern is interpreted as evidence that the FRB emission site is rotating -- a characteristic previously observed in pulsars, which are highly magnetized, rotating neutron stars.

To see a similar polarization in fast radio bursts was a first, suggesting that the signal may have arisen from the close-in vicinity of a neutron star. The McGill team's results are reported in a companion paper today in Nature.

The MIT team realized that if FRB 20221022A originated from close to a neutron star, they should be able to prove this, using scintillation.

In their new study, Nimmo and her colleagues analyzed data from CHIME and observed steep variations in brightness that signaled scintillation -- in other words, the FRB was twinkling. They confirmed that there is gas somewhere between the telescope and FRB that is bending and filtering the radio waves. The team then determined where this gas could be located, confirming that gas within the FRB's host galaxy was responsible for some of the scintillation observed. This gas acted as a natural lens, allowing the researchers to zoom in on the FRB site and determine that the burst originated from an extremely small region, estimated to be about 10,000 kilometers wide.

"This means that the FRB is probably within hundreds of thousands of kilometers from the source," Nimmo says. "That's very close. For comparison, we would expect the signal would be more than tens of millions of kilometers away if it originated from a shockwave, and we would see no scintillation at all."

"Zooming in to a 10,000-kilometer region, from a distance of 200 million light years, is like being able to measure the width of a DNA helix, which is about 2 nanometers wide, on the surface of the moon," Masui says. "There's an amazing range of scales involved."

The team's results, combined with the findings from the McGill team, rule out the possibility that FRB 20221022A emerged from the outskirts of a compact object. Instead, the studies prove for the first time that fast radio bursts can originate from very close to a neutron star, in highly chaotic magnetic environments.

"These bursts are always happening, and CHIME detects several a day," Masui says. "There may be a lot of diversity in how and where they occur, and this scintillation technique will be really useful in helping to disentangle the various physics that drive these bursts."

This research was supported by various institutions including the Canada Foundation for Innovation, the Dunlap Institute for Astronomy and Astrophysics at the University of Toronto, the Canadian Institute for Advanced Research, the Trottier Space Institute at McGill University, and the University of British Columbia.
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Achieving bone regeneration and adhesion with harmless visible light | ScienceDaily
A research team led by Professor Hyung Joon Cha from POSTECH's Department of Chemical Engineering and Graduate School of Convergence Science and Technology with a specialization in Medical Science, along with Dr. Jinyoung Yun and Integrated Program student Hyun Taek Woo from the Department of Chemical Engineering, has developed an innovative injectable adhesive hydrogel for bone regeneration. This hydrogel utilizes harmless visible light to simultaneously achieve cross-linking and mineralization without the need for bone grafts. The groundbreaking research was recently published online in Biomaterials.


						
Bone defects, which arise from various causes such as trauma, infection, and congenital abnormalities, are becoming increasingly common in aging societies. Conventional treatments often involve bone grafts combined with serum or bioadhesives to fill the defect. However, existing injectable hydrogels face challenges such as difficulty in maintaining their shape within the body and limited adhesive strength. Moreover, traditional methods using bone grafts with adhesive materials often fail to achieve simultaneous "bone regeneration" and "adhesion."

The POSTECH team has introduced a novel system that addresses these limitations. This new hydrogel system employs visible light -- safe for the human body -- to facilitate cross-linking, where the main components of the hydrogel bond and harden, and to simultaneously boost mineralization where bone-building minerals like calcium and phosphate form within the hydrogel. While earlier studies have explored the use of light in similar applications, they encountered issues such as requiring separate preparation and mixing of bone grafts and adhesive materials, as well as weak bonding of the main components, which often degraded over time.

The newly developed hydrogel precursor comprises alginate (natural polysaccharide derived from brown algae), RGD peptide-containing mussel adhesive protein, calcium ions, phosphonodiols, and a photoinitiator. The coacervate-based formulation, which is immiscible in water, ensures that the hydrogel retains its shape and position after injection into the body. Upon visible light irradiation, cross-linking occurs, and amorphous calcium phosphate, which functions as a bone graft material, is simultaneously formed. This eliminates the need for separate bone grafts or adhesives, enabling the hydrogel to provide both bone regeneration and adhesion.

In experiments using animal models with femoral bone defects, the hydrogel was successfully injected, adhered accurately, and effectively delivered components essential for bone regeneration.

Professor Cha commented, "The injectable hydrogel system for bone regeneration developed by our research team represents an innovative alternative to conventional complex treatments for bone diseases and will greatly advance bone tissue regeneration technology."

This research was supported by the Ministry of Health and Welfare's Dental Medical Technology Research and Development Project and the Integrated End-to-End Medical Device R&D Project.
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New study uncovers key insights into protein interactions in Duchenne muscular dystrophy, paving way for more targeted therapies | ScienceDaily
A groundbreaking study has shed light on the complex interactions between dystrophin, a protein critical to muscle stability, and its partner protein, dystrobrevin, offering new pathways for understanding and treating Duchenne Muscular Dystrophy (DMD).


						
Published in the December issue of the Journal of Biological Chemistry, researchers characterize the mysterious C-terminal (CT) domain of dystrophin and its role in stabilizing cellular membranes across various tissues.

DMD, a severe genetic disorder that causes muscle weakness and shortens lifespans, arises from mutations in the gene encoding dystrophin. While current treatments can extend patients' lifespans, their high cost and limited efficacy underscore the urgent need for broader therapeutic approaches.

"This research highlights the intricate dynamics of dystrophin and dystrobrevin interactions, providing critical insights that could inform future treatment development," said Krishna Mallela, professor of pharmaceutical sciences at the University of Colorado Skaggs School of Pharmacy and Pharmaceutical Sciences and study lead author. "By understanding how these proteins function differently in various tissues, we're one step closer to designing treatments that target the root causes of DMD."

The study reveals that dystrophin's CT domain interacts differently with the two major dystrobrevin isoforms, which bind to dystrophin. Variations in the amino acid composition of dystrobrevin proteins drive differences in binding affinity and interaction modes, influencing the stability of the dystrophin-associated protein complex across tissues, a key indication of DMD.

These findings offer a molecular explanation for the wide-ranging symptoms experienced by DMD patients, which extend beyond skeletal muscles to affect organs such as the heart and brain.

"This discovery is exceptional in advancing DMD care because, while there have been advancements in therapies, they have been approved in desperation. We need to get to the root of things to really hone in on effective treatments," says Mallela. "Much like a car engine, how can you fix a car without understanding how the car engine functions?"
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Enhanced Raman microscopy of cryofixed specimens: Clearer and sharper chemical imaging | ScienceDaily
Understanding the behavior of the molecules and cells that make up our bodies is critical for the advancement of medicine. This has led to a continual push for clear images of what is happing beyond what the eye can see. In a study recently published in Science Advances,researchers from Osaka University have reported a method that gives high-resolution Raman microscopy images.


						
Raman microscopy is a useful technique for imaging biological samples because it can provide chemical information about specific molecules -- such as proteins -- that take part in the body's processes. However, the Raman light that comes from biological samples is very weak, so the signal can often get swamped by the background noise, leading to poor images.

The researchers have developed a microscope that can maintain the temperature of previously frozen samples during the acquisition. This has allowed them to produce images that are up to eight times brighter than those previously achieved with Raman microscopy.

"One of the main reasons for blurry images is the motion of the things you're trying to look at," explains lead author of the study, Kenta Mizushima. "By imaging frozen samples that were unable to move, we could use longer exposure times without damaging the samples. This led to high signals compared with the background, high resolution, and larger fields of view." The technique uses no stains and doesn't require any chemicals to fix the cells in position, so can provide a highly representative view of processes and cell behavior.

The team was also able to confirm that the freezing process conserved the physicochemical states of different proteins. This gives the cryofixing approach a distinct advantage of achieving what the chemical fixing methods cannot.

"Raman microscopy adds a complementary option to the imaging toolbox," says senior author Katsumasa Fujita. "The fact that it not only provides cell images, but also information about the distribution and particular chemical states of molecules, is very useful when we are continually striving to achieve the most detailed possible understanding."

The new technique can be combined with other microscopy techniques for detailed analysis of biological samples and is expected to contribute to a wide range of areas in the biological sciences including medicine and pharmaceutics.
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Engineering researchers develop deep-UV microLED display chips for maskless photolithography | ScienceDaily
In a breakthrough set to revolutionize the semiconductor industry, the School of Engineering of the Hong Kong University of Science and Technology (HKUST) has developed the world's first-of-its-kind deep-ultraviolet (UVC) microLED display array for lithography machines. This enhanced efficiency UVC microLED has showcased the viability of a lowered cost maskless photolithography through the provision of adequate light output power density, enabling exposure of photoresist films in a shorter time.


						
Conducted under the supervision of Prof. KWOK Hoi-Sing, Founding Director of the State Key Laboratory of Advanced Displays and Optoelectronics Technologies at HKUST, the study was a collaborative effort with the Southern University of Science and Technology, and the Suzhou Institute of Nanotechnology of the Chinese Academy of Sciences.

A lithography machine is crucial equipment for semiconductor manufacturing, applying short-wavelength ultraviolet light to make integrated circuit chips with various layouts. However, traditional mercury lamps and deep ultraviolet LED light sources have shortcomings such as large device size, low resolution, high energy consumption, low light efficiency, and insufficient optical power density.

To overcome these challenges, the research team built a maskless lithography prototype platform and used it to fabricate the first microLED device by using deep UV microLED with maskless exposure, improving optical extraction efficiency, heat distribution performance, and epitaxial stress relief during the production process.

Prof. KWOK highlighted, "The team achieved key breakthroughs for the first microLED device including high power, high light efficiency, high-resolution pattern display, improved screen performance and fast exposure ability. This deep-UV microLED display chip integrates the ultraviolet light source with the pattern on the mask. It provides sufficient irradiation dose for photoresist exposure in a short time, creating a new path for semiconductor manufacturing."

"In recent years, the low-cost and high-precision maskless lithography technology of traditional lithography machines has become an R&D hotspot because of its ability to adjust the exposure pattern, provide more diverse customization options, and save the cost of preparing lithography masks. Photoresist-sensitive short-wavelength microLED technology is therefore critical to the independent development of semiconductor equipment," Prof. KWOK explained.

"Compared with other representative works, our innovation features smaller device size, lower driving voltage, higher external quantum efficiency, higher optical power density, larger array size, and higher display resolution. These key performance enhancements make the study a global leader in all metrics," Dr. FENG Feng, postdoctoral research fellow at HKUST's Department of Electronic and Computer Engineering (ECE), concluded.

Their paper, titled "High-Power AlGaN Deep-Ultraviolet Micro-Light-Emitting Diode Displays for Maskless Photolithography," has been published in the top journal Nature Photonics. It has since earned wide recognition in the industry and was named by the 10th International Forum on Wide Bandgap Semiconductors (IFWS) as one of the top ten advances in China's third-generation semiconductor technology in 2024.

Looking forward, the team plans to continue enhancing the performance of AlGaN deep ultraviolet microLEDs, improve the prototype, and develop 2k to 8k high-resolution deep ultraviolet microLED display screens.

Dr. FENG is the first author, while Prof. LIU Zhaojun, Adjunct Associate Professor of HKUST's ECE Department, who concurrently serves as an Associate Professor at Southern University of Science and Technology, is the corresponding author. Team members also include ECE postdoctoral research fellow Dr. LIU Yibo, PhD graduate Dr. ZHANG Ke, and collaborators from other institutions.
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New technology doubles resolution without radar replacement using novel algorithms | ScienceDaily
The joint research team led by Sangdong Kim and Bongseok Kim from the Automotive Technology Division of DGIST (President Kunwoo Lee) has developed a new radar signal-processing technology that can dramatically enhance the resolution of existing low-resolution radars. This technology enables precise object recognition using existing hardware specifications without the need for bandwidth expansion.


						
Currently, radar systems for automotive and aerospace applications require resolution-enhancement technologies to improve object recognition precision. Achieving this typically involves increasing bandwidth or utilizing ultra-high-resolution algorithms with significant complexity. However, it results in higher costs and increased system complexity.

The research team discovered that additional information embedded in the envelope of radar signals could be used. On that basis, they developed a new algorithm that analyzes the contour features of received signals. This innovative technology improves target differentiation without bandwidth expansion, achieving nearly double the resolution through signal processing on existing radar hardware. In addition, it enables the precise identification of objects both inside and outside the vehicle.

Dr. Bongseok Kim of the DGIST Automotive Technology Division stated, "I am delighted that our work has been published in the IEEE Sensors Journal ... We will continue to enhance this technology through follow-up research to enable its practical application in autonomous vehicles and industrial environments."

Meanwhile, this research was conducted with the support of DGIST's general project (D-PIC 4.0) and the National Research Foundation of Korea's Basic Research Support Program. The research results (first author: Dr. Bongseok Kim, DGIST; corresponding author:Dr. Sangdong Kim, DGIST) were published in the IEEE Sensors Journal in December.
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Solar-powered charging: Self-charging supercapacitors developed | ScienceDaily
Jeongmin Kim, Senior Researcher at DGIST (President Kunwoo Lee), in joint research with Damin Lee, Researcher at the RLRC of Kyungpook National University (President Young-woo Heo), has developed a high-performance self-charging energy storage device capable of efficiently storing solar energy. The research team has dramatically improved the performance of existing supercapacitor devices by utilizing transition metal-based electrode materials and proposed a new energy storage technology that combines supercapacitors with solar cells.


						
The research team designed the electrodes using a nickel-based carbonate and hydroxide composite material and maximized the conductivity and stability of the electrodes by adding transition metal ions such as Mn, Co, Cu, Fe, and Zn. This technology has greatly improved the performance of energy storage devices, demonstrating significant advancements in energy density, power density, and charge and discharge stability.

Particularly, the energy density achieved in this study is 35.5 Wh kg[?]1, which is significantly higher than the energy storage per unit weight in previous studies (5-20 Wh kg[?]1). The power density is 2555.6 W kg[?]1, significantly exceeding the values from previous studies (- 1000 W kg[?]1), demonstrating the ability to release higher power rapidly, enabling immediate energy supply even for high-power devices. Additionally, the performance showed minimal degradation during repeated charge and discharge cycles, confirming the long-term usability of the device.

Furthermore, the research team developed an energy storage device that combines silicon solar cells with supercapacitors, creating a system capable of storing solar energy and utilizing it in real time. This system achieved an energy storage efficiency of 63% and an overall efficiency of 5.17%, effectively validating the potential for commercializing the self-charging energy storage device.

Jeongmin Kim, Senior Researcher at the Nanotechnology Division of DGIST, states, "This study is a significant achievement, as it marks the development of Korea's first self-charging energy storage device combining supercapacitors with solar cells. By utilizing transition metal-based composite materials, we have overcome the limitations of energy storage devices and presented a sustainable energy solution." Damin Lee, a researcher at the RLRC of Kyungpook National University, stated, "We will continue to conduct follow-up research to further improve the efficiency of the self-charging device and enhance its potential for commercialization."

This research was conducted with support from DGIST's Institutional Core Projects, the Early Career Researcher Projects, and the Kyungpook National University's Regional Leading Research Center for Carbon-Neutral Intelligent Energy System. The research findings were published in the journal Energy in December.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241230131926.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Triple-layer battery resistant to fire and explosion created | ScienceDaily
A research team from DGIST's (President Kunwoo Lee) Division of Energy & Environmental Technology, led by Principal Researcher Kim Jae-hyun, has developed a lithium metal battery using a "triple-layer solid polymer electrolyte" that offers greatly enhanced fire safety and an extended lifespan. This research holds promise for diverse applications, including in electric vehicles and large-scale energy storage systems.


						
Conventional solid polymer electrolyte batteries perform poorly due to structural limitations which hinder an optimal electrode contact. This could not eliminate the issue of "dendrites" either, where lithium grows in tree-like structures during repeated charging and discharging cycles. Dendrites are a critical issue, as an irregular lithium growth can disrupt battery connections, potentially causing fires and explosions.

The research team, therefore, developed a triple-layer structure for the electrolyte to address such issues. Each layer serves a distinct function, significantly enhancing the battery's safety and efficiency. This electrolyte incorporates "decabromodiphenyl ethane (DBDPE)" to prevent fires, "zeolite" to enhance the electrolyte's strength, and a high concentration of a lithium salt, "lithium bis (trifluoromethanesulfonyl) imide) (LiTFSI)," to facilitate a rapid movement of lithium ions.

The triple-layer solid electrolyte features a robust middle layer that boosts the battery's mechanical strength, while its soft outer surface ensures an excellent electrode contact, facilitating an easy movement of lithium ions. This enables a faster movement of lithium ions, enhancing energy transfer rates and preventing dendrite formation effectively.

The experiment showed that the battery developed by the research team retained about 87.9% of its performance after 1,000 charging and discharging cycles, demonstrating a notable improvement in durability compared with traditional batteries, which typically maintain 70-80% of their performance. It can also extinguish itself in a fire, thus significantly reducing the fire risk. This battery is expected to be applicable across various sectors, ranging from small devices like smartphones and wearables to electric vehicles and large-scale energy storage systems.

Dr. Kim stated, "This research is anticipated to make a significant contribution to the commercialization of lithium metal batteries using [solid polymer] electrolytes, while providing enhanced stability and efficiency [to] energy storage devices."

This study was supported by the Future Materials Discovery Project (led by Professor Lee Jung-ho of Hanyang University) and the Mid-Career Researcher Program (led by Dr. Kim Jae-hyun) of the National Research Foundation of Korea. The findings were published as the cover article in an international academic journal, Small, published by Wiley.
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Preclinical study finds surges in estrogen promote binge drinking in females | ScienceDaily
The hormone estrogen regulates binge drinking in females, causing them to "pregame" -- consume large quantities of alcohol in the first 30 minutes after it's offered, according to a preclinical study led by scientists at Weill Cornell Medicine. The study establishes-for what is thought to be the first time-that circulating estrogen increases binge alcohol consumption in females and contributes to known sex differences in this behavior.


						
The findings, published Dec. 30 in the journal Nature Communications, could lead to novel approaches for treating alcohol use disorder.

"We know a lot less about what drives alcohol drinking behavior in females because most studies of alcohol use have been done in males," said senior author Dr. Kristen Pleil, an associate professor of pharmacology. Yet females, too, overindulge and are more susceptible to the negative health effects of alcohol than males.

Recent studies indicate that, during the pandemic lockdown, women increased their heavy alcohol consumption more than men. That behavior has important consequences for women's health, said Dr. Pleil, "because many studies show this pattern of drinking enhances alcohol's harmful effects." Indeed, women had many more alcohol-related hospital visits and complications than men during and since the pandemic.

Peak Levels of Estrogen Associated with Increased Alcohol Consumption 

In a 2021 study, Dr. Pleil and her team showed that a specific subpopulation of neurons in a brain region called the bed nucleus of the stria terminalis (BNST) were more excitable in female mice than in males. This enhanced activity correlated with their binge drinking behavior.

But what makes this neural circuit more excitable in females? "Estrogen has such powerful effects on so many behaviors, particularly in females," Dr. Pleil said. "So, it makes sense that it would also modulate drinking."

To assess estrogen's potential involvement, the researchers, including first author Dr. Lia Zallar, who was a graduate student in the Pleil lab at the time of the research, began by monitoring the hormone levels throughout estrous cycle of female mice. Then, they served up the alcohol. They found that when a female has a high level of circulating estrogen, she drinks much more than on days when her estrogen is low.




That enhanced bingeing behavior was reflected in heightened activity in those same neurons in the BNST. "When a female takes her first sip from the bottle containing alcohol, those neurons go crazy," Dr. Pleil said. "And if she's in a high-estrogen state, they go even crazier." That extra boost of neural activity means the mice hit the bottle even harder, particularly within the first 30 minutes after the alcohol was made available, a behavior Dr. Pleil refers to as "front-loading."

Surprising Discovery: Cell-surface Receptors Allow Estrogen to Act Fast

Although the researchers suspected estrogen would have an effect on drinking, they were surprised by its mechanism of action. This steroid hormone typically regulates behaviors by binding to receptors that then travel to the nucleus, where they alter the activity of specific genes -- a process that could take hours. However, Dr. Pleil and her team realized that something else must be happening when estrogen infused directly into the BNST excited the neurons and triggered binge drinking within minutes.

So, the researchers tested estrogen that had been doctored so it could not enter cells and bind to nuclear receptors -- a feat of chemical engineering performed by Dr. Jacob Geri, assistant professor of pharmacology at Weill Cornell Medicine. They determined that when estrogen promotes bingeing, the hormone is binding to receptors on the neurons' surface, where it directly modulates cell-cell communication.

"We believe this is the first time that anybody has shown that during a normal estrous cycle, endogenous estrogen made by the ovaries can use such a rapid mechanism to control behavior," Dr. Pleil said. That rapid action drives the front-loading of alcohol when estrogen is high.

The team identified the estrogen receptor that mediates this effect and determined that it is expressed in the excited BNST neurons and in neurons from other brain regions that excite them. The researchers are now investigating the signaling mechanisms for this effect, and they will also examine whether the same system regulates drinking in males.




"All of the infrastructure is there in males, too: the estrogen receptors and the basic circuit organization," Dr. Pleil said. The only difference will be the source of the estrogen, which in males without an ovarian source relies on local conversion of testosterone to estrogen in the brain.

Inhibiting the enzyme that synthesizes estrogens could offer a novel treatment for selectively reducing alcohol consumption when hormone levels surge. An FDA-approved version of such an inhibitor is currently used to treat women with estrogen-sensitive cancers.

"Combining this drug with compounds that modulate the downstream effects of the chemicals produced by the BNST neurons could potentially provide a new, targeted approach for treating alcohol use disorder," Dr. Pleil said.
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Brain structure differences are associated with early use of substances among adolescents | ScienceDaily
A study of nearly 10,000 adolescents funded by the National Institutes of Health (NIH) has identified distinct differences in the brain structures of those who used substances before age 15 compared to those who did not. Many of these structural brain differences appeared to exist in childhood before any substance use, suggesting they may play a role in the risk of substance use initiation later in life, in tandem with genetic, environmental, and other neurological factors.


						
"This adds to some emerging evidence that an individual's brain structure, alongside their unique genetics, environmental exposures, and interactions among these factors, may impact their level of risk and resilience for substance use and addiction," said Nora Volkow M.D., director of NIDA. "Understanding the complex interplay between the factors that contribute and that protect against drug use is crucial for informing effective prevention interventions and providing support for those who may be most vulnerable."

Among the 3,460 adolescents who initiated substances before age 15, most (90.2%) reported trying alcohol, with considerable overlap with nicotine and/or cannabis use; 61.5% and 52.4% of kids initiating nicotine and cannabis, respectively, also reported initiating alcohol. Substance initiation was associated with a variety of brain-wide (global) as well as more regional structural differences primarily involving the cortex, some of which were substance-specific. While these data could someday help inform clinical prevention strategies, the researchers emphasize that brain structure alone cannot predict substance use during adolescence, and that these data should not be used as a diagnostic tool.

The study, published in JAMA Network Open, used data from the Adolescent Brain Cognitive Development Study,(ABCD Study), the largest longitudinal study of brain development and health in children and adolescents in the United States, which is supported by the NIH's National Institute on Drug Abuse (NIDA) and nine other institutes, centers, and offices.

Using data from the ABCD Study, researchers from Washington University in St. Louis assessed MRI scans taken of 9,804 children across the U.S. when they were ages 9 to 11 -- at "baseline" -- and followed the participants over three years to determine whether certain aspects of brain structure captured in the baseline MRIs were associated with early substance initiation. They monitored for alcohol, nicotine, and/or cannabis use, the most common substances used in early adolescence, as well as use of other illicit substances. The researchers compared MRIs of 3,460 participants who reported substance initiation before age 15 from 2016 to 2021 to those who did not (6,344).

They assessed both global and regional differences in brain structure, looking at measures like volume, thickness, depth of brain folds, and surface area, primarily in the brain cortex. The cortex is the outermost layer of the brain, tightly packed with neurons and responsible for many higher-level processes, including learning, sensation, memory, language, emotion, and decision-making. Specific characteristics and differences in these structures -- measured by thickness, surface area, and volume -- have been linked to variability in cognitive abilities and neurological conditions.

The researchers identified five brain structural differences at the global level between those who reported substance initiation before the age of 15 and those who did not. These included greater total brain volume and greater subcortical volume in those who indicated substance initiation. An additional 39 brain structure differences were found at the regional level, with approximately 56% of the regional variation involving cortical thickness. Some brain structural differences also appeared unique to the type of substance used.




In a post-hoc analysis, the researchers found that many of these brain differences still held even after removing those participants who reported substance initiation prior to collection of their baseline MRIs. The resulting comparison was between those who did not report any substance use initiation and a subgroup of 1,203 participants in the substance use initiation group who did not have any substance use experience when their MRIs were first captured. The results of this secondary analysis suggest that some of these brain structural differences may exist prior to any substance use, challenging the interpretation that such differences are only driven by substance exposure and pointing to an area for further investigation.

While some of the brain regions where differences were identified have been linked to sensation-seeking and impulsivity, the researchers note that more work is needed to delineate how these structural differences may translate to differences in brain function or behaviors. They also emphasize that the interplay between genetics, environment, brain structure, the prenatal environment, and behavior influence affect behaviors.

Another recent analysis of data from the ABCD study conducted by the University of Michigan demonstrates this interplay, showing that patterns of functional brain connectivity in early adolescence could predict substance use initiation in youth, and that these trajectories were likely influenced by exposure to pollution.

Future studies will be crucial to determine how initial brain structure differences may change as children age and with continued substance use or development of substance use disorder.

"Through the ABCD study, we have a robust and large database of longitudinal data to go beyond previous neuroimaging research to understand the bidirectional relationship between brain structure and substance use," said Alex Miller, Ph.D., the study's corresponding author and an assistant professor of psychiatry at Indiana University. "The hope is that these types of studies, in conjunction with other data on environmental exposures and genetic risk, could help change how we think about the development of substance use disorders and inform more accurate models of addiction moving forward."
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People who are immunocompromised may not produce enough protective antibodies against RSV after vaccination | ScienceDaily
Johns Hopkins Medicine researchers have shown that people 60 years or older with weakened immunity -- primarily organ transplant recipients who take immunosuppressive medications to reduce the risk of rejection and others with immune system disorders -- do not respond as strongly to vaccines against the respiratory syncytial virus (RSV) as people in the same age group with normal immune function.


						
The study, conducted by a research team at the Johns Hopkins Transplant Research Center, was published today in the Journal of the American Medical Association (JAMA). It parallels earlier work done at the center to better understand how the immune systems of people who are immunocompromised respond to vaccines against SARS-CoV-2, the virus that causes COVID-19.

RSV is a contagious pathogen that causes infections of the respiratory tract. It is most commonly seen in infants and young children, but poses a threat to all age groups and may lead to more serious respiratory illnesses, such as pneumonia, in the elderly and those who are immunocompromised.

"We found that on average, older adults who are immunocompromised developed fewer antibodies against RSV following vaccination as compared with the very strong responses for healthy people over age 60 seen in the clinical trials used to validate the vaccines," says study lead author Andrew Karaba, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine. "Additionally, antibody levels in people who are immunocompromised were highly variable, with some study participants showing strong increases in immunity because of the vaccines while others barely responded."

The researchers used an ongoing, Johns Hopkins Medicine-led national study -- the Emerging Pathogens of Concern in Immunocompromised Persons (EPOC) -- to follow 38 people (between ages 64 and 72) who self-reported that they are immunocompromised and received either the RSVPreF3-AS01 (also known as Arexvy) or RSVpreF (also known as Abrysvo) vaccine. The study group was evenly split between males and females, with 82% being solid organ transplant recipients and 74% taking two or more immunosuppressive medications.

The two vaccines induce the immune system to target a critical protein on the surface of RSV, the F protein, in its pre-infection form, known as pre-fusion F. High levels of antibodies against pre-fusion F, particularly those that neutralize and block RSV from entering cells, are a major contributor in preventing RSV infections. Although most people are infected by RSV many times in their lives, natural infections do not lead to a sufficient level of virus-neutralizing, anti-pre-fusion F antibodies to prevent reinfections, and perhaps, prevent serious illness.

Both RSV vaccines were designed to solve that shortcoming, and in fact, they have been shown to successfully generate large amounts of pre-fusion F antibodies in trials with healthy adults. So why, the authors of the JAMA study asked, do immune responses to the vaccines vary in people who are immunocompromised?




"We suspected that a fundamental difference in the two vaccines -- the presence or absence of an immune-stimulating chemical called an adjuvant -- might play a role in the variance in immunity, so we looked at that," says study senior author William Werbel, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine.

Arexvy contains an adjuvant while Abrysvo does not.

"When we compared the antibody responses between those study participants who received Arexvy with those who got Abrysvo, we found that the group receiving the adjuvanted vaccine tended to have higher levels of RSV-neutralizing, anti-pre-fusion F antibodies," says Werbel. "So, adjuvant-enhanced vaccines as a means of improving immune response in people who are immunocompromised merits further investigation in larger, more comprehensive studies."

However, both Karaba and Werbel point out that this study does not suggest RSV vaccines will not reduce RSV disease in people who are immunocompromised.

The U.S. Centers for Disease Control and Prevention (CDC) currently recommends that everyone 75 and older receive a single dose of an RSV vaccine, as well as people 60 or older in groups at high risk of infection by the virus -- including people who are immunocompromised.

"As with our previous work with COVID-19 vaccines [which led to recommendation that people who are immunocompromised getting additional vaccine doses to improve protection], we look forward to additional research on RSV vaccine responses that will provide guidance for optimized timing and vaccine selection for people who are immunocompromised," says Karaba.

Along with Karaba and Werbel, the other members of the research team from Johns Hopkins Medicine are Prasanthy Balasubramanian, Sc.M.; Camille Hage, M.D.; Isabella Sengsouk; and Aaron Tobian, M.D., Ph.D. The study co-author from the New York University Grossman School of Medicine is Dorry Segev, M.D., Ph.D., formerly with Johns Hopkins Medicine.

The work was supported by National Institute of Allergy and Infectious Diseases grants 3U01A11338897-04S1, K08A1156021 and K23A1157893; and subaward 3UM1AI109565 from the COVID Protection After Transplant Data Coordinating Center, Immune Tolerance Network at the Benaroya Research Institute at the Virginia Mason Medical Center.

Karaba reports receiving consulting fees from Hologic Inc. and speaking fees from PRIME Education. Werbel reports receiving consulting fees from the CDC/Infectious Diseases Society of America and AstraZeneca; and advisory board fees from AstraZeneca and Novavax. Segev reports receiving consulting fees from AstraZeneca, CareDx, Moderna Therapeutics, Novavax, Regeneron and Springer Publishing; and speaker fees and honoraria from AstraZeneca, CareDx, Houston Methodist, Northwell Health, Optum Health Education, Sanofi and WebMD.
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Urgent action needed to protect the Parma wallaby | ScienceDaily
The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert from The Australian National University (ANU) argues.


						
The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.

According to ANU Professor George Wilson, who is a co-author of a new paper analysing the history and past relocation efforts of Parma wallaby populations, as well as threats to their survival and habitats, predation is a major concern for the marsupial.

He said the Black Summer bushfires likely decimated Parma wallaby populations and habitats, further contributing to their extinction risk.

"An attempt to reintroduce a population near Robertson in New South Wales was unsuccessful, with foxes killing more than 40 Parma wallabies within three months," Professor Wilson said.

"This is in contrast to fox-free New Zealand, where authorities are trying to eradicate Parma wallabies because there is an overabundance of them.

"We know Parma wallabies are thriving in a predator-free enclosure at Mount Wilson. We need to create more privately owned safe havens and captive breeding programs like that one to secure these animals' long-term survival."

The New South Wales government's Saving Our Species program outlines certain conservation strategies for Parma wallabies.




But Professor Wilson said the strategy overlooks the need for more safe havens for these animals, which would provide several benefits including population security in the event of bushfires; facilitating disease and genetics management; and, protecting the species from vehicle collisions and introduced predators.

The NSW National Parks and Wildlife Service is building an enclosure at Ngambaa Nature Reserve which will relocate some of the Parma wallabies from Mount Wilson, although the researchers argue more facilities are needed.

"Predator-proof fencing is costly to build and maintain. Government agencies should be working with private landholders to build them in a cost-effective manner and encourage greater collaboration between zoos, nature reserves and commercial investors," Professor Wilson said.

Samaa Kalsia from the Australian Wildlife Services said the actions outlined in the Save Our Species strategy are "aspirational rather than realistic of what government agencies alone can achieve."

"A lot of the threats to Parma wallabies outlined by the New South Wales government is actually indicative of a lack of knowledge or an insufficient understanding about the animals' habitat and food requirements and the extent of the impact of predation by foxes, among other concerns," Ms Kalsia, who is a co-author of the paper alongside Professor Wilson, said.

"Historically, there hasn't been much research conducted that focuses on Parma wallabies, and this is further contributing to the species' elevated risk of extinction.

"The state government's conservation plan also doesn't outline any incentives for private landowners to implement measures that help Parma wallabies.

"It's unlikely the threats to these animals will be addressed unless governments facilitate rather than inhibit the creation of sanctuaries like the one at Yengo, Mount Wilson and others at Barrington Tops and Bannockburn."
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Digital healthcare consultations not enough for safe assessment of tonsillitis | ScienceDaily
Digital healthcare consultations are not enough for a safe assessment of tonsillitis, according to a study from the University of Gothenburg. Reliability will not be sufficient, thus increasing the risk of over- or undertreatment of a sore throat.


						
Tonsillitis is a common reason for visits to the doctor and prescriptions of antibiotics in primary care. To determine whether a patient needs antibiotics, doctors use the so-called Centor Criteria for tonsillitis. The criteria include fever, tender and swollen lymph nodes in the angles of the jaw and inspection of the tonsils.

However, it has been unclear how well these criteria can be assessed during digital healthcare consultations compared to traditional in-person consultations. This lack of scientific evidence has become a growing concern as digital healthcare consultations become more common.

Digital vs physical assessment

The current study, published in the journal Infectious Diseases, examines whether digital assessments are as reliable as physical examinations in determining whether antibiotic treatment is warranted. The study includes 189 patients who sought care at healthcare clinics and urgent care clinics in Region Vastra Gotaland, Sweden, between January 2020 and October 2023.

Each patient in the study underwent two assessments: a digital medical assessment via video and a physical examination conducted by another doctor. The results show that digital healthcare consultations are not sufficient to assess some of the most important criteria, such as tonsil inspection and lymph node examination.

Digital not safe enough

One of the driving forces behind the study is Patrycja Woldan-Gradalska, a PhD student at Sahlgrenska Academy at the University of Gothenburg and a Resident Physician at Satila Healthcare Clinic.

"Our study shows that although digital healthcare consultations are convenient for many patients, they are not reliable enough to assess tonsillitis. To ensure a correct diagnosis and treatment, it is still important to conduct a physical examination," she says.

The authors are active in community medicine and public health at Sahlgrenska Academy at the University of Gothenburg and at Region Vastra Gotaland's FoUUI primary and community healthcare, a support resource for research, education, development and innovation.
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Singles differ in personality traits and life satisfaction compared to partnered people | ScienceDaily
Although being married or in a long-term relationship is often seen as the norm, more people are staying single for life. But singlehood can bring economic and medical disadvantages, especially as people get older and may become more reliant on others.


						
New research in Psychological Science reveals that lifelong singles have lower scores on life satisfaction measures and different personality traits compared to partnered people, findings that point to the need for both helpful networks and ways to create such networks that are better catered to single people.

"When there are differences, they might be especially important in elderly people who face more health issues and financial issues," said Julia Stern, one of the lead authors and a senior researcher at the University of Bremen in Germany, in an interview with APS. "They need more help, and the help is usually the partner."

Stern and colleagues compared single people and partnered individuals on life satisfaction ratings and the Big Five personality traits (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism). The study used a survey of more than 77,000 Europeans over the age of 50 and was the first of its kind to look across cultures and at people who had been single their entire lives. The findings revealed that, in addition to lower life satisfaction scores, lifelong singles are less extraverted, less conscientious, and less open to experience, compared to partnered people.

Previous studies used different definitions of being single, sometimes considering only current status and other times drawing the line at having never married or, alternatively, at never living with a partner. But people who have been in a serious relationship in the past -- even if it has ended -- might have different personality traits than those who have never been that committed. To investigate this, Stern and colleagues grouped respondents by the different definitions: currently partnered, never living with a partner, never married, or never being in any long-term relationship. People who had never been in a serious long-term relationship scored lower on extraversion, openness, and life satisfaction than those who were currently single but had lived with a partner or been married in the past. All singles scored lower on these measures than people in current relationships.

Although this study cannot definitively decipher if personality differences are due to selection -- people with certain personality types may be more likely to start relationships -- or socialization -- long-term relationships could change personalities -- the evidence points to the former. Stern said that changes to personality from being in a relationship are small and temporary. For instance, although an extraverted person beginning a new relationship may be keen to stay in with their partner, eventually their extraversion comes back.

"It's more likely you have these selection effects: For example, people who are more extraverted are more likely to enter a relationship," Stern said. But she warned that the results are average effects and not necessarily descriptive of everyone; of course, there are single extraverts and introverts in committed relationships.




For singles, living in a society where marriage is the expectation may affect their life satisfaction. Because the large sample included people from 27 European countries, the researchers were able to ask whether there were any cultural differences. In countries with higher marriage rates (such as southern European countries), singlehood resulted in even lower life satisfaction scores, but the effects were small. The religiosity of the country did not seem to matter, however.

When comparing across gender and age, single women scored higher on life satisfaction than single men, and older people tended to be happier with their singlehood status than middle-aged singles. Stern speculated that, with the era of their peers getting married and starting families behind them, older singles may accept their circumstances and be happier.

Singles may grow happier with age, but their lower scores compared to partnered people are still worrying. Previous research has shown life satisfaction and particular personality traits (including extraversion and conscientiousness) can predict health and mortality, emphasizing the need to find ways to promote the well-being of older singles.

"There are differences between people who stay single their entire lives and people who get partnered, and for me this means that we have to take extra care of these people," Stern said. She suggested developing new kinds of programs to prevent loneliness that take these personality traits into consideration and help older singles meet like-minded people. "If they have people who care for them or look out for them regularly, this might help."
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How do monkeys recognize snakes so fast? | ScienceDaily
Dr. Nobuyuki Kawai from Nagoya University in Japan has found that the rapid detection of snakes by monkeys is because of the presence of snake scales as a visual cue. His findings highlight an evolutionary adaptation of primates to identify snakes based on specific visual characteristics. Understanding these mechanisms provides insight into the evolution of visual processing related to threat detection. The findings were published in Scientific Reports.


						
Rapid detection of dangers and threats is important for personal safety. Since our ancestors first appeared, snakes have posed a deadly danger to primates, including humans. Even monkeys and human infants who have never encountered a snake react to pictures of them, demonstrating our innate fear of these creatures.

Kawai's first experiment demonstrated that monkeys exhibited an immediate response to images of snakes but not to images of salamanders, implying a specific fear of snakes. On the basis of this observation, he wondered what would happen if he edited the images of the salamanders to have snakeskin without changing anything else. Would monkeys respond to the skin, or would they recognize the harmless salamander in snake clothing?

To answer this question, Kawai presented monkeys that had never seen a real snake with nine images on a board and trained them to find the one that was different to receive a reward. When presented with a single snake amidst a group of salamanders, monkeys exhibited a faster response time to locate the snake compared to identifying a salamander among snakes. This observation suggests that the monkeys had a strong response to the potentially dangerous reptile.

However, when Kawai showed the edited images of salamanders with snakeskin to monkeys, they reacted to the altered images of the harmless creature equally fast, or even faster, than to the snake.

"Previously we demonstrated that humans and primates can recognize snakes quickly; however, the critical visual feature was unknown," Kawai said. "The monkeys did not react faster to salamanders, a species that shares a similar elongated body and tail with snakes, until the images were changed to cover them with snakeskin." This suggests that the monkeys were most threatened by the scales.

"This may be because during evolution our primate ancestors evolved a visual system to identify scales, which are characteristic of snakes," he continued. "These insights into primate evolution will likely improve our understanding of vision and brain evolution in animals, including ourselves."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241226153853.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



11- to 12-year-olds use smartphones mainly to talk to family and friends | ScienceDaily
The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.


						
"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.




The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."

The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.

"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.

The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."
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        System to auto-detect new variants will inform better response to future infectious disease outbreaks
        Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.

      

      
        Key players in brain aging: New research identifies age-related damage on a cellular level
        Scientists have identified the molecular changes that occur in the brains of aging mice and located a hot spot where much of that damage is centralized. The cells in the area are also connected with metabolism, suggesting a connection between diet and brain health.

      

      
        A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force
        Researchers report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These 'all-optical' nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

      

      
        Ancient DNA unlocks new understanding of migrations in the first millennium AD
        Waves of human migration across Europe during the first millennium AD have been revealed using a more precise method of analysing ancestry with ancient DNA, in research led by the Francis Crick Institute.

      

      
        Scientists pin down the origins of a fast radio burst
        Astronomers pinned down the origins of at least one fast radio burst, a brief and brilliant explosion of radio waves emitted by an extremely compact object. The team's novel technique might also reveal the sources of other FRBs.

      

      
        Engineering researchers develop deep-UV microLED display chips for maskless photolithography
        In a breakthrough set to revolutionize the semiconductor industry, engineers have developed the world's first-of-its-kind deep-ultraviolet (UVC) microLED display array for lithography machines. This enhanced efficiency UVC microLED has showcased the viability of a lowered cost maskless photolithography through the provision of adequate light output power density, enabling exposure of photoresist films in a shorter time.

      

      
        Preclinical study finds surges in estrogen promote binge drinking in females
        The hormone estrogen regulates binge drinking in females, causing them to 'pregame' -- consume large quantities of alcohol in the first 30 minutes after it's offered, according to a preclinical study. The study establishes -- for what is thought to be the first time -- that circulating estrogen increases binge alcohol consumption in females and contributes to known sex differences in this behavior.

      

      
        Brain structure differences are associated with early use of substances among adolescents
        A study of nearly 10,000 adolescents has identified distinct differences in the brain structures of those who used substances before age 15 compared to those who did not. Many of these structural brain differences appeared to exist in childhood before any substance use, suggesting they may play a role in the risk of substance use initiation later in life, in tandem with genetic, environmental, and other neurological factors.

      

      
        Urgent action needed to protect the Parma wallaby
        The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert argues. The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.
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System to auto-detect new variants will inform better response to future infectious disease outbreaks | ScienceDaily
Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.


						
The new approach uses samples from infected humans to allow real-time monitoring of pathogens circulating in human populations, and enable vaccine-evading bugs to be quickly and automatically identified. This could inform the development of vaccines that are more effective in preventing disease.

The approach can also quickly detect emerging variants with resistance to antibiotics. This could inform the choice of treatment for people who become infected -- and try to limit the spread of the disease.

It uses genetic sequencing data to provide information on the genetic changes underlying the emergence of new variants. This is important to help understand why different variants spread differently in human populations.

There are very few systems in place to keep watch for emerging variants of infectious diseases, apart from the established COVID and influenza surveillance programmes. The technique is a major advance on the existing approach to these diseases, which has relied on groups of experts to decide when a circulating bacteria or virus has changed enough to be designated a new variant.

By creating 'family trees', the new approach identifies new variants automatically based on how much a pathogen has changed genetically, and how easily it spreads in the human population -- removing the need to convene experts to do this.

It can be used for a broad range of viruses and bacteria and only a small number of samples, taken from infected people, are needed to reveal the variants circulating in a population. This makes it particularly valuable for resource-poor settings.




The report is published today in the journal Nature.

"Our new method provides a way to show, surprisingly quickly, whether there are new transmissible variants of pathogens circulating in populations -- and it can be used for a huge range of bacteria and viruses," said Dr Noemie Lefrancq, first author of the report, who carried out the work at the University of Cambridge's Department of Genetics.

Lefrancq, who is now based at ETH Zurich, added: "We can even use it to start predicting how new variants are going to take over, which means decisions can quickly be made about how to respond."

"Our method provides a completely objective way of spotting new strains of disease-causing bugs, by analysing their genetics and how they're spreading in the population. This means we can rapidly and effectively spot the emergence of new highly transmissible strains," said Professor Julian Parkhill, a researcher in the University of Cambridge's Department of Veterinary Medicine who was involved in the study.

Testing the technique

The researchers used their new technique to analyse samples of Bordetella pertussis, the bacteria that causes whooping cough. Many countries are currently experiencing their worst whooping cough outbreaks of the last 25 years. It immediately identified three new variants circulating in the population that had been previously undetected.




"The novel method proves very timely for the agent of whooping cough, which warrants reinforced surveillance, given its current comeback in many countries and the worrying emergence of antimicrobial resistant lineages," said Professor Sylvain Brisse, Head of the National Reference Center for whooping cough at Institut Pasteur, who provided bioresources and expertise on Bordetella pertussis genomic analyses and epidemiology.

In a second test, they analysed samples of Mycobacterium tuberculosis, the bacteria that causes Tuberculosis. It showed that two variants with resistance to antibiotics are spreading.

"The approach will quickly show which variants of a pathogen are most worrying in terms of the potential to make people ill. This means a vaccine can be specifically targeted against these variants, to make it as effective as possible," said Professor Henrik Salje in the University of Cambridge's Department of Genetics, senior author of the report.

He added: "If we see a rapid expansion of an antibiotic-resistant variant, then we could change the antibiotic that's being prescribed to people infected by it, to try and limit the spread of that variant."

The researchers say this work is an important piece in the larger jigsaw of any public health response to infectious disease.

A constant threat

Bacteria and viruses that cause disease are constantly evolving to be better and faster at spreading between us. During the COVID pandemic, this led to the emergence of new strains: the original Wuhan strain spread rapidly but was later overtaken by other variants, including Omicron, which evolved from the original and were better at spreading. Underlying this evolution are changes in the genetic make-up of the pathogens.

Pathogens evolve through genetic changes that make them better at spreading. Scientists are particularly worried about genetic changes that allow pathogens to evade our immune system and cause disease despite us being vaccinated against them.

"This work has the potential to become an integral part of infectious disease surveillance systems around the world, and the insights it provides could completely change the way governments respond," said Salje.
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Key players in brain aging: New research identifies age-related damage on a cellular level | ScienceDaily
Scientists at the Allen Institute have identified specific cell types in the brain of mice that undergo major changes as they age, along with a specific hot spot where many of those changes occur. The discoveries, published in the journal Nature, could pave the way for future therapies to slow or manage the aging process in the brain.


						
Key findings
    	Sensitive cells: Scientists discovered dozens of specific cell types, mostly glial cells, known as brain support cells, that underwent significant gene expression changes with age. Those strongly affected included microglia and border-associated macrophages, oligodendrocytes, tanycytes, and ependymal cells.
    	Inflammation and neuron protection: In aging brains, genes associated with inflammation increased in activity while those related to neuronal structure and function decreased.
    	Aging hot spot: Scientists discovered a specific hot spot combining both the decrease in neuronal function and the increase in inflammation in the hypothalamus. The most significant gene expression changes were found in cell types near the third ventricle of the hypothalamus, including tanycytes, ependymal cells, and neurons known for their role in food intake, energy homeostasis, metabolism, and how our bodies use nutrients. This points to a possible connection between diet, lifestyle factors, brain aging, and changes that can influence our susceptibility to age-related brain disorders.

"Our hypothesis is that those cell types are getting less efficient at integrating signals from our environment or from things that we're consuming," said Kelly Jin, Ph.D., a scientist at the Allen Institute for Brain Science and lead author of the study. "And that loss of efficiency somehow contributes to what we know as aging in the rest of our body. I think that's pretty amazing, and I think it's remarkable that we're able to find those very specific changes with the methods that we're using."

To conduct the study, funded by the National Institutes of Health (NIH), researchers used cutting-edge single-cell RNA sequencing and advanced brain-mapping tools developed through NIH's The BRAIN Initiative(r) to map over 1.2 million brain cells from young (two months old) and aged (18 months old) mice across 16 broad brain regions. The aged mice are what scientists consider to be the equivalent of a late middle-aged human. Mouse brains share many similarities with human brains in terms of structure, function, genes, and cell types.

"Aging is the most important risk factor for Alzheimer's disease and many other devastating brain disorders. These results provide a highly detailed map for which brain cells may be most affected by aging," said Richard J. Hodes, M.D., director of NIH's National Institute on Aging. "This new map may fundamentally alter the way scientists think about how aging affects the brain and also provides a guide for developing new treatments for aging-related brain diseases."

A path toward new therapies

Understanding this hot spot in the hypothalamus makes it a focal point for future study. Along with knowing which cells to specifically target, this could lead to the development of age-related therapeutics, helping to preserve function and prevent neurodegenerative disease.




"We want to develop tools that can target those cell types," said Hongkui Zeng, Ph.D., executive vice president and director of the Allen Institute for Brain Science. "If we improve the function of those cells, will we be able to delay the aging process?"

The latest findings also align with past studies that link aging to metabolic changes as well as research suggesting that intermittent fasting, balanced diet, or calorie restriction can influence or perhaps increase life span.

"It's not something we directly tested in this study," said Jin. "But to me, it points to the potential players involved in the process, which I think is a huge deal because this is a very specific, rare population of neurons that express very specific genes that people can develop tools for to target and further study."

Future brain aging research

This study lays the groundwork for new strategies in diet and therapeutic approaches aimed at maintaining brain health into old age, along with more research on the complexities of advanced aging in the brain. As scientists further explore these connections, research may unlock more specific dietary or drug interventions to combat or slow aging on a cellular level.

"The important thing about our study is that we found the key players -- the real key players -- and the biological substrates for this process," said Zeng. "Putting the pieces of this puzzle together, you have to find the right players. It's a beautiful example of why you need to study the brain and the body at this kind of cell type-specific level. Otherwise, changes happening in specific cell types could be averaged out and undetected if you mix different types of cells together."

This study was funded by NIH grants R01AG066027 and U19MH114830. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
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A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force | ScienceDaily
Mechanical force is an essential feature for many physical and biological processes. Remote measurement of mechanical signals with high sensitivity and spatial resolution is needed for a wide range of applications, from robotics to cellular biophysics and medicine and even to space travel. Nanoscale luminescent force sensors excel at measuring piconewton forces, while larger sensors have proven powerful in probing micronewton forces. However, large gaps remain in the force magnitudes that can be probed remotely from subsurface or interfacial sites, and no individual, non-invasive sensor has yet been able to make measurements over the large dynamic range needed to understand many systems.


						
New, highly responsive nanoscale sensors of force

In a paper published today by Nature, a team led byColumbia Engineering researchers and collaborators report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These "all-optical" nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

The researchers, led by Jim Schuck, associate professor of mechanical engineering, and Natalie Fardian-Melamed, a postdoctoral scholar in his group, along with the Cohen and Chan groups at Lawrence Berkeley National Lab (Berkeley Lab), developed nanosensors that have attained both the most sensitive force response and largest dynamic range ever realized in similar nanoprobes. They have 100 times better force sensitivity than the existing nanoparticles that utilize rare-earth ions for their optical response, and an operational range that spans more than four orders of magnitude in force, a much larger range -- 10-100 times larger -- than any previous optical nanosensor.

"We expect our discovery will revolutionize the sensitivities and dynamic range achievable with optical force sensors, and will immediately disrupt technologies in areas from robotics to cellular biophysics and medicine to space travel," Schuck says.

New nanosensors can operate in previously inaccessible environments

The new nanosensors achieve high-resolution, multiscale function with the same nanosensor for the first time. This is important as it means that just this nanosensor, rather than a suite of different classes of sensors, can be employed for the continuous study of forces, from the subcellular to the whole-system level in engineered and biological systems, such as developing embryos, migrating cells, batteries, or integrated NEMS, very sensitive nanoelectromechanical systems in which the physical motion of a nanometer-scale structure is controlled by an electronic circuit, or vice versa.




"What makes these force sensors unique -- apart from their unparalleled multiscale sensing capabilities -- is that they operate with benign, biocompatible, and deeply penetrating infrared light," Fardian-Melamed says. "This allows one to peer deep into various technological and physiological systems, and monitor their health from afar. Enabling the early detection of malfunction or failure in these systems, these sensors will have a profound impact on fields ranging from human health to energy and sustainability."

Using the photon-avalanching effect to build the nanosensors

The team was able to build these nanosensors by exploiting the photon-avalanching effect within nanocrystals. In photon-avalanching nanoparticles, which were first discovered by Schuck's group at Columbia Engineering, the absorption of a single photon within a material sets off a chain reaction of events that ultimately leads to the emission of many photons. So: one photon is absorbed, many photons are emitted. It is an extremely nonlinear and volatile process that Schuck likes to describe as "steeply nonlinear,' playing on the word "avalanche."

The optically active components within the study's nanocrystals are atomic ions from the lanthanide row of elements in the periodic table, also known as rare-earth elements, which are doped into the nanocrystal. For this paper, the team used thulium.

Team investigates a surprising observation

The researchers found that the photon avalanching process is very, very sensitive to several things, including the spacing between lanthanide ions. With this in mind, they tapped on some of their photon avalanching nanoparticles (ANPs) with an atomic force microscopy (AFM) tip, and discovered that the avalanching behavior was greatly impacted by these gentle forces -- much more than they had ever expected.




"We discovered this almost by accident," Schuck says. "We suspected these nanoparticles were sensitive to force, so we measured their emission while tapping on them. And they turned out to be way more sensitive than anticipated! We actually didn't believe it at first; we thought the tip may be having a different effect. But then Natalie did all the control measurements and discovered that the response was all due to this extreme force sensitivity."

Knowing how sensitive the ANPs were, the team then designed new nanoparticles that would respond to forces in different ways. In one new design, the nanoparticle changes the color of its luminescence depending on the applied force. In another design, they made nanoparticles that do not demonstrate photon avalanching under ambient conditions, but do begin to avalanche as force is applied -- these have turned out to be extremely sensitive to force.

For this study, Schuck, Fardian-Melamed, and other members of the Schuck nano-optics team worked closely with a team of researchers at the Molecular Foundry at Lawrence Berkeley National Lab (Berkeley Lab) headed by Emory Chan and Bruce Cohen. The Berkeley lab team developed the custom ANPs based on the feedback from Columbia, synthesizing and characterizing dozens of samples to understand and optimize the particles' optical properties.

What's next

The team now aims to apply these force sensors to an important system where they can achieve significant impact, such as a developing embryo, like those studied by Columbia's Mechanical Engineering Professor Karen Kasza. On the sensor design front, the researchers are hoping to add self-calibrating functionality into the nanocrystals, so that each nanocrystal can function as a standalone sensor. Schuck believes this can easily be done with the addition of another thin shell during nanocrystal synthesis.

"The importance of developing new force sensors was recently underscored by Ardem Patapoutian, the 2021 Nobel Laureate who emphasized the difficulty in probing environmentally sensitive processes within multiscale systems -- that is to say, in most physical and biological processes. (Nature Reviews Mol. Cell Biol. 18, 771 (2017))," Schuck notes. "We are excited to be part of these discoveries that transform the paradigm of sensing, allowing one to sensitively and dynamically map critical changes in forces and pressures in real-world environments that are currently unreachable with today's technologies.
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Ancient DNA unlocks new understanding of migrations in the first millennium AD | ScienceDaily
Researchers can bring together a picture of how people moved across the world by looking at changes in their DNA, but this becomes a lot harder when historical groups of people are genetically very similar.


						
In research published today in Nature, researchers report a new data analysis method called Twigstats1, which allows the differences between genetically similar groups to be measured more precisely, revealing previously unknown details of migrations in Europe.

They applied the new method to over 1500 European genomes (a person's complete set of DNA) from people who lived primarily during the first millennium AD (year 1 to 1000), encompassing the Iron Age, the fall of the Roman Empire, the early medieval 'Migration Period' and the Viking Age.

Germanic-speaking people move south in the early Iron Age

The Romans -- whose empire was flourishing at the start of the first millennium -- wrote about conflict with Germanic groups outside of the Empire's frontiers.

Using the new method, the scientists revealed waves of these groups migrating south from Northern Germany or Scandinavia early in the first millennium, adding genetic evidence to the historical record.

This ancestry was found in people from southern Germany, Italy, Poland, Slovakia, and southern Britain, with one person in southern Europe carrying 100% Scandinavian-like ancestry.




The team showed that many of these groups eventually mixed with pre-existing populations. The two main zones of migration and interaction mirror the three main branches of Germanic languages, one of which stayed in Scandinavia, one of which became extinct, and another which formed the basis of modern-day German and English.

Finding a Roman gladiator?

In 2nd-4th century York in Britain, 25% of the ancestry of an individual who could have been a Roman soldier or slave gladiator came from early Iron Age Scandinavia. This highlights that there were people with Scandinavian ancestry in Britain earlier than the Anglo-Saxon and Viking periods which started in the 5th century AD.

Germanic-speaking people move north into Scandinavia before the Viking Age

The team then used the method to uncover a later additional northward wave of migration into Scandinavia at the end of the Iron Age (300-800 AD) and just before the Viking Age. They showed that many Viking Age individuals across southern Scandinavia carried ancestry from Central Europe.

A different type of biomolecular analysis of teeth found that people buried on the island of Oland, Sweden, who carried ancestry from Central Europe, had grown up locally, suggesting that this northward influx of people wasn't a one-off, but a lasting shift in ancestry.




There is archaeological evidence for repeated conflicts in Scandinavia at this time, and the researchers speculate that this unrest may have played a role in driving movements of people, but more archaeological, genetic and environmental data is needed to shed light on the reasons why people moved into and around Scandinavia2.

Viking expansion out of Scandinavia

Historically, the Viking Age (c.800-1050 AD) is associated with people from Scandinavia raiding and settling throughout Europe.

The research showed that many people outside of Scandinavia during this time show a mix of local and Scandinavian ancestry, in support of the historical records.

For example, the team found some Viking Age individuals in the east (now present-day Ukraine and Russia) who had ancestry from present-day Sweden, and individuals in Britain who had ancestry from present-day Denmark.

In Viking Age mass graves in Britain, the remains of men who died violently showed genetic links to Scandinavia, suggesting they may have been executed members of Viking raiding parties.

Adding genetic evidence to historical accounts

Leo Speidel, first author, former postdoctoral researcher at the Crick and UCL and now group leader at RIKEN, Japan, said: "We already have reliable statistical tools to compare the genetics between groups of people who are genetically very different, like hunter-gatherers and early farmers, but robust analyses of finer-scale population changes, like the migrations we reveal in this paper, have largely been obscured until now.

"Twigstats allows us to see what we couldn't before, in this case migrations all across Europe originating in the north of Europe in the Iron Age, and then back into Scandinavia before the Viking Age. Our new method can be applied to other populations across the world and hopefully reveal more missing pieces of the puzzle."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and senior author, said: "The goal was a data analysis method that would provide a sharper lens for fine-scale genetic history. Questions that wouldn't have been possible to answer before are now within reach to us, so we now need to grow the record of ancient whole-genome sequences."

Peter Heather, Professor of Medieval History at King's College London, and co-author of the study, said: "Historical sources indicate that migration played some role in the massive restructuring of the human landscape of western Eurasia in the second half of the first millennium AD which first created the outlines of a politically and culturally recognisable Europe, but the nature, scale and even the trajectories of the movements have always been hotly disputed. Twigstats opens up the exciting possibility of finally resolving these crucial questions."
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Scientists pin down the origins of a fast radio burst | ScienceDaily
Fast radio bursts are brief and brilliant explosions of radio waves emitted by extremely compact objects such as neutron stars and possibly black holes. These fleeting fireworks last for just a thousandth of a second and can carry an enormous amount of energy -- enough to briefly outshine entire galaxies.


						
Since the first fast radio burst (FRB) was discovered in 2007, astronomers have detected thousands of FRBs, whose locations range from within our own galaxy to as far as 8 billion light-years away. Exactly how these cosmic radio flares are launched is a highly contested unknown.

Now, astronomers at MIT have pinned down the origins of at least one fast radio burst using a novel technique that could do the same for other FRBs. In their new study, appearing in the journal Nature, the team focused on FRB 20221022A -- a previously discovered fast radio burst that was detected from a galaxy about 200 million light-years away.

The team zeroed in further to determine the precise location of the radio signal by analyzing its "scintillation," similar to how stars twinkle in the night sky. The scientists studied changes in the FRB's brightness and determined that the burst must have originated from the immediate vicinity of its source, rather than much further out, as some models have predicted.

The team estimates that FRB 20221022A exploded from a region that is extremely close to a rotating neutron star, 10,000 kilometers away at most. That's less than the distance between New York and Singapore. At such close range, the burst likely emerged from the neutron star's magnetosphere -- a highly magnetic region immediately surrounding the ultracompact star.

The team's findings provide the first conclusive evidence that a fast radio burst can originate from the magnetosphere, the highly magnetic environment immediately surrounding an extremely compact object.

"In these environments of neutron stars, the magnetic fields are really at the limits of what the universe can produce," says lead author Kenzie Nimmo, a postdoc in MIT's Kavli Institute for Astrophysics and Space Research. "There's been a lot of debate about whether this bright radio emission could even escape from that extreme plasma."

"Around these highly magnetic neutron stars, also known as magnetars, atoms can't exist -- they would just get torn apart by the magnetic fields," says Kiyoshi Masui, associate professor of physics at MIT. "The exciting thing here is, we find that the energy stored in those magnetic fields, close to the source, is twisting and reconfiguring such that it can be released as radio waves that we can see halfway across the universe."




The study's MIT co-authors include Adam Lanman, Shion Andrew, Daniele Michilli, and Kaitlyn Shin, along with collaborators from multiple institutions.

Burst size

Detections of fast radio bursts have ramped up in recent years, due to the Canadian Hydrogen Intensity Mapping Experiment (CHIME). The radio telescope array comprises four large, stationary receivers, each shaped like a half-pipe, that are tuned to detect radio emissions within a range that is highly sensitive to fast radio bursts.

Since 2020, CHIME has detected thousands of FRBs from all over the universe. While scientists generally agree that the bursts arise from extremely compact objects, the exact physics driving the FRBs is unclear. Some models predict that fast radio bursts should come from the turbulent magnetosphere immediately surrounding a compact object, while others predict that the bursts should originate much further out, as part of a shockwave that propagates away from the central object.

To distinguish between the two scenarios, and determine where fast radio bursts arise, the team considered scintillation -- the effect that occurs when light from a small bright source such as a star, filters through some medium, such as a galaxy's gas. As the starlight filters through the gas, it bends in ways that make it appear, to a distant observer, as if the star is twinkling. The smaller or the farther away an object is, the more it twinkles. The light from larger or closer objects, such as planets in our own solar system, experience less bending, and therefore do not appear to twinkle.

The team reasoned that if they could estimate the degree to which an FRB scintillates, they might determine the relative size of the region from where the FRB originated. The smaller the region, the closer in the burst would be to its source, and the more likely it is to have come from a magnetically turbulent environment. The larger the region, the farther the burst would be, giving support to the idea that FRBs stem from far-out shockwaves.




Twinkle pattern

To test their idea, the researchers looked to FRB 20221022A, a fast radio burst that was detected by CHIME in 2022. The signal lasts about two milliseconds, and is a relatively run-of-the-mill FRB, in terms of its brightness. However, the team's collaborators at McGill University found that FRB 20221022A exhibited one standout property: The light from the burst was highly polarized, with the angle of polarization tracing a smooth S-shaped curve. This pattern is interpreted as evidence that the FRB emission site is rotating -- a characteristic previously observed in pulsars, which are highly magnetized, rotating neutron stars.

To see a similar polarization in fast radio bursts was a first, suggesting that the signal may have arisen from the close-in vicinity of a neutron star. The McGill team's results are reported in a companion paper today in Nature.

The MIT team realized that if FRB 20221022A originated from close to a neutron star, they should be able to prove this, using scintillation.

In their new study, Nimmo and her colleagues analyzed data from CHIME and observed steep variations in brightness that signaled scintillation -- in other words, the FRB was twinkling. They confirmed that there is gas somewhere between the telescope and FRB that is bending and filtering the radio waves. The team then determined where this gas could be located, confirming that gas within the FRB's host galaxy was responsible for some of the scintillation observed. This gas acted as a natural lens, allowing the researchers to zoom in on the FRB site and determine that the burst originated from an extremely small region, estimated to be about 10,000 kilometers wide.

"This means that the FRB is probably within hundreds of thousands of kilometers from the source," Nimmo says. "That's very close. For comparison, we would expect the signal would be more than tens of millions of kilometers away if it originated from a shockwave, and we would see no scintillation at all."

"Zooming in to a 10,000-kilometer region, from a distance of 200 million light years, is like being able to measure the width of a DNA helix, which is about 2 nanometers wide, on the surface of the moon," Masui says. "There's an amazing range of scales involved."

The team's results, combined with the findings from the McGill team, rule out the possibility that FRB 20221022A emerged from the outskirts of a compact object. Instead, the studies prove for the first time that fast radio bursts can originate from very close to a neutron star, in highly chaotic magnetic environments.

"These bursts are always happening, and CHIME detects several a day," Masui says. "There may be a lot of diversity in how and where they occur, and this scintillation technique will be really useful in helping to disentangle the various physics that drive these bursts."

This research was supported by various institutions including the Canada Foundation for Innovation, the Dunlap Institute for Astronomy and Astrophysics at the University of Toronto, the Canadian Institute for Advanced Research, the Trottier Space Institute at McGill University, and the University of British Columbia.
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Engineering researchers develop deep-UV microLED display chips for maskless photolithography | ScienceDaily
In a breakthrough set to revolutionize the semiconductor industry, the School of Engineering of the Hong Kong University of Science and Technology (HKUST) has developed the world's first-of-its-kind deep-ultraviolet (UVC) microLED display array for lithography machines. This enhanced efficiency UVC microLED has showcased the viability of a lowered cost maskless photolithography through the provision of adequate light output power density, enabling exposure of photoresist films in a shorter time.


						
Conducted under the supervision of Prof. KWOK Hoi-Sing, Founding Director of the State Key Laboratory of Advanced Displays and Optoelectronics Technologies at HKUST, the study was a collaborative effort with the Southern University of Science and Technology, and the Suzhou Institute of Nanotechnology of the Chinese Academy of Sciences.

A lithography machine is crucial equipment for semiconductor manufacturing, applying short-wavelength ultraviolet light to make integrated circuit chips with various layouts. However, traditional mercury lamps and deep ultraviolet LED light sources have shortcomings such as large device size, low resolution, high energy consumption, low light efficiency, and insufficient optical power density.

To overcome these challenges, the research team built a maskless lithography prototype platform and used it to fabricate the first microLED device by using deep UV microLED with maskless exposure, improving optical extraction efficiency, heat distribution performance, and epitaxial stress relief during the production process.

Prof. KWOK highlighted, "The team achieved key breakthroughs for the first microLED device including high power, high light efficiency, high-resolution pattern display, improved screen performance and fast exposure ability. This deep-UV microLED display chip integrates the ultraviolet light source with the pattern on the mask. It provides sufficient irradiation dose for photoresist exposure in a short time, creating a new path for semiconductor manufacturing."

"In recent years, the low-cost and high-precision maskless lithography technology of traditional lithography machines has become an R&D hotspot because of its ability to adjust the exposure pattern, provide more diverse customization options, and save the cost of preparing lithography masks. Photoresist-sensitive short-wavelength microLED technology is therefore critical to the independent development of semiconductor equipment," Prof. KWOK explained.

"Compared with other representative works, our innovation features smaller device size, lower driving voltage, higher external quantum efficiency, higher optical power density, larger array size, and higher display resolution. These key performance enhancements make the study a global leader in all metrics," Dr. FENG Feng, postdoctoral research fellow at HKUST's Department of Electronic and Computer Engineering (ECE), concluded.

Their paper, titled "High-Power AlGaN Deep-Ultraviolet Micro-Light-Emitting Diode Displays for Maskless Photolithography," has been published in the top journal Nature Photonics. It has since earned wide recognition in the industry and was named by the 10th International Forum on Wide Bandgap Semiconductors (IFWS) as one of the top ten advances in China's third-generation semiconductor technology in 2024.

Looking forward, the team plans to continue enhancing the performance of AlGaN deep ultraviolet microLEDs, improve the prototype, and develop 2k to 8k high-resolution deep ultraviolet microLED display screens.

Dr. FENG is the first author, while Prof. LIU Zhaojun, Adjunct Associate Professor of HKUST's ECE Department, who concurrently serves as an Associate Professor at Southern University of Science and Technology, is the corresponding author. Team members also include ECE postdoctoral research fellow Dr. LIU Yibo, PhD graduate Dr. ZHANG Ke, and collaborators from other institutions.
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Preclinical study finds surges in estrogen promote binge drinking in females | ScienceDaily
The hormone estrogen regulates binge drinking in females, causing them to "pregame" -- consume large quantities of alcohol in the first 30 minutes after it's offered, according to a preclinical study led by scientists at Weill Cornell Medicine. The study establishes-for what is thought to be the first time-that circulating estrogen increases binge alcohol consumption in females and contributes to known sex differences in this behavior.


						
The findings, published Dec. 30 in the journal Nature Communications, could lead to novel approaches for treating alcohol use disorder.

"We know a lot less about what drives alcohol drinking behavior in females because most studies of alcohol use have been done in males," said senior author Dr. Kristen Pleil, an associate professor of pharmacology. Yet females, too, overindulge and are more susceptible to the negative health effects of alcohol than males.

Recent studies indicate that, during the pandemic lockdown, women increased their heavy alcohol consumption more than men. That behavior has important consequences for women's health, said Dr. Pleil, "because many studies show this pattern of drinking enhances alcohol's harmful effects." Indeed, women had many more alcohol-related hospital visits and complications than men during and since the pandemic.

Peak Levels of Estrogen Associated with Increased Alcohol Consumption 

In a 2021 study, Dr. Pleil and her team showed that a specific subpopulation of neurons in a brain region called the bed nucleus of the stria terminalis (BNST) were more excitable in female mice than in males. This enhanced activity correlated with their binge drinking behavior.

But what makes this neural circuit more excitable in females? "Estrogen has such powerful effects on so many behaviors, particularly in females," Dr. Pleil said. "So, it makes sense that it would also modulate drinking."

To assess estrogen's potential involvement, the researchers, including first author Dr. Lia Zallar, who was a graduate student in the Pleil lab at the time of the research, began by monitoring the hormone levels throughout estrous cycle of female mice. Then, they served up the alcohol. They found that when a female has a high level of circulating estrogen, she drinks much more than on days when her estrogen is low.




That enhanced bingeing behavior was reflected in heightened activity in those same neurons in the BNST. "When a female takes her first sip from the bottle containing alcohol, those neurons go crazy," Dr. Pleil said. "And if she's in a high-estrogen state, they go even crazier." That extra boost of neural activity means the mice hit the bottle even harder, particularly within the first 30 minutes after the alcohol was made available, a behavior Dr. Pleil refers to as "front-loading."

Surprising Discovery: Cell-surface Receptors Allow Estrogen to Act Fast

Although the researchers suspected estrogen would have an effect on drinking, they were surprised by its mechanism of action. This steroid hormone typically regulates behaviors by binding to receptors that then travel to the nucleus, where they alter the activity of specific genes -- a process that could take hours. However, Dr. Pleil and her team realized that something else must be happening when estrogen infused directly into the BNST excited the neurons and triggered binge drinking within minutes.

So, the researchers tested estrogen that had been doctored so it could not enter cells and bind to nuclear receptors -- a feat of chemical engineering performed by Dr. Jacob Geri, assistant professor of pharmacology at Weill Cornell Medicine. They determined that when estrogen promotes bingeing, the hormone is binding to receptors on the neurons' surface, where it directly modulates cell-cell communication.

"We believe this is the first time that anybody has shown that during a normal estrous cycle, endogenous estrogen made by the ovaries can use such a rapid mechanism to control behavior," Dr. Pleil said. That rapid action drives the front-loading of alcohol when estrogen is high.

The team identified the estrogen receptor that mediates this effect and determined that it is expressed in the excited BNST neurons and in neurons from other brain regions that excite them. The researchers are now investigating the signaling mechanisms for this effect, and they will also examine whether the same system regulates drinking in males.




"All of the infrastructure is there in males, too: the estrogen receptors and the basic circuit organization," Dr. Pleil said. The only difference will be the source of the estrogen, which in males without an ovarian source relies on local conversion of testosterone to estrogen in the brain.

Inhibiting the enzyme that synthesizes estrogens could offer a novel treatment for selectively reducing alcohol consumption when hormone levels surge. An FDA-approved version of such an inhibitor is currently used to treat women with estrogen-sensitive cancers.

"Combining this drug with compounds that modulate the downstream effects of the chemicals produced by the BNST neurons could potentially provide a new, targeted approach for treating alcohol use disorder," Dr. Pleil said.
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Brain structure differences are associated with early use of substances among adolescents | ScienceDaily
A study of nearly 10,000 adolescents funded by the National Institutes of Health (NIH) has identified distinct differences in the brain structures of those who used substances before age 15 compared to those who did not. Many of these structural brain differences appeared to exist in childhood before any substance use, suggesting they may play a role in the risk of substance use initiation later in life, in tandem with genetic, environmental, and other neurological factors.


						
"This adds to some emerging evidence that an individual's brain structure, alongside their unique genetics, environmental exposures, and interactions among these factors, may impact their level of risk and resilience for substance use and addiction," said Nora Volkow M.D., director of NIDA. "Understanding the complex interplay between the factors that contribute and that protect against drug use is crucial for informing effective prevention interventions and providing support for those who may be most vulnerable."

Among the 3,460 adolescents who initiated substances before age 15, most (90.2%) reported trying alcohol, with considerable overlap with nicotine and/or cannabis use; 61.5% and 52.4% of kids initiating nicotine and cannabis, respectively, also reported initiating alcohol. Substance initiation was associated with a variety of brain-wide (global) as well as more regional structural differences primarily involving the cortex, some of which were substance-specific. While these data could someday help inform clinical prevention strategies, the researchers emphasize that brain structure alone cannot predict substance use during adolescence, and that these data should not be used as a diagnostic tool.

The study, published in JAMA Network Open, used data from the Adolescent Brain Cognitive Development Study,(ABCD Study), the largest longitudinal study of brain development and health in children and adolescents in the United States, which is supported by the NIH's National Institute on Drug Abuse (NIDA) and nine other institutes, centers, and offices.

Using data from the ABCD Study, researchers from Washington University in St. Louis assessed MRI scans taken of 9,804 children across the U.S. when they were ages 9 to 11 -- at "baseline" -- and followed the participants over three years to determine whether certain aspects of brain structure captured in the baseline MRIs were associated with early substance initiation. They monitored for alcohol, nicotine, and/or cannabis use, the most common substances used in early adolescence, as well as use of other illicit substances. The researchers compared MRIs of 3,460 participants who reported substance initiation before age 15 from 2016 to 2021 to those who did not (6,344).

They assessed both global and regional differences in brain structure, looking at measures like volume, thickness, depth of brain folds, and surface area, primarily in the brain cortex. The cortex is the outermost layer of the brain, tightly packed with neurons and responsible for many higher-level processes, including learning, sensation, memory, language, emotion, and decision-making. Specific characteristics and differences in these structures -- measured by thickness, surface area, and volume -- have been linked to variability in cognitive abilities and neurological conditions.

The researchers identified five brain structural differences at the global level between those who reported substance initiation before the age of 15 and those who did not. These included greater total brain volume and greater subcortical volume in those who indicated substance initiation. An additional 39 brain structure differences were found at the regional level, with approximately 56% of the regional variation involving cortical thickness. Some brain structural differences also appeared unique to the type of substance used.




In a post-hoc analysis, the researchers found that many of these brain differences still held even after removing those participants who reported substance initiation prior to collection of their baseline MRIs. The resulting comparison was between those who did not report any substance use initiation and a subgroup of 1,203 participants in the substance use initiation group who did not have any substance use experience when their MRIs were first captured. The results of this secondary analysis suggest that some of these brain structural differences may exist prior to any substance use, challenging the interpretation that such differences are only driven by substance exposure and pointing to an area for further investigation.

While some of the brain regions where differences were identified have been linked to sensation-seeking and impulsivity, the researchers note that more work is needed to delineate how these structural differences may translate to differences in brain function or behaviors. They also emphasize that the interplay between genetics, environment, brain structure, the prenatal environment, and behavior influence affect behaviors.

Another recent analysis of data from the ABCD study conducted by the University of Michigan demonstrates this interplay, showing that patterns of functional brain connectivity in early adolescence could predict substance use initiation in youth, and that these trajectories were likely influenced by exposure to pollution.

Future studies will be crucial to determine how initial brain structure differences may change as children age and with continued substance use or development of substance use disorder.

"Through the ABCD study, we have a robust and large database of longitudinal data to go beyond previous neuroimaging research to understand the bidirectional relationship between brain structure and substance use," said Alex Miller, Ph.D., the study's corresponding author and an assistant professor of psychiatry at Indiana University. "The hope is that these types of studies, in conjunction with other data on environmental exposures and genetic risk, could help change how we think about the development of substance use disorders and inform more accurate models of addiction moving forward."
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Urgent action needed to protect the Parma wallaby | ScienceDaily
The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert from The Australian National University (ANU) argues.


						
The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.

According to ANU Professor George Wilson, who is a co-author of a new paper analysing the history and past relocation efforts of Parma wallaby populations, as well as threats to their survival and habitats, predation is a major concern for the marsupial.

He said the Black Summer bushfires likely decimated Parma wallaby populations and habitats, further contributing to their extinction risk.

"An attempt to reintroduce a population near Robertson in New South Wales was unsuccessful, with foxes killing more than 40 Parma wallabies within three months," Professor Wilson said.

"This is in contrast to fox-free New Zealand, where authorities are trying to eradicate Parma wallabies because there is an overabundance of them.

"We know Parma wallabies are thriving in a predator-free enclosure at Mount Wilson. We need to create more privately owned safe havens and captive breeding programs like that one to secure these animals' long-term survival."

The New South Wales government's Saving Our Species program outlines certain conservation strategies for Parma wallabies.




But Professor Wilson said the strategy overlooks the need for more safe havens for these animals, which would provide several benefits including population security in the event of bushfires; facilitating disease and genetics management; and, protecting the species from vehicle collisions and introduced predators.

The NSW National Parks and Wildlife Service is building an enclosure at Ngambaa Nature Reserve which will relocate some of the Parma wallabies from Mount Wilson, although the researchers argue more facilities are needed.

"Predator-proof fencing is costly to build and maintain. Government agencies should be working with private landholders to build them in a cost-effective manner and encourage greater collaboration between zoos, nature reserves and commercial investors," Professor Wilson said.

Samaa Kalsia from the Australian Wildlife Services said the actions outlined in the Save Our Species strategy are "aspirational rather than realistic of what government agencies alone can achieve."

"A lot of the threats to Parma wallabies outlined by the New South Wales government is actually indicative of a lack of knowledge or an insufficient understanding about the animals' habitat and food requirements and the extent of the impact of predation by foxes, among other concerns," Ms Kalsia, who is a co-author of the paper alongside Professor Wilson, said.

"Historically, there hasn't been much research conducted that focuses on Parma wallabies, and this is further contributing to the species' elevated risk of extinction.

"The state government's conservation plan also doesn't outline any incentives for private landowners to implement measures that help Parma wallabies.

"It's unlikely the threats to these animals will be addressed unless governments facilitate rather than inhibit the creation of sanctuaries like the one at Yengo, Mount Wilson and others at Barrington Tops and Bannockburn."
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System to auto-detect new variants will inform better response to future infectious disease outbreaks | ScienceDaily
Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.


						
The new approach uses samples from infected humans to allow real-time monitoring of pathogens circulating in human populations, and enable vaccine-evading bugs to be quickly and automatically identified. This could inform the development of vaccines that are more effective in preventing disease.

The approach can also quickly detect emerging variants with resistance to antibiotics. This could inform the choice of treatment for people who become infected -- and try to limit the spread of the disease.

It uses genetic sequencing data to provide information on the genetic changes underlying the emergence of new variants. This is important to help understand why different variants spread differently in human populations.

There are very few systems in place to keep watch for emerging variants of infectious diseases, apart from the established COVID and influenza surveillance programmes. The technique is a major advance on the existing approach to these diseases, which has relied on groups of experts to decide when a circulating bacteria or virus has changed enough to be designated a new variant.

By creating 'family trees', the new approach identifies new variants automatically based on how much a pathogen has changed genetically, and how easily it spreads in the human population -- removing the need to convene experts to do this.

It can be used for a broad range of viruses and bacteria and only a small number of samples, taken from infected people, are needed to reveal the variants circulating in a population. This makes it particularly valuable for resource-poor settings.




The report is published today in the journal Nature.

"Our new method provides a way to show, surprisingly quickly, whether there are new transmissible variants of pathogens circulating in populations -- and it can be used for a huge range of bacteria and viruses," said Dr Noemie Lefrancq, first author of the report, who carried out the work at the University of Cambridge's Department of Genetics.

Lefrancq, who is now based at ETH Zurich, added: "We can even use it to start predicting how new variants are going to take over, which means decisions can quickly be made about how to respond."

"Our method provides a completely objective way of spotting new strains of disease-causing bugs, by analysing their genetics and how they're spreading in the population. This means we can rapidly and effectively spot the emergence of new highly transmissible strains," said Professor Julian Parkhill, a researcher in the University of Cambridge's Department of Veterinary Medicine who was involved in the study.

Testing the technique

The researchers used their new technique to analyse samples of Bordetella pertussis, the bacteria that causes whooping cough. Many countries are currently experiencing their worst whooping cough outbreaks of the last 25 years. It immediately identified three new variants circulating in the population that had been previously undetected.




"The novel method proves very timely for the agent of whooping cough, which warrants reinforced surveillance, given its current comeback in many countries and the worrying emergence of antimicrobial resistant lineages," said Professor Sylvain Brisse, Head of the National Reference Center for whooping cough at Institut Pasteur, who provided bioresources and expertise on Bordetella pertussis genomic analyses and epidemiology.

In a second test, they analysed samples of Mycobacterium tuberculosis, the bacteria that causes Tuberculosis. It showed that two variants with resistance to antibiotics are spreading.

"The approach will quickly show which variants of a pathogen are most worrying in terms of the potential to make people ill. This means a vaccine can be specifically targeted against these variants, to make it as effective as possible," said Professor Henrik Salje in the University of Cambridge's Department of Genetics, senior author of the report.

He added: "If we see a rapid expansion of an antibiotic-resistant variant, then we could change the antibiotic that's being prescribed to people infected by it, to try and limit the spread of that variant."

The researchers say this work is an important piece in the larger jigsaw of any public health response to infectious disease.

A constant threat

Bacteria and viruses that cause disease are constantly evolving to be better and faster at spreading between us. During the COVID pandemic, this led to the emergence of new strains: the original Wuhan strain spread rapidly but was later overtaken by other variants, including Omicron, which evolved from the original and were better at spreading. Underlying this evolution are changes in the genetic make-up of the pathogens.

Pathogens evolve through genetic changes that make them better at spreading. Scientists are particularly worried about genetic changes that allow pathogens to evade our immune system and cause disease despite us being vaccinated against them.

"This work has the potential to become an integral part of infectious disease surveillance systems around the world, and the insights it provides could completely change the way governments respond," said Salje.
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Key players in brain aging: New research identifies age-related damage on a cellular level | ScienceDaily
Scientists at the Allen Institute have identified specific cell types in the brain of mice that undergo major changes as they age, along with a specific hot spot where many of those changes occur. The discoveries, published in the journal Nature, could pave the way for future therapies to slow or manage the aging process in the brain.


						
Key findings
    	Sensitive cells: Scientists discovered dozens of specific cell types, mostly glial cells, known as brain support cells, that underwent significant gene expression changes with age. Those strongly affected included microglia and border-associated macrophages, oligodendrocytes, tanycytes, and ependymal cells.
    	Inflammation and neuron protection: In aging brains, genes associated with inflammation increased in activity while those related to neuronal structure and function decreased.
    	Aging hot spot: Scientists discovered a specific hot spot combining both the decrease in neuronal function and the increase in inflammation in the hypothalamus. The most significant gene expression changes were found in cell types near the third ventricle of the hypothalamus, including tanycytes, ependymal cells, and neurons known for their role in food intake, energy homeostasis, metabolism, and how our bodies use nutrients. This points to a possible connection between diet, lifestyle factors, brain aging, and changes that can influence our susceptibility to age-related brain disorders.

"Our hypothesis is that those cell types are getting less efficient at integrating signals from our environment or from things that we're consuming," said Kelly Jin, Ph.D., a scientist at the Allen Institute for Brain Science and lead author of the study. "And that loss of efficiency somehow contributes to what we know as aging in the rest of our body. I think that's pretty amazing, and I think it's remarkable that we're able to find those very specific changes with the methods that we're using."

To conduct the study, funded by the National Institutes of Health (NIH), researchers used cutting-edge single-cell RNA sequencing and advanced brain-mapping tools developed through NIH's The BRAIN Initiative(r) to map over 1.2 million brain cells from young (two months old) and aged (18 months old) mice across 16 broad brain regions. The aged mice are what scientists consider to be the equivalent of a late middle-aged human. Mouse brains share many similarities with human brains in terms of structure, function, genes, and cell types.

"Aging is the most important risk factor for Alzheimer's disease and many other devastating brain disorders. These results provide a highly detailed map for which brain cells may be most affected by aging," said Richard J. Hodes, M.D., director of NIH's National Institute on Aging. "This new map may fundamentally alter the way scientists think about how aging affects the brain and also provides a guide for developing new treatments for aging-related brain diseases."

A path toward new therapies

Understanding this hot spot in the hypothalamus makes it a focal point for future study. Along with knowing which cells to specifically target, this could lead to the development of age-related therapeutics, helping to preserve function and prevent neurodegenerative disease.




"We want to develop tools that can target those cell types," said Hongkui Zeng, Ph.D., executive vice president and director of the Allen Institute for Brain Science. "If we improve the function of those cells, will we be able to delay the aging process?"

The latest findings also align with past studies that link aging to metabolic changes as well as research suggesting that intermittent fasting, balanced diet, or calorie restriction can influence or perhaps increase life span.

"It's not something we directly tested in this study," said Jin. "But to me, it points to the potential players involved in the process, which I think is a huge deal because this is a very specific, rare population of neurons that express very specific genes that people can develop tools for to target and further study."

Future brain aging research

This study lays the groundwork for new strategies in diet and therapeutic approaches aimed at maintaining brain health into old age, along with more research on the complexities of advanced aging in the brain. As scientists further explore these connections, research may unlock more specific dietary or drug interventions to combat or slow aging on a cellular level.

"The important thing about our study is that we found the key players -- the real key players -- and the biological substrates for this process," said Zeng. "Putting the pieces of this puzzle together, you have to find the right players. It's a beautiful example of why you need to study the brain and the body at this kind of cell type-specific level. Otherwise, changes happening in specific cell types could be averaged out and undetected if you mix different types of cells together."

This study was funded by NIH grants R01AG066027 and U19MH114830. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
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Ancient DNA unlocks new understanding of migrations in the first millennium AD | ScienceDaily
Researchers can bring together a picture of how people moved across the world by looking at changes in their DNA, but this becomes a lot harder when historical groups of people are genetically very similar.


						
In research published today in Nature, researchers report a new data analysis method called Twigstats1, which allows the differences between genetically similar groups to be measured more precisely, revealing previously unknown details of migrations in Europe.

They applied the new method to over 1500 European genomes (a person's complete set of DNA) from people who lived primarily during the first millennium AD (year 1 to 1000), encompassing the Iron Age, the fall of the Roman Empire, the early medieval 'Migration Period' and the Viking Age.

Germanic-speaking people move south in the early Iron Age

The Romans -- whose empire was flourishing at the start of the first millennium -- wrote about conflict with Germanic groups outside of the Empire's frontiers.

Using the new method, the scientists revealed waves of these groups migrating south from Northern Germany or Scandinavia early in the first millennium, adding genetic evidence to the historical record.

This ancestry was found in people from southern Germany, Italy, Poland, Slovakia, and southern Britain, with one person in southern Europe carrying 100% Scandinavian-like ancestry.




The team showed that many of these groups eventually mixed with pre-existing populations. The two main zones of migration and interaction mirror the three main branches of Germanic languages, one of which stayed in Scandinavia, one of which became extinct, and another which formed the basis of modern-day German and English.

Finding a Roman gladiator?

In 2nd-4th century York in Britain, 25% of the ancestry of an individual who could have been a Roman soldier or slave gladiator came from early Iron Age Scandinavia. This highlights that there were people with Scandinavian ancestry in Britain earlier than the Anglo-Saxon and Viking periods which started in the 5th century AD.

Germanic-speaking people move north into Scandinavia before the Viking Age

The team then used the method to uncover a later additional northward wave of migration into Scandinavia at the end of the Iron Age (300-800 AD) and just before the Viking Age. They showed that many Viking Age individuals across southern Scandinavia carried ancestry from Central Europe.

A different type of biomolecular analysis of teeth found that people buried on the island of Oland, Sweden, who carried ancestry from Central Europe, had grown up locally, suggesting that this northward influx of people wasn't a one-off, but a lasting shift in ancestry.




There is archaeological evidence for repeated conflicts in Scandinavia at this time, and the researchers speculate that this unrest may have played a role in driving movements of people, but more archaeological, genetic and environmental data is needed to shed light on the reasons why people moved into and around Scandinavia2.

Viking expansion out of Scandinavia

Historically, the Viking Age (c.800-1050 AD) is associated with people from Scandinavia raiding and settling throughout Europe.

The research showed that many people outside of Scandinavia during this time show a mix of local and Scandinavian ancestry, in support of the historical records.

For example, the team found some Viking Age individuals in the east (now present-day Ukraine and Russia) who had ancestry from present-day Sweden, and individuals in Britain who had ancestry from present-day Denmark.

In Viking Age mass graves in Britain, the remains of men who died violently showed genetic links to Scandinavia, suggesting they may have been executed members of Viking raiding parties.

Adding genetic evidence to historical accounts

Leo Speidel, first author, former postdoctoral researcher at the Crick and UCL and now group leader at RIKEN, Japan, said: "We already have reliable statistical tools to compare the genetics between groups of people who are genetically very different, like hunter-gatherers and early farmers, but robust analyses of finer-scale population changes, like the migrations we reveal in this paper, have largely been obscured until now.

"Twigstats allows us to see what we couldn't before, in this case migrations all across Europe originating in the north of Europe in the Iron Age, and then back into Scandinavia before the Viking Age. Our new method can be applied to other populations across the world and hopefully reveal more missing pieces of the puzzle."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and senior author, said: "The goal was a data analysis method that would provide a sharper lens for fine-scale genetic history. Questions that wouldn't have been possible to answer before are now within reach to us, so we now need to grow the record of ancient whole-genome sequences."

Peter Heather, Professor of Medieval History at King's College London, and co-author of the study, said: "Historical sources indicate that migration played some role in the massive restructuring of the human landscape of western Eurasia in the second half of the first millennium AD which first created the outlines of a politically and culturally recognisable Europe, but the nature, scale and even the trajectories of the movements have always been hotly disputed. Twigstats opens up the exciting possibility of finally resolving these crucial questions."
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Achieving bone regeneration and adhesion with harmless visible light | ScienceDaily
A research team led by Professor Hyung Joon Cha from POSTECH's Department of Chemical Engineering and Graduate School of Convergence Science and Technology with a specialization in Medical Science, along with Dr. Jinyoung Yun and Integrated Program student Hyun Taek Woo from the Department of Chemical Engineering, has developed an innovative injectable adhesive hydrogel for bone regeneration. This hydrogel utilizes harmless visible light to simultaneously achieve cross-linking and mineralization without the need for bone grafts. The groundbreaking research was recently published online in Biomaterials.


						
Bone defects, which arise from various causes such as trauma, infection, and congenital abnormalities, are becoming increasingly common in aging societies. Conventional treatments often involve bone grafts combined with serum or bioadhesives to fill the defect. However, existing injectable hydrogels face challenges such as difficulty in maintaining their shape within the body and limited adhesive strength. Moreover, traditional methods using bone grafts with adhesive materials often fail to achieve simultaneous "bone regeneration" and "adhesion."

The POSTECH team has introduced a novel system that addresses these limitations. This new hydrogel system employs visible light -- safe for the human body -- to facilitate cross-linking, where the main components of the hydrogel bond and harden, and to simultaneously boost mineralization where bone-building minerals like calcium and phosphate form within the hydrogel. While earlier studies have explored the use of light in similar applications, they encountered issues such as requiring separate preparation and mixing of bone grafts and adhesive materials, as well as weak bonding of the main components, which often degraded over time.

The newly developed hydrogel precursor comprises alginate (natural polysaccharide derived from brown algae), RGD peptide-containing mussel adhesive protein, calcium ions, phosphonodiols, and a photoinitiator. The coacervate-based formulation, which is immiscible in water, ensures that the hydrogel retains its shape and position after injection into the body. Upon visible light irradiation, cross-linking occurs, and amorphous calcium phosphate, which functions as a bone graft material, is simultaneously formed. This eliminates the need for separate bone grafts or adhesives, enabling the hydrogel to provide both bone regeneration and adhesion.

In experiments using animal models with femoral bone defects, the hydrogel was successfully injected, adhered accurately, and effectively delivered components essential for bone regeneration.

Professor Cha commented, "The injectable hydrogel system for bone regeneration developed by our research team represents an innovative alternative to conventional complex treatments for bone diseases and will greatly advance bone tissue regeneration technology."

This research was supported by the Ministry of Health and Welfare's Dental Medical Technology Research and Development Project and the Integrated End-to-End Medical Device R&D Project.
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New study uncovers key insights into protein interactions in Duchenne muscular dystrophy, paving way for more targeted therapies | ScienceDaily
A groundbreaking study has shed light on the complex interactions between dystrophin, a protein critical to muscle stability, and its partner protein, dystrobrevin, offering new pathways for understanding and treating Duchenne Muscular Dystrophy (DMD).


						
Published in the December issue of the Journal of Biological Chemistry, researchers characterize the mysterious C-terminal (CT) domain of dystrophin and its role in stabilizing cellular membranes across various tissues.

DMD, a severe genetic disorder that causes muscle weakness and shortens lifespans, arises from mutations in the gene encoding dystrophin. While current treatments can extend patients' lifespans, their high cost and limited efficacy underscore the urgent need for broader therapeutic approaches.

"This research highlights the intricate dynamics of dystrophin and dystrobrevin interactions, providing critical insights that could inform future treatment development," said Krishna Mallela, professor of pharmaceutical sciences at the University of Colorado Skaggs School of Pharmacy and Pharmaceutical Sciences and study lead author. "By understanding how these proteins function differently in various tissues, we're one step closer to designing treatments that target the root causes of DMD."

The study reveals that dystrophin's CT domain interacts differently with the two major dystrobrevin isoforms, which bind to dystrophin. Variations in the amino acid composition of dystrobrevin proteins drive differences in binding affinity and interaction modes, influencing the stability of the dystrophin-associated protein complex across tissues, a key indication of DMD.

These findings offer a molecular explanation for the wide-ranging symptoms experienced by DMD patients, which extend beyond skeletal muscles to affect organs such as the heart and brain.

"This discovery is exceptional in advancing DMD care because, while there have been advancements in therapies, they have been approved in desperation. We need to get to the root of things to really hone in on effective treatments," says Mallela. "Much like a car engine, how can you fix a car without understanding how the car engine functions?"
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Preclinical study finds surges in estrogen promote binge drinking in females | ScienceDaily
The hormone estrogen regulates binge drinking in females, causing them to "pregame" -- consume large quantities of alcohol in the first 30 minutes after it's offered, according to a preclinical study led by scientists at Weill Cornell Medicine. The study establishes-for what is thought to be the first time-that circulating estrogen increases binge alcohol consumption in females and contributes to known sex differences in this behavior.


						
The findings, published Dec. 30 in the journal Nature Communications, could lead to novel approaches for treating alcohol use disorder.

"We know a lot less about what drives alcohol drinking behavior in females because most studies of alcohol use have been done in males," said senior author Dr. Kristen Pleil, an associate professor of pharmacology. Yet females, too, overindulge and are more susceptible to the negative health effects of alcohol than males.

Recent studies indicate that, during the pandemic lockdown, women increased their heavy alcohol consumption more than men. That behavior has important consequences for women's health, said Dr. Pleil, "because many studies show this pattern of drinking enhances alcohol's harmful effects." Indeed, women had many more alcohol-related hospital visits and complications than men during and since the pandemic.

Peak Levels of Estrogen Associated with Increased Alcohol Consumption 

In a 2021 study, Dr. Pleil and her team showed that a specific subpopulation of neurons in a brain region called the bed nucleus of the stria terminalis (BNST) were more excitable in female mice than in males. This enhanced activity correlated with their binge drinking behavior.

But what makes this neural circuit more excitable in females? "Estrogen has such powerful effects on so many behaviors, particularly in females," Dr. Pleil said. "So, it makes sense that it would also modulate drinking."

To assess estrogen's potential involvement, the researchers, including first author Dr. Lia Zallar, who was a graduate student in the Pleil lab at the time of the research, began by monitoring the hormone levels throughout estrous cycle of female mice. Then, they served up the alcohol. They found that when a female has a high level of circulating estrogen, she drinks much more than on days when her estrogen is low.




That enhanced bingeing behavior was reflected in heightened activity in those same neurons in the BNST. "When a female takes her first sip from the bottle containing alcohol, those neurons go crazy," Dr. Pleil said. "And if she's in a high-estrogen state, they go even crazier." That extra boost of neural activity means the mice hit the bottle even harder, particularly within the first 30 minutes after the alcohol was made available, a behavior Dr. Pleil refers to as "front-loading."

Surprising Discovery: Cell-surface Receptors Allow Estrogen to Act Fast

Although the researchers suspected estrogen would have an effect on drinking, they were surprised by its mechanism of action. This steroid hormone typically regulates behaviors by binding to receptors that then travel to the nucleus, where they alter the activity of specific genes -- a process that could take hours. However, Dr. Pleil and her team realized that something else must be happening when estrogen infused directly into the BNST excited the neurons and triggered binge drinking within minutes.

So, the researchers tested estrogen that had been doctored so it could not enter cells and bind to nuclear receptors -- a feat of chemical engineering performed by Dr. Jacob Geri, assistant professor of pharmacology at Weill Cornell Medicine. They determined that when estrogen promotes bingeing, the hormone is binding to receptors on the neurons' surface, where it directly modulates cell-cell communication.

"We believe this is the first time that anybody has shown that during a normal estrous cycle, endogenous estrogen made by the ovaries can use such a rapid mechanism to control behavior," Dr. Pleil said. That rapid action drives the front-loading of alcohol when estrogen is high.

The team identified the estrogen receptor that mediates this effect and determined that it is expressed in the excited BNST neurons and in neurons from other brain regions that excite them. The researchers are now investigating the signaling mechanisms for this effect, and they will also examine whether the same system regulates drinking in males.




"All of the infrastructure is there in males, too: the estrogen receptors and the basic circuit organization," Dr. Pleil said. The only difference will be the source of the estrogen, which in males without an ovarian source relies on local conversion of testosterone to estrogen in the brain.

Inhibiting the enzyme that synthesizes estrogens could offer a novel treatment for selectively reducing alcohol consumption when hormone levels surge. An FDA-approved version of such an inhibitor is currently used to treat women with estrogen-sensitive cancers.

"Combining this drug with compounds that modulate the downstream effects of the chemicals produced by the BNST neurons could potentially provide a new, targeted approach for treating alcohol use disorder," Dr. Pleil said.
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Brain structure differences are associated with early use of substances among adolescents | ScienceDaily
A study of nearly 10,000 adolescents funded by the National Institutes of Health (NIH) has identified distinct differences in the brain structures of those who used substances before age 15 compared to those who did not. Many of these structural brain differences appeared to exist in childhood before any substance use, suggesting they may play a role in the risk of substance use initiation later in life, in tandem with genetic, environmental, and other neurological factors.


						
"This adds to some emerging evidence that an individual's brain structure, alongside their unique genetics, environmental exposures, and interactions among these factors, may impact their level of risk and resilience for substance use and addiction," said Nora Volkow M.D., director of NIDA. "Understanding the complex interplay between the factors that contribute and that protect against drug use is crucial for informing effective prevention interventions and providing support for those who may be most vulnerable."

Among the 3,460 adolescents who initiated substances before age 15, most (90.2%) reported trying alcohol, with considerable overlap with nicotine and/or cannabis use; 61.5% and 52.4% of kids initiating nicotine and cannabis, respectively, also reported initiating alcohol. Substance initiation was associated with a variety of brain-wide (global) as well as more regional structural differences primarily involving the cortex, some of which were substance-specific. While these data could someday help inform clinical prevention strategies, the researchers emphasize that brain structure alone cannot predict substance use during adolescence, and that these data should not be used as a diagnostic tool.

The study, published in JAMA Network Open, used data from the Adolescent Brain Cognitive Development Study,(ABCD Study), the largest longitudinal study of brain development and health in children and adolescents in the United States, which is supported by the NIH's National Institute on Drug Abuse (NIDA) and nine other institutes, centers, and offices.

Using data from the ABCD Study, researchers from Washington University in St. Louis assessed MRI scans taken of 9,804 children across the U.S. when they were ages 9 to 11 -- at "baseline" -- and followed the participants over three years to determine whether certain aspects of brain structure captured in the baseline MRIs were associated with early substance initiation. They monitored for alcohol, nicotine, and/or cannabis use, the most common substances used in early adolescence, as well as use of other illicit substances. The researchers compared MRIs of 3,460 participants who reported substance initiation before age 15 from 2016 to 2021 to those who did not (6,344).

They assessed both global and regional differences in brain structure, looking at measures like volume, thickness, depth of brain folds, and surface area, primarily in the brain cortex. The cortex is the outermost layer of the brain, tightly packed with neurons and responsible for many higher-level processes, including learning, sensation, memory, language, emotion, and decision-making. Specific characteristics and differences in these structures -- measured by thickness, surface area, and volume -- have been linked to variability in cognitive abilities and neurological conditions.

The researchers identified five brain structural differences at the global level between those who reported substance initiation before the age of 15 and those who did not. These included greater total brain volume and greater subcortical volume in those who indicated substance initiation. An additional 39 brain structure differences were found at the regional level, with approximately 56% of the regional variation involving cortical thickness. Some brain structural differences also appeared unique to the type of substance used.




In a post-hoc analysis, the researchers found that many of these brain differences still held even after removing those participants who reported substance initiation prior to collection of their baseline MRIs. The resulting comparison was between those who did not report any substance use initiation and a subgroup of 1,203 participants in the substance use initiation group who did not have any substance use experience when their MRIs were first captured. The results of this secondary analysis suggest that some of these brain structural differences may exist prior to any substance use, challenging the interpretation that such differences are only driven by substance exposure and pointing to an area for further investigation.

While some of the brain regions where differences were identified have been linked to sensation-seeking and impulsivity, the researchers note that more work is needed to delineate how these structural differences may translate to differences in brain function or behaviors. They also emphasize that the interplay between genetics, environment, brain structure, the prenatal environment, and behavior influence affect behaviors.

Another recent analysis of data from the ABCD study conducted by the University of Michigan demonstrates this interplay, showing that patterns of functional brain connectivity in early adolescence could predict substance use initiation in youth, and that these trajectories were likely influenced by exposure to pollution.

Future studies will be crucial to determine how initial brain structure differences may change as children age and with continued substance use or development of substance use disorder.

"Through the ABCD study, we have a robust and large database of longitudinal data to go beyond previous neuroimaging research to understand the bidirectional relationship between brain structure and substance use," said Alex Miller, Ph.D., the study's corresponding author and an assistant professor of psychiatry at Indiana University. "The hope is that these types of studies, in conjunction with other data on environmental exposures and genetic risk, could help change how we think about the development of substance use disorders and inform more accurate models of addiction moving forward."
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People who are immunocompromised may not produce enough protective antibodies against RSV after vaccination | ScienceDaily
Johns Hopkins Medicine researchers have shown that people 60 years or older with weakened immunity -- primarily organ transplant recipients who take immunosuppressive medications to reduce the risk of rejection and others with immune system disorders -- do not respond as strongly to vaccines against the respiratory syncytial virus (RSV) as people in the same age group with normal immune function.


						
The study, conducted by a research team at the Johns Hopkins Transplant Research Center, was published today in the Journal of the American Medical Association (JAMA). It parallels earlier work done at the center to better understand how the immune systems of people who are immunocompromised respond to vaccines against SARS-CoV-2, the virus that causes COVID-19.

RSV is a contagious pathogen that causes infections of the respiratory tract. It is most commonly seen in infants and young children, but poses a threat to all age groups and may lead to more serious respiratory illnesses, such as pneumonia, in the elderly and those who are immunocompromised.

"We found that on average, older adults who are immunocompromised developed fewer antibodies against RSV following vaccination as compared with the very strong responses for healthy people over age 60 seen in the clinical trials used to validate the vaccines," says study lead author Andrew Karaba, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine. "Additionally, antibody levels in people who are immunocompromised were highly variable, with some study participants showing strong increases in immunity because of the vaccines while others barely responded."

The researchers used an ongoing, Johns Hopkins Medicine-led national study -- the Emerging Pathogens of Concern in Immunocompromised Persons (EPOC) -- to follow 38 people (between ages 64 and 72) who self-reported that they are immunocompromised and received either the RSVPreF3-AS01 (also known as Arexvy) or RSVpreF (also known as Abrysvo) vaccine. The study group was evenly split between males and females, with 82% being solid organ transplant recipients and 74% taking two or more immunosuppressive medications.

The two vaccines induce the immune system to target a critical protein on the surface of RSV, the F protein, in its pre-infection form, known as pre-fusion F. High levels of antibodies against pre-fusion F, particularly those that neutralize and block RSV from entering cells, are a major contributor in preventing RSV infections. Although most people are infected by RSV many times in their lives, natural infections do not lead to a sufficient level of virus-neutralizing, anti-pre-fusion F antibodies to prevent reinfections, and perhaps, prevent serious illness.

Both RSV vaccines were designed to solve that shortcoming, and in fact, they have been shown to successfully generate large amounts of pre-fusion F antibodies in trials with healthy adults. So why, the authors of the JAMA study asked, do immune responses to the vaccines vary in people who are immunocompromised?




"We suspected that a fundamental difference in the two vaccines -- the presence or absence of an immune-stimulating chemical called an adjuvant -- might play a role in the variance in immunity, so we looked at that," says study senior author William Werbel, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine.

Arexvy contains an adjuvant while Abrysvo does not.

"When we compared the antibody responses between those study participants who received Arexvy with those who got Abrysvo, we found that the group receiving the adjuvanted vaccine tended to have higher levels of RSV-neutralizing, anti-pre-fusion F antibodies," says Werbel. "So, adjuvant-enhanced vaccines as a means of improving immune response in people who are immunocompromised merits further investigation in larger, more comprehensive studies."

However, both Karaba and Werbel point out that this study does not suggest RSV vaccines will not reduce RSV disease in people who are immunocompromised.

The U.S. Centers for Disease Control and Prevention (CDC) currently recommends that everyone 75 and older receive a single dose of an RSV vaccine, as well as people 60 or older in groups at high risk of infection by the virus -- including people who are immunocompromised.

"As with our previous work with COVID-19 vaccines [which led to recommendation that people who are immunocompromised getting additional vaccine doses to improve protection], we look forward to additional research on RSV vaccine responses that will provide guidance for optimized timing and vaccine selection for people who are immunocompromised," says Karaba.

Along with Karaba and Werbel, the other members of the research team from Johns Hopkins Medicine are Prasanthy Balasubramanian, Sc.M.; Camille Hage, M.D.; Isabella Sengsouk; and Aaron Tobian, M.D., Ph.D. The study co-author from the New York University Grossman School of Medicine is Dorry Segev, M.D., Ph.D., formerly with Johns Hopkins Medicine.

The work was supported by National Institute of Allergy and Infectious Diseases grants 3U01A11338897-04S1, K08A1156021 and K23A1157893; and subaward 3UM1AI109565 from the COVID Protection After Transplant Data Coordinating Center, Immune Tolerance Network at the Benaroya Research Institute at the Virginia Mason Medical Center.

Karaba reports receiving consulting fees from Hologic Inc. and speaking fees from PRIME Education. Werbel reports receiving consulting fees from the CDC/Infectious Diseases Society of America and AstraZeneca; and advisory board fees from AstraZeneca and Novavax. Segev reports receiving consulting fees from AstraZeneca, CareDx, Moderna Therapeutics, Novavax, Regeneron and Springer Publishing; and speaker fees and honoraria from AstraZeneca, CareDx, Houston Methodist, Northwell Health, Optum Health Education, Sanofi and WebMD.
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Digital healthcare consultations not enough for safe assessment of tonsillitis | ScienceDaily
Digital healthcare consultations are not enough for a safe assessment of tonsillitis, according to a study from the University of Gothenburg. Reliability will not be sufficient, thus increasing the risk of over- or undertreatment of a sore throat.


						
Tonsillitis is a common reason for visits to the doctor and prescriptions of antibiotics in primary care. To determine whether a patient needs antibiotics, doctors use the so-called Centor Criteria for tonsillitis. The criteria include fever, tender and swollen lymph nodes in the angles of the jaw and inspection of the tonsils.

However, it has been unclear how well these criteria can be assessed during digital healthcare consultations compared to traditional in-person consultations. This lack of scientific evidence has become a growing concern as digital healthcare consultations become more common.

Digital vs physical assessment

The current study, published in the journal Infectious Diseases, examines whether digital assessments are as reliable as physical examinations in determining whether antibiotic treatment is warranted. The study includes 189 patients who sought care at healthcare clinics and urgent care clinics in Region Vastra Gotaland, Sweden, between January 2020 and October 2023.

Each patient in the study underwent two assessments: a digital medical assessment via video and a physical examination conducted by another doctor. The results show that digital healthcare consultations are not sufficient to assess some of the most important criteria, such as tonsil inspection and lymph node examination.

Digital not safe enough

One of the driving forces behind the study is Patrycja Woldan-Gradalska, a PhD student at Sahlgrenska Academy at the University of Gothenburg and a Resident Physician at Satila Healthcare Clinic.

"Our study shows that although digital healthcare consultations are convenient for many patients, they are not reliable enough to assess tonsillitis. To ensure a correct diagnosis and treatment, it is still important to conduct a physical examination," she says.

The authors are active in community medicine and public health at Sahlgrenska Academy at the University of Gothenburg and at Region Vastra Gotaland's FoUUI primary and community healthcare, a support resource for research, education, development and innovation.
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Singles differ in personality traits and life satisfaction compared to partnered people | ScienceDaily
Although being married or in a long-term relationship is often seen as the norm, more people are staying single for life. But singlehood can bring economic and medical disadvantages, especially as people get older and may become more reliant on others.


						
New research in Psychological Science reveals that lifelong singles have lower scores on life satisfaction measures and different personality traits compared to partnered people, findings that point to the need for both helpful networks and ways to create such networks that are better catered to single people.

"When there are differences, they might be especially important in elderly people who face more health issues and financial issues," said Julia Stern, one of the lead authors and a senior researcher at the University of Bremen in Germany, in an interview with APS. "They need more help, and the help is usually the partner."

Stern and colleagues compared single people and partnered individuals on life satisfaction ratings and the Big Five personality traits (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism). The study used a survey of more than 77,000 Europeans over the age of 50 and was the first of its kind to look across cultures and at people who had been single their entire lives. The findings revealed that, in addition to lower life satisfaction scores, lifelong singles are less extraverted, less conscientious, and less open to experience, compared to partnered people.

Previous studies used different definitions of being single, sometimes considering only current status and other times drawing the line at having never married or, alternatively, at never living with a partner. But people who have been in a serious relationship in the past -- even if it has ended -- might have different personality traits than those who have never been that committed. To investigate this, Stern and colleagues grouped respondents by the different definitions: currently partnered, never living with a partner, never married, or never being in any long-term relationship. People who had never been in a serious long-term relationship scored lower on extraversion, openness, and life satisfaction than those who were currently single but had lived with a partner or been married in the past. All singles scored lower on these measures than people in current relationships.

Although this study cannot definitively decipher if personality differences are due to selection -- people with certain personality types may be more likely to start relationships -- or socialization -- long-term relationships could change personalities -- the evidence points to the former. Stern said that changes to personality from being in a relationship are small and temporary. For instance, although an extraverted person beginning a new relationship may be keen to stay in with their partner, eventually their extraversion comes back.

"It's more likely you have these selection effects: For example, people who are more extraverted are more likely to enter a relationship," Stern said. But she warned that the results are average effects and not necessarily descriptive of everyone; of course, there are single extraverts and introverts in committed relationships.




For singles, living in a society where marriage is the expectation may affect their life satisfaction. Because the large sample included people from 27 European countries, the researchers were able to ask whether there were any cultural differences. In countries with higher marriage rates (such as southern European countries), singlehood resulted in even lower life satisfaction scores, but the effects were small. The religiosity of the country did not seem to matter, however.

When comparing across gender and age, single women scored higher on life satisfaction than single men, and older people tended to be happier with their singlehood status than middle-aged singles. Stern speculated that, with the era of their peers getting married and starting families behind them, older singles may accept their circumstances and be happier.

Singles may grow happier with age, but their lower scores compared to partnered people are still worrying. Previous research has shown life satisfaction and particular personality traits (including extraversion and conscientiousness) can predict health and mortality, emphasizing the need to find ways to promote the well-being of older singles.

"There are differences between people who stay single their entire lives and people who get partnered, and for me this means that we have to take extra care of these people," Stern said. She suggested developing new kinds of programs to prevent loneliness that take these personality traits into consideration and help older singles meet like-minded people. "If they have people who care for them or look out for them regularly, this might help."
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Revolutionizing heat management with high-performance cerium oxide thermal switches | ScienceDaily
Groundbreaking cerium oxide-based thermal switches achieve remarkable performance, transforming heat flow control with sustainable and efficient technology.


						
Thermal switches, which electrically control heat transfer, are essential for the advancement of sophisticated thermal management systems. Historically, electrochemical thermal switches have been constrained by suboptimal performance, which impedes their extensive utilization in the electronics, energy, and waste heat recovery sectors.

A research team led by Professor Hiromichi Ohta of the Research Institute for Electronic Science, Hokkaido University employed a novel approach of using cerium oxide (CeO2) thin films as the active material in thermal switches, providing a highly efficient and sustainable alternative. Their findings have been published in Science Advances.

The research team showed that CeO2-based thermal switch performance can exceed prior benchmarks. "The novel device features an on/off thermal conductivity ratio of 5.8 and a thermal conductivity (k)-switching width of 10.3 W/m*K, establishing a new benchmark for electrochemical thermal switches," Ohta explains. "The thermal conductivity in its minimal state (off-state) is 2.2 W/m*K, but in the oxidized state (on-state), it significantly rises to 12.5 W/m*K. These performance metrics remain consistent after 100 cycles of reduction and oxidation, demonstrating remarkable durability and reliability for extended usage in practical applications."

A notable benefit of this technology is the utilization of cerium oxide, a substance abundant in the earth, recognized for its economic viability and ecological sustainability. In contrast to conventional thermal switches that depend on scarce and costly materials, CeO2 offers a sustainable and readily available alternative, reducing expenses and the ecological footprint of thermal management solutions. This enhances the technology's efficiency, scalability, and applicability across diverse industrial sectors.

The development of CeO2-based thermal switches represents a significant breakthrough in thermal management technology, offering broad applications across industries such as electronics cooling and renewable energy systems. These switches, utilized in thermal shutters and advanced displays, efficiently regulate infrared heat transfer, enhance waste heat recovery, and contribute to energy-efficient systems.
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A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force | ScienceDaily
Mechanical force is an essential feature for many physical and biological processes. Remote measurement of mechanical signals with high sensitivity and spatial resolution is needed for a wide range of applications, from robotics to cellular biophysics and medicine and even to space travel. Nanoscale luminescent force sensors excel at measuring piconewton forces, while larger sensors have proven powerful in probing micronewton forces. However, large gaps remain in the force magnitudes that can be probed remotely from subsurface or interfacial sites, and no individual, non-invasive sensor has yet been able to make measurements over the large dynamic range needed to understand many systems.


						
New, highly responsive nanoscale sensors of force

In a paper published today by Nature, a team led byColumbia Engineering researchers and collaborators report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These "all-optical" nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

The researchers, led by Jim Schuck, associate professor of mechanical engineering, and Natalie Fardian-Melamed, a postdoctoral scholar in his group, along with the Cohen and Chan groups at Lawrence Berkeley National Lab (Berkeley Lab), developed nanosensors that have attained both the most sensitive force response and largest dynamic range ever realized in similar nanoprobes. They have 100 times better force sensitivity than the existing nanoparticles that utilize rare-earth ions for their optical response, and an operational range that spans more than four orders of magnitude in force, a much larger range -- 10-100 times larger -- than any previous optical nanosensor.

"We expect our discovery will revolutionize the sensitivities and dynamic range achievable with optical force sensors, and will immediately disrupt technologies in areas from robotics to cellular biophysics and medicine to space travel," Schuck says.

New nanosensors can operate in previously inaccessible environments

The new nanosensors achieve high-resolution, multiscale function with the same nanosensor for the first time. This is important as it means that just this nanosensor, rather than a suite of different classes of sensors, can be employed for the continuous study of forces, from the subcellular to the whole-system level in engineered and biological systems, such as developing embryos, migrating cells, batteries, or integrated NEMS, very sensitive nanoelectromechanical systems in which the physical motion of a nanometer-scale structure is controlled by an electronic circuit, or vice versa.




"What makes these force sensors unique -- apart from their unparalleled multiscale sensing capabilities -- is that they operate with benign, biocompatible, and deeply penetrating infrared light," Fardian-Melamed says. "This allows one to peer deep into various technological and physiological systems, and monitor their health from afar. Enabling the early detection of malfunction or failure in these systems, these sensors will have a profound impact on fields ranging from human health to energy and sustainability."

Using the photon-avalanching effect to build the nanosensors

The team was able to build these nanosensors by exploiting the photon-avalanching effect within nanocrystals. In photon-avalanching nanoparticles, which were first discovered by Schuck's group at Columbia Engineering, the absorption of a single photon within a material sets off a chain reaction of events that ultimately leads to the emission of many photons. So: one photon is absorbed, many photons are emitted. It is an extremely nonlinear and volatile process that Schuck likes to describe as "steeply nonlinear,' playing on the word "avalanche."

The optically active components within the study's nanocrystals are atomic ions from the lanthanide row of elements in the periodic table, also known as rare-earth elements, which are doped into the nanocrystal. For this paper, the team used thulium.

Team investigates a surprising observation

The researchers found that the photon avalanching process is very, very sensitive to several things, including the spacing between lanthanide ions. With this in mind, they tapped on some of their photon avalanching nanoparticles (ANPs) with an atomic force microscopy (AFM) tip, and discovered that the avalanching behavior was greatly impacted by these gentle forces -- much more than they had ever expected.




"We discovered this almost by accident," Schuck says. "We suspected these nanoparticles were sensitive to force, so we measured their emission while tapping on them. And they turned out to be way more sensitive than anticipated! We actually didn't believe it at first; we thought the tip may be having a different effect. But then Natalie did all the control measurements and discovered that the response was all due to this extreme force sensitivity."

Knowing how sensitive the ANPs were, the team then designed new nanoparticles that would respond to forces in different ways. In one new design, the nanoparticle changes the color of its luminescence depending on the applied force. In another design, they made nanoparticles that do not demonstrate photon avalanching under ambient conditions, but do begin to avalanche as force is applied -- these have turned out to be extremely sensitive to force.

For this study, Schuck, Fardian-Melamed, and other members of the Schuck nano-optics team worked closely with a team of researchers at the Molecular Foundry at Lawrence Berkeley National Lab (Berkeley Lab) headed by Emory Chan and Bruce Cohen. The Berkeley lab team developed the custom ANPs based on the feedback from Columbia, synthesizing and characterizing dozens of samples to understand and optimize the particles' optical properties.

What's next

The team now aims to apply these force sensors to an important system where they can achieve significant impact, such as a developing embryo, like those studied by Columbia's Mechanical Engineering Professor Karen Kasza. On the sensor design front, the researchers are hoping to add self-calibrating functionality into the nanocrystals, so that each nanocrystal can function as a standalone sensor. Schuck believes this can easily be done with the addition of another thin shell during nanocrystal synthesis.

"The importance of developing new force sensors was recently underscored by Ardem Patapoutian, the 2021 Nobel Laureate who emphasized the difficulty in probing environmentally sensitive processes within multiscale systems -- that is to say, in most physical and biological processes. (Nature Reviews Mol. Cell Biol. 18, 771 (2017))," Schuck notes. "We are excited to be part of these discoveries that transform the paradigm of sensing, allowing one to sensitively and dynamically map critical changes in forces and pressures in real-world environments that are currently unreachable with today's technologies.
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Scientists pin down the origins of a fast radio burst | ScienceDaily
Fast radio bursts are brief and brilliant explosions of radio waves emitted by extremely compact objects such as neutron stars and possibly black holes. These fleeting fireworks last for just a thousandth of a second and can carry an enormous amount of energy -- enough to briefly outshine entire galaxies.


						
Since the first fast radio burst (FRB) was discovered in 2007, astronomers have detected thousands of FRBs, whose locations range from within our own galaxy to as far as 8 billion light-years away. Exactly how these cosmic radio flares are launched is a highly contested unknown.

Now, astronomers at MIT have pinned down the origins of at least one fast radio burst using a novel technique that could do the same for other FRBs. In their new study, appearing in the journal Nature, the team focused on FRB 20221022A -- a previously discovered fast radio burst that was detected from a galaxy about 200 million light-years away.

The team zeroed in further to determine the precise location of the radio signal by analyzing its "scintillation," similar to how stars twinkle in the night sky. The scientists studied changes in the FRB's brightness and determined that the burst must have originated from the immediate vicinity of its source, rather than much further out, as some models have predicted.

The team estimates that FRB 20221022A exploded from a region that is extremely close to a rotating neutron star, 10,000 kilometers away at most. That's less than the distance between New York and Singapore. At such close range, the burst likely emerged from the neutron star's magnetosphere -- a highly magnetic region immediately surrounding the ultracompact star.

The team's findings provide the first conclusive evidence that a fast radio burst can originate from the magnetosphere, the highly magnetic environment immediately surrounding an extremely compact object.

"In these environments of neutron stars, the magnetic fields are really at the limits of what the universe can produce," says lead author Kenzie Nimmo, a postdoc in MIT's Kavli Institute for Astrophysics and Space Research. "There's been a lot of debate about whether this bright radio emission could even escape from that extreme plasma."

"Around these highly magnetic neutron stars, also known as magnetars, atoms can't exist -- they would just get torn apart by the magnetic fields," says Kiyoshi Masui, associate professor of physics at MIT. "The exciting thing here is, we find that the energy stored in those magnetic fields, close to the source, is twisting and reconfiguring such that it can be released as radio waves that we can see halfway across the universe."




The study's MIT co-authors include Adam Lanman, Shion Andrew, Daniele Michilli, and Kaitlyn Shin, along with collaborators from multiple institutions.

Burst size

Detections of fast radio bursts have ramped up in recent years, due to the Canadian Hydrogen Intensity Mapping Experiment (CHIME). The radio telescope array comprises four large, stationary receivers, each shaped like a half-pipe, that are tuned to detect radio emissions within a range that is highly sensitive to fast radio bursts.

Since 2020, CHIME has detected thousands of FRBs from all over the universe. While scientists generally agree that the bursts arise from extremely compact objects, the exact physics driving the FRBs is unclear. Some models predict that fast radio bursts should come from the turbulent magnetosphere immediately surrounding a compact object, while others predict that the bursts should originate much further out, as part of a shockwave that propagates away from the central object.

To distinguish between the two scenarios, and determine where fast radio bursts arise, the team considered scintillation -- the effect that occurs when light from a small bright source such as a star, filters through some medium, such as a galaxy's gas. As the starlight filters through the gas, it bends in ways that make it appear, to a distant observer, as if the star is twinkling. The smaller or the farther away an object is, the more it twinkles. The light from larger or closer objects, such as planets in our own solar system, experience less bending, and therefore do not appear to twinkle.

The team reasoned that if they could estimate the degree to which an FRB scintillates, they might determine the relative size of the region from where the FRB originated. The smaller the region, the closer in the burst would be to its source, and the more likely it is to have come from a magnetically turbulent environment. The larger the region, the farther the burst would be, giving support to the idea that FRBs stem from far-out shockwaves.




Twinkle pattern

To test their idea, the researchers looked to FRB 20221022A, a fast radio burst that was detected by CHIME in 2022. The signal lasts about two milliseconds, and is a relatively run-of-the-mill FRB, in terms of its brightness. However, the team's collaborators at McGill University found that FRB 20221022A exhibited one standout property: The light from the burst was highly polarized, with the angle of polarization tracing a smooth S-shaped curve. This pattern is interpreted as evidence that the FRB emission site is rotating -- a characteristic previously observed in pulsars, which are highly magnetized, rotating neutron stars.

To see a similar polarization in fast radio bursts was a first, suggesting that the signal may have arisen from the close-in vicinity of a neutron star. The McGill team's results are reported in a companion paper today in Nature.

The MIT team realized that if FRB 20221022A originated from close to a neutron star, they should be able to prove this, using scintillation.

In their new study, Nimmo and her colleagues analyzed data from CHIME and observed steep variations in brightness that signaled scintillation -- in other words, the FRB was twinkling. They confirmed that there is gas somewhere between the telescope and FRB that is bending and filtering the radio waves. The team then determined where this gas could be located, confirming that gas within the FRB's host galaxy was responsible for some of the scintillation observed. This gas acted as a natural lens, allowing the researchers to zoom in on the FRB site and determine that the burst originated from an extremely small region, estimated to be about 10,000 kilometers wide.

"This means that the FRB is probably within hundreds of thousands of kilometers from the source," Nimmo says. "That's very close. For comparison, we would expect the signal would be more than tens of millions of kilometers away if it originated from a shockwave, and we would see no scintillation at all."

"Zooming in to a 10,000-kilometer region, from a distance of 200 million light years, is like being able to measure the width of a DNA helix, which is about 2 nanometers wide, on the surface of the moon," Masui says. "There's an amazing range of scales involved."

The team's results, combined with the findings from the McGill team, rule out the possibility that FRB 20221022A emerged from the outskirts of a compact object. Instead, the studies prove for the first time that fast radio bursts can originate from very close to a neutron star, in highly chaotic magnetic environments.

"These bursts are always happening, and CHIME detects several a day," Masui says. "There may be a lot of diversity in how and where they occur, and this scintillation technique will be really useful in helping to disentangle the various physics that drive these bursts."

This research was supported by various institutions including the Canada Foundation for Innovation, the Dunlap Institute for Astronomy and Astrophysics at the University of Toronto, the Canadian Institute for Advanced Research, the Trottier Space Institute at McGill University, and the University of British Columbia.
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Achieving bone regeneration and adhesion with harmless visible light | ScienceDaily
A research team led by Professor Hyung Joon Cha from POSTECH's Department of Chemical Engineering and Graduate School of Convergence Science and Technology with a specialization in Medical Science, along with Dr. Jinyoung Yun and Integrated Program student Hyun Taek Woo from the Department of Chemical Engineering, has developed an innovative injectable adhesive hydrogel for bone regeneration. This hydrogel utilizes harmless visible light to simultaneously achieve cross-linking and mineralization without the need for bone grafts. The groundbreaking research was recently published online in Biomaterials.


						
Bone defects, which arise from various causes such as trauma, infection, and congenital abnormalities, are becoming increasingly common in aging societies. Conventional treatments often involve bone grafts combined with serum or bioadhesives to fill the defect. However, existing injectable hydrogels face challenges such as difficulty in maintaining their shape within the body and limited adhesive strength. Moreover, traditional methods using bone grafts with adhesive materials often fail to achieve simultaneous "bone regeneration" and "adhesion."

The POSTECH team has introduced a novel system that addresses these limitations. This new hydrogel system employs visible light -- safe for the human body -- to facilitate cross-linking, where the main components of the hydrogel bond and harden, and to simultaneously boost mineralization where bone-building minerals like calcium and phosphate form within the hydrogel. While earlier studies have explored the use of light in similar applications, they encountered issues such as requiring separate preparation and mixing of bone grafts and adhesive materials, as well as weak bonding of the main components, which often degraded over time.

The newly developed hydrogel precursor comprises alginate (natural polysaccharide derived from brown algae), RGD peptide-containing mussel adhesive protein, calcium ions, phosphonodiols, and a photoinitiator. The coacervate-based formulation, which is immiscible in water, ensures that the hydrogel retains its shape and position after injection into the body. Upon visible light irradiation, cross-linking occurs, and amorphous calcium phosphate, which functions as a bone graft material, is simultaneously formed. This eliminates the need for separate bone grafts or adhesives, enabling the hydrogel to provide both bone regeneration and adhesion.

In experiments using animal models with femoral bone defects, the hydrogel was successfully injected, adhered accurately, and effectively delivered components essential for bone regeneration.

Professor Cha commented, "The injectable hydrogel system for bone regeneration developed by our research team represents an innovative alternative to conventional complex treatments for bone diseases and will greatly advance bone tissue regeneration technology."

This research was supported by the Ministry of Health and Welfare's Dental Medical Technology Research and Development Project and the Integrated End-to-End Medical Device R&D Project.




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241231134137.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



Enhanced Raman microscopy of cryofixed specimens: Clearer and sharper chemical imaging | ScienceDaily
Understanding the behavior of the molecules and cells that make up our bodies is critical for the advancement of medicine. This has led to a continual push for clear images of what is happing beyond what the eye can see. In a study recently published in Science Advances,researchers from Osaka University have reported a method that gives high-resolution Raman microscopy images.


						
Raman microscopy is a useful technique for imaging biological samples because it can provide chemical information about specific molecules -- such as proteins -- that take part in the body's processes. However, the Raman light that comes from biological samples is very weak, so the signal can often get swamped by the background noise, leading to poor images.

The researchers have developed a microscope that can maintain the temperature of previously frozen samples during the acquisition. This has allowed them to produce images that are up to eight times brighter than those previously achieved with Raman microscopy.

"One of the main reasons for blurry images is the motion of the things you're trying to look at," explains lead author of the study, Kenta Mizushima. "By imaging frozen samples that were unable to move, we could use longer exposure times without damaging the samples. This led to high signals compared with the background, high resolution, and larger fields of view." The technique uses no stains and doesn't require any chemicals to fix the cells in position, so can provide a highly representative view of processes and cell behavior.

The team was also able to confirm that the freezing process conserved the physicochemical states of different proteins. This gives the cryofixing approach a distinct advantage of achieving what the chemical fixing methods cannot.

"Raman microscopy adds a complementary option to the imaging toolbox," says senior author Katsumasa Fujita. "The fact that it not only provides cell images, but also information about the distribution and particular chemical states of molecules, is very useful when we are continually striving to achieve the most detailed possible understanding."

The new technique can be combined with other microscopy techniques for detailed analysis of biological samples and is expected to contribute to a wide range of areas in the biological sciences including medicine and pharmaceutics.
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Engineering researchers develop deep-UV microLED display chips for maskless photolithography | ScienceDaily
In a breakthrough set to revolutionize the semiconductor industry, the School of Engineering of the Hong Kong University of Science and Technology (HKUST) has developed the world's first-of-its-kind deep-ultraviolet (UVC) microLED display array for lithography machines. This enhanced efficiency UVC microLED has showcased the viability of a lowered cost maskless photolithography through the provision of adequate light output power density, enabling exposure of photoresist films in a shorter time.


						
Conducted under the supervision of Prof. KWOK Hoi-Sing, Founding Director of the State Key Laboratory of Advanced Displays and Optoelectronics Technologies at HKUST, the study was a collaborative effort with the Southern University of Science and Technology, and the Suzhou Institute of Nanotechnology of the Chinese Academy of Sciences.

A lithography machine is crucial equipment for semiconductor manufacturing, applying short-wavelength ultraviolet light to make integrated circuit chips with various layouts. However, traditional mercury lamps and deep ultraviolet LED light sources have shortcomings such as large device size, low resolution, high energy consumption, low light efficiency, and insufficient optical power density.

To overcome these challenges, the research team built a maskless lithography prototype platform and used it to fabricate the first microLED device by using deep UV microLED with maskless exposure, improving optical extraction efficiency, heat distribution performance, and epitaxial stress relief during the production process.

Prof. KWOK highlighted, "The team achieved key breakthroughs for the first microLED device including high power, high light efficiency, high-resolution pattern display, improved screen performance and fast exposure ability. This deep-UV microLED display chip integrates the ultraviolet light source with the pattern on the mask. It provides sufficient irradiation dose for photoresist exposure in a short time, creating a new path for semiconductor manufacturing."

"In recent years, the low-cost and high-precision maskless lithography technology of traditional lithography machines has become an R&D hotspot because of its ability to adjust the exposure pattern, provide more diverse customization options, and save the cost of preparing lithography masks. Photoresist-sensitive short-wavelength microLED technology is therefore critical to the independent development of semiconductor equipment," Prof. KWOK explained.

"Compared with other representative works, our innovation features smaller device size, lower driving voltage, higher external quantum efficiency, higher optical power density, larger array size, and higher display resolution. These key performance enhancements make the study a global leader in all metrics," Dr. FENG Feng, postdoctoral research fellow at HKUST's Department of Electronic and Computer Engineering (ECE), concluded.

Their paper, titled "High-Power AlGaN Deep-Ultraviolet Micro-Light-Emitting Diode Displays for Maskless Photolithography," has been published in the top journal Nature Photonics. It has since earned wide recognition in the industry and was named by the 10th International Forum on Wide Bandgap Semiconductors (IFWS) as one of the top ten advances in China's third-generation semiconductor technology in 2024.

Looking forward, the team plans to continue enhancing the performance of AlGaN deep ultraviolet microLEDs, improve the prototype, and develop 2k to 8k high-resolution deep ultraviolet microLED display screens.

Dr. FENG is the first author, while Prof. LIU Zhaojun, Adjunct Associate Professor of HKUST's ECE Department, who concurrently serves as an Associate Professor at Southern University of Science and Technology, is the corresponding author. Team members also include ECE postdoctoral research fellow Dr. LIU Yibo, PhD graduate Dr. ZHANG Ke, and collaborators from other institutions.
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New technology doubles resolution without radar replacement using novel algorithms | ScienceDaily
The joint research team led by Sangdong Kim and Bongseok Kim from the Automotive Technology Division of DGIST (President Kunwoo Lee) has developed a new radar signal-processing technology that can dramatically enhance the resolution of existing low-resolution radars. This technology enables precise object recognition using existing hardware specifications without the need for bandwidth expansion.


						
Currently, radar systems for automotive and aerospace applications require resolution-enhancement technologies to improve object recognition precision. Achieving this typically involves increasing bandwidth or utilizing ultra-high-resolution algorithms with significant complexity. However, it results in higher costs and increased system complexity.

The research team discovered that additional information embedded in the envelope of radar signals could be used. On that basis, they developed a new algorithm that analyzes the contour features of received signals. This innovative technology improves target differentiation without bandwidth expansion, achieving nearly double the resolution through signal processing on existing radar hardware. In addition, it enables the precise identification of objects both inside and outside the vehicle.

Dr. Bongseok Kim of the DGIST Automotive Technology Division stated, "I am delighted that our work has been published in the IEEE Sensors Journal ... We will continue to enhance this technology through follow-up research to enable its practical application in autonomous vehicles and industrial environments."

Meanwhile, this research was conducted with the support of DGIST's general project (D-PIC 4.0) and the National Research Foundation of Korea's Basic Research Support Program. The research results (first author: Dr. Bongseok Kim, DGIST; corresponding author:Dr. Sangdong Kim, DGIST) were published in the IEEE Sensors Journal in December.
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Solar-powered charging: Self-charging supercapacitors developed | ScienceDaily
Jeongmin Kim, Senior Researcher at DGIST (President Kunwoo Lee), in joint research with Damin Lee, Researcher at the RLRC of Kyungpook National University (President Young-woo Heo), has developed a high-performance self-charging energy storage device capable of efficiently storing solar energy. The research team has dramatically improved the performance of existing supercapacitor devices by utilizing transition metal-based electrode materials and proposed a new energy storage technology that combines supercapacitors with solar cells.


						
The research team designed the electrodes using a nickel-based carbonate and hydroxide composite material and maximized the conductivity and stability of the electrodes by adding transition metal ions such as Mn, Co, Cu, Fe, and Zn. This technology has greatly improved the performance of energy storage devices, demonstrating significant advancements in energy density, power density, and charge and discharge stability.

Particularly, the energy density achieved in this study is 35.5 Wh kg[?]1, which is significantly higher than the energy storage per unit weight in previous studies (5-20 Wh kg[?]1). The power density is 2555.6 W kg[?]1, significantly exceeding the values from previous studies (- 1000 W kg[?]1), demonstrating the ability to release higher power rapidly, enabling immediate energy supply even for high-power devices. Additionally, the performance showed minimal degradation during repeated charge and discharge cycles, confirming the long-term usability of the device.

Furthermore, the research team developed an energy storage device that combines silicon solar cells with supercapacitors, creating a system capable of storing solar energy and utilizing it in real time. This system achieved an energy storage efficiency of 63% and an overall efficiency of 5.17%, effectively validating the potential for commercializing the self-charging energy storage device.

Jeongmin Kim, Senior Researcher at the Nanotechnology Division of DGIST, states, "This study is a significant achievement, as it marks the development of Korea's first self-charging energy storage device combining supercapacitors with solar cells. By utilizing transition metal-based composite materials, we have overcome the limitations of energy storage devices and presented a sustainable energy solution." Damin Lee, a researcher at the RLRC of Kyungpook National University, stated, "We will continue to conduct follow-up research to further improve the efficiency of the self-charging device and enhance its potential for commercialization."

This research was conducted with support from DGIST's Institutional Core Projects, the Early Career Researcher Projects, and the Kyungpook National University's Regional Leading Research Center for Carbon-Neutral Intelligent Energy System. The research findings were published in the journal Energy in December.
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Triple-layer battery resistant to fire and explosion created | ScienceDaily
A research team from DGIST's (President Kunwoo Lee) Division of Energy & Environmental Technology, led by Principal Researcher Kim Jae-hyun, has developed a lithium metal battery using a "triple-layer solid polymer electrolyte" that offers greatly enhanced fire safety and an extended lifespan. This research holds promise for diverse applications, including in electric vehicles and large-scale energy storage systems.


						
Conventional solid polymer electrolyte batteries perform poorly due to structural limitations which hinder an optimal electrode contact. This could not eliminate the issue of "dendrites" either, where lithium grows in tree-like structures during repeated charging and discharging cycles. Dendrites are a critical issue, as an irregular lithium growth can disrupt battery connections, potentially causing fires and explosions.

The research team, therefore, developed a triple-layer structure for the electrolyte to address such issues. Each layer serves a distinct function, significantly enhancing the battery's safety and efficiency. This electrolyte incorporates "decabromodiphenyl ethane (DBDPE)" to prevent fires, "zeolite" to enhance the electrolyte's strength, and a high concentration of a lithium salt, "lithium bis (trifluoromethanesulfonyl) imide) (LiTFSI)," to facilitate a rapid movement of lithium ions.

The triple-layer solid electrolyte features a robust middle layer that boosts the battery's mechanical strength, while its soft outer surface ensures an excellent electrode contact, facilitating an easy movement of lithium ions. This enables a faster movement of lithium ions, enhancing energy transfer rates and preventing dendrite formation effectively.

The experiment showed that the battery developed by the research team retained about 87.9% of its performance after 1,000 charging and discharging cycles, demonstrating a notable improvement in durability compared with traditional batteries, which typically maintain 70-80% of their performance. It can also extinguish itself in a fire, thus significantly reducing the fire risk. This battery is expected to be applicable across various sectors, ranging from small devices like smartphones and wearables to electric vehicles and large-scale energy storage systems.

Dr. Kim stated, "This research is anticipated to make a significant contribution to the commercialization of lithium metal batteries using [solid polymer] electrolytes, while providing enhanced stability and efficiency [to] energy storage devices."

This study was supported by the Future Materials Discovery Project (led by Professor Lee Jung-ho of Hanyang University) and the Mid-Career Researcher Program (led by Dr. Kim Jae-hyun) of the National Research Foundation of Korea. The findings were published as the cover article in an international academic journal, Small, published by Wiley.
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Digital healthcare consultations not enough for safe assessment of tonsillitis | ScienceDaily
Digital healthcare consultations are not enough for a safe assessment of tonsillitis, according to a study from the University of Gothenburg. Reliability will not be sufficient, thus increasing the risk of over- or undertreatment of a sore throat.


						
Tonsillitis is a common reason for visits to the doctor and prescriptions of antibiotics in primary care. To determine whether a patient needs antibiotics, doctors use the so-called Centor Criteria for tonsillitis. The criteria include fever, tender and swollen lymph nodes in the angles of the jaw and inspection of the tonsils.

However, it has been unclear how well these criteria can be assessed during digital healthcare consultations compared to traditional in-person consultations. This lack of scientific evidence has become a growing concern as digital healthcare consultations become more common.

Digital vs physical assessment

The current study, published in the journal Infectious Diseases, examines whether digital assessments are as reliable as physical examinations in determining whether antibiotic treatment is warranted. The study includes 189 patients who sought care at healthcare clinics and urgent care clinics in Region Vastra Gotaland, Sweden, between January 2020 and October 2023.

Each patient in the study underwent two assessments: a digital medical assessment via video and a physical examination conducted by another doctor. The results show that digital healthcare consultations are not sufficient to assess some of the most important criteria, such as tonsil inspection and lymph node examination.

Digital not safe enough

One of the driving forces behind the study is Patrycja Woldan-Gradalska, a PhD student at Sahlgrenska Academy at the University of Gothenburg and a Resident Physician at Satila Healthcare Clinic.

"Our study shows that although digital healthcare consultations are convenient for many patients, they are not reliable enough to assess tonsillitis. To ensure a correct diagnosis and treatment, it is still important to conduct a physical examination," she says.

The authors are active in community medicine and public health at Sahlgrenska Academy at the University of Gothenburg and at Region Vastra Gotaland's FoUUI primary and community healthcare, a support resource for research, education, development and innovation.
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11- to 12-year-olds use smartphones mainly to talk to family and friends | ScienceDaily
The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.


						
"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.




The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."

The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.

"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.

The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."
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        System to auto-detect new variants will inform better response to future infectious disease outbreaks
        Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.

      

      
        Key players in brain aging: New research identifies age-related damage on a cellular level
        Scientists have identified the molecular changes that occur in the brains of aging mice and located a hot spot where much of that damage is centralized. The cells in the area are also connected with metabolism, suggesting a connection between diet and brain health.

      

      
        Ancient DNA unlocks new understanding of migrations in the first millennium AD
        Waves of human migration across Europe during the first millennium AD have been revealed using a more precise method of analysing ancestry with ancient DNA, in research led by the Francis Crick Institute.

      

      
        Enhanced Raman microscopy of cryofixed specimens: Clearer and sharper chemical imaging
        A team has reported a Raman microscopy technique that produced images up to eight times brighter than those achieved with conventional Raman techniques. Imaging of frozen biological samples reduced the noise introduced by the motion of material over long acquisition times. The technique is expected to broaden understanding in many areas of the biological sciences by allowing high-quality images and chemical information to be captured without the need for staining.

      

      
        People who are immunocompromised may not produce enough protective antibodies against RSV after vaccination
        Researchers have shown that people 60 years or older with weakened immunity do not respond as strongly to vaccines against the respiratory syncytial virus (RSV) as people in the same age group with normal immune function.

      

      
        Urgent action needed to protect the Parma wallaby
        The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert argues. The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.

      

      
        How do monkeys recognize snakes so fast?
        A researcher has found that the rapid detection of snakes by monkeys is because of the presence of snake scales as a visual cue. His findings highlight an evolutionary adaptation of primates to identify snakes based on specific visual features. Understanding these mechanisms provides insight into the evolution of visual processing related to threat detection.
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System to auto-detect new variants will inform better response to future infectious disease outbreaks | ScienceDaily
Researchers have come up with a new way to identify more infectious variants of viruses or bacteria that start spreading in humans -- including those causing flu, COVID, whooping cough and tuberculosis.


						
The new approach uses samples from infected humans to allow real-time monitoring of pathogens circulating in human populations, and enable vaccine-evading bugs to be quickly and automatically identified. This could inform the development of vaccines that are more effective in preventing disease.

The approach can also quickly detect emerging variants with resistance to antibiotics. This could inform the choice of treatment for people who become infected -- and try to limit the spread of the disease.

It uses genetic sequencing data to provide information on the genetic changes underlying the emergence of new variants. This is important to help understand why different variants spread differently in human populations.

There are very few systems in place to keep watch for emerging variants of infectious diseases, apart from the established COVID and influenza surveillance programmes. The technique is a major advance on the existing approach to these diseases, which has relied on groups of experts to decide when a circulating bacteria or virus has changed enough to be designated a new variant.

By creating 'family trees', the new approach identifies new variants automatically based on how much a pathogen has changed genetically, and how easily it spreads in the human population -- removing the need to convene experts to do this.

It can be used for a broad range of viruses and bacteria and only a small number of samples, taken from infected people, are needed to reveal the variants circulating in a population. This makes it particularly valuable for resource-poor settings.




The report is published today in the journal Nature.

"Our new method provides a way to show, surprisingly quickly, whether there are new transmissible variants of pathogens circulating in populations -- and it can be used for a huge range of bacteria and viruses," said Dr Noemie Lefrancq, first author of the report, who carried out the work at the University of Cambridge's Department of Genetics.

Lefrancq, who is now based at ETH Zurich, added: "We can even use it to start predicting how new variants are going to take over, which means decisions can quickly be made about how to respond."

"Our method provides a completely objective way of spotting new strains of disease-causing bugs, by analysing their genetics and how they're spreading in the population. This means we can rapidly and effectively spot the emergence of new highly transmissible strains," said Professor Julian Parkhill, a researcher in the University of Cambridge's Department of Veterinary Medicine who was involved in the study.

Testing the technique

The researchers used their new technique to analyse samples of Bordetella pertussis, the bacteria that causes whooping cough. Many countries are currently experiencing their worst whooping cough outbreaks of the last 25 years. It immediately identified three new variants circulating in the population that had been previously undetected.




"The novel method proves very timely for the agent of whooping cough, which warrants reinforced surveillance, given its current comeback in many countries and the worrying emergence of antimicrobial resistant lineages," said Professor Sylvain Brisse, Head of the National Reference Center for whooping cough at Institut Pasteur, who provided bioresources and expertise on Bordetella pertussis genomic analyses and epidemiology.

In a second test, they analysed samples of Mycobacterium tuberculosis, the bacteria that causes Tuberculosis. It showed that two variants with resistance to antibiotics are spreading.

"The approach will quickly show which variants of a pathogen are most worrying in terms of the potential to make people ill. This means a vaccine can be specifically targeted against these variants, to make it as effective as possible," said Professor Henrik Salje in the University of Cambridge's Department of Genetics, senior author of the report.

He added: "If we see a rapid expansion of an antibiotic-resistant variant, then we could change the antibiotic that's being prescribed to people infected by it, to try and limit the spread of that variant."

The researchers say this work is an important piece in the larger jigsaw of any public health response to infectious disease.

A constant threat

Bacteria and viruses that cause disease are constantly evolving to be better and faster at spreading between us. During the COVID pandemic, this led to the emergence of new strains: the original Wuhan strain spread rapidly but was later overtaken by other variants, including Omicron, which evolved from the original and were better at spreading. Underlying this evolution are changes in the genetic make-up of the pathogens.

Pathogens evolve through genetic changes that make them better at spreading. Scientists are particularly worried about genetic changes that allow pathogens to evade our immune system and cause disease despite us being vaccinated against them.

"This work has the potential to become an integral part of infectious disease surveillance systems around the world, and the insights it provides could completely change the way governments respond," said Salje.
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Key players in brain aging: New research identifies age-related damage on a cellular level | ScienceDaily
Scientists at the Allen Institute have identified specific cell types in the brain of mice that undergo major changes as they age, along with a specific hot spot where many of those changes occur. The discoveries, published in the journal Nature, could pave the way for future therapies to slow or manage the aging process in the brain.


						
Key findings
    	Sensitive cells: Scientists discovered dozens of specific cell types, mostly glial cells, known as brain support cells, that underwent significant gene expression changes with age. Those strongly affected included microglia and border-associated macrophages, oligodendrocytes, tanycytes, and ependymal cells.
    	Inflammation and neuron protection: In aging brains, genes associated with inflammation increased in activity while those related to neuronal structure and function decreased.
    	Aging hot spot: Scientists discovered a specific hot spot combining both the decrease in neuronal function and the increase in inflammation in the hypothalamus. The most significant gene expression changes were found in cell types near the third ventricle of the hypothalamus, including tanycytes, ependymal cells, and neurons known for their role in food intake, energy homeostasis, metabolism, and how our bodies use nutrients. This points to a possible connection between diet, lifestyle factors, brain aging, and changes that can influence our susceptibility to age-related brain disorders.

"Our hypothesis is that those cell types are getting less efficient at integrating signals from our environment or from things that we're consuming," said Kelly Jin, Ph.D., a scientist at the Allen Institute for Brain Science and lead author of the study. "And that loss of efficiency somehow contributes to what we know as aging in the rest of our body. I think that's pretty amazing, and I think it's remarkable that we're able to find those very specific changes with the methods that we're using."

To conduct the study, funded by the National Institutes of Health (NIH), researchers used cutting-edge single-cell RNA sequencing and advanced brain-mapping tools developed through NIH's The BRAIN Initiative(r) to map over 1.2 million brain cells from young (two months old) and aged (18 months old) mice across 16 broad brain regions. The aged mice are what scientists consider to be the equivalent of a late middle-aged human. Mouse brains share many similarities with human brains in terms of structure, function, genes, and cell types.

"Aging is the most important risk factor for Alzheimer's disease and many other devastating brain disorders. These results provide a highly detailed map for which brain cells may be most affected by aging," said Richard J. Hodes, M.D., director of NIH's National Institute on Aging. "This new map may fundamentally alter the way scientists think about how aging affects the brain and also provides a guide for developing new treatments for aging-related brain diseases."

A path toward new therapies

Understanding this hot spot in the hypothalamus makes it a focal point for future study. Along with knowing which cells to specifically target, this could lead to the development of age-related therapeutics, helping to preserve function and prevent neurodegenerative disease.




"We want to develop tools that can target those cell types," said Hongkui Zeng, Ph.D., executive vice president and director of the Allen Institute for Brain Science. "If we improve the function of those cells, will we be able to delay the aging process?"

The latest findings also align with past studies that link aging to metabolic changes as well as research suggesting that intermittent fasting, balanced diet, or calorie restriction can influence or perhaps increase life span.

"It's not something we directly tested in this study," said Jin. "But to me, it points to the potential players involved in the process, which I think is a huge deal because this is a very specific, rare population of neurons that express very specific genes that people can develop tools for to target and further study."

Future brain aging research

This study lays the groundwork for new strategies in diet and therapeutic approaches aimed at maintaining brain health into old age, along with more research on the complexities of advanced aging in the brain. As scientists further explore these connections, research may unlock more specific dietary or drug interventions to combat or slow aging on a cellular level.

"The important thing about our study is that we found the key players -- the real key players -- and the biological substrates for this process," said Zeng. "Putting the pieces of this puzzle together, you have to find the right players. It's a beautiful example of why you need to study the brain and the body at this kind of cell type-specific level. Otherwise, changes happening in specific cell types could be averaged out and undetected if you mix different types of cells together."

This study was funded by NIH grants R01AG066027 and U19MH114830. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
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Ancient DNA unlocks new understanding of migrations in the first millennium AD | ScienceDaily
Researchers can bring together a picture of how people moved across the world by looking at changes in their DNA, but this becomes a lot harder when historical groups of people are genetically very similar.


						
In research published today in Nature, researchers report a new data analysis method called Twigstats1, which allows the differences between genetically similar groups to be measured more precisely, revealing previously unknown details of migrations in Europe.

They applied the new method to over 1500 European genomes (a person's complete set of DNA) from people who lived primarily during the first millennium AD (year 1 to 1000), encompassing the Iron Age, the fall of the Roman Empire, the early medieval 'Migration Period' and the Viking Age.

Germanic-speaking people move south in the early Iron Age

The Romans -- whose empire was flourishing at the start of the first millennium -- wrote about conflict with Germanic groups outside of the Empire's frontiers.

Using the new method, the scientists revealed waves of these groups migrating south from Northern Germany or Scandinavia early in the first millennium, adding genetic evidence to the historical record.

This ancestry was found in people from southern Germany, Italy, Poland, Slovakia, and southern Britain, with one person in southern Europe carrying 100% Scandinavian-like ancestry.




The team showed that many of these groups eventually mixed with pre-existing populations. The two main zones of migration and interaction mirror the three main branches of Germanic languages, one of which stayed in Scandinavia, one of which became extinct, and another which formed the basis of modern-day German and English.

Finding a Roman gladiator?

In 2nd-4th century York in Britain, 25% of the ancestry of an individual who could have been a Roman soldier or slave gladiator came from early Iron Age Scandinavia. This highlights that there were people with Scandinavian ancestry in Britain earlier than the Anglo-Saxon and Viking periods which started in the 5th century AD.

Germanic-speaking people move north into Scandinavia before the Viking Age

The team then used the method to uncover a later additional northward wave of migration into Scandinavia at the end of the Iron Age (300-800 AD) and just before the Viking Age. They showed that many Viking Age individuals across southern Scandinavia carried ancestry from Central Europe.

A different type of biomolecular analysis of teeth found that people buried on the island of Oland, Sweden, who carried ancestry from Central Europe, had grown up locally, suggesting that this northward influx of people wasn't a one-off, but a lasting shift in ancestry.




There is archaeological evidence for repeated conflicts in Scandinavia at this time, and the researchers speculate that this unrest may have played a role in driving movements of people, but more archaeological, genetic and environmental data is needed to shed light on the reasons why people moved into and around Scandinavia2.

Viking expansion out of Scandinavia

Historically, the Viking Age (c.800-1050 AD) is associated with people from Scandinavia raiding and settling throughout Europe.

The research showed that many people outside of Scandinavia during this time show a mix of local and Scandinavian ancestry, in support of the historical records.

For example, the team found some Viking Age individuals in the east (now present-day Ukraine and Russia) who had ancestry from present-day Sweden, and individuals in Britain who had ancestry from present-day Denmark.

In Viking Age mass graves in Britain, the remains of men who died violently showed genetic links to Scandinavia, suggesting they may have been executed members of Viking raiding parties.

Adding genetic evidence to historical accounts

Leo Speidel, first author, former postdoctoral researcher at the Crick and UCL and now group leader at RIKEN, Japan, said: "We already have reliable statistical tools to compare the genetics between groups of people who are genetically very different, like hunter-gatherers and early farmers, but robust analyses of finer-scale population changes, like the migrations we reveal in this paper, have largely been obscured until now.

"Twigstats allows us to see what we couldn't before, in this case migrations all across Europe originating in the north of Europe in the Iron Age, and then back into Scandinavia before the Viking Age. Our new method can be applied to other populations across the world and hopefully reveal more missing pieces of the puzzle."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and senior author, said: "The goal was a data analysis method that would provide a sharper lens for fine-scale genetic history. Questions that wouldn't have been possible to answer before are now within reach to us, so we now need to grow the record of ancient whole-genome sequences."

Peter Heather, Professor of Medieval History at King's College London, and co-author of the study, said: "Historical sources indicate that migration played some role in the massive restructuring of the human landscape of western Eurasia in the second half of the first millennium AD which first created the outlines of a politically and culturally recognisable Europe, but the nature, scale and even the trajectories of the movements have always been hotly disputed. Twigstats opens up the exciting possibility of finally resolving these crucial questions."
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Enhanced Raman microscopy of cryofixed specimens: Clearer and sharper chemical imaging | ScienceDaily
Understanding the behavior of the molecules and cells that make up our bodies is critical for the advancement of medicine. This has led to a continual push for clear images of what is happing beyond what the eye can see. In a study recently published in Science Advances,researchers from Osaka University have reported a method that gives high-resolution Raman microscopy images.


						
Raman microscopy is a useful technique for imaging biological samples because it can provide chemical information about specific molecules -- such as proteins -- that take part in the body's processes. However, the Raman light that comes from biological samples is very weak, so the signal can often get swamped by the background noise, leading to poor images.

The researchers have developed a microscope that can maintain the temperature of previously frozen samples during the acquisition. This has allowed them to produce images that are up to eight times brighter than those previously achieved with Raman microscopy.

"One of the main reasons for blurry images is the motion of the things you're trying to look at," explains lead author of the study, Kenta Mizushima. "By imaging frozen samples that were unable to move, we could use longer exposure times without damaging the samples. This led to high signals compared with the background, high resolution, and larger fields of view." The technique uses no stains and doesn't require any chemicals to fix the cells in position, so can provide a highly representative view of processes and cell behavior.

The team was also able to confirm that the freezing process conserved the physicochemical states of different proteins. This gives the cryofixing approach a distinct advantage of achieving what the chemical fixing methods cannot.

"Raman microscopy adds a complementary option to the imaging toolbox," says senior author Katsumasa Fujita. "The fact that it not only provides cell images, but also information about the distribution and particular chemical states of molecules, is very useful when we are continually striving to achieve the most detailed possible understanding."

The new technique can be combined with other microscopy techniques for detailed analysis of biological samples and is expected to contribute to a wide range of areas in the biological sciences including medicine and pharmaceutics.
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People who are immunocompromised may not produce enough protective antibodies against RSV after vaccination | ScienceDaily
Johns Hopkins Medicine researchers have shown that people 60 years or older with weakened immunity -- primarily organ transplant recipients who take immunosuppressive medications to reduce the risk of rejection and others with immune system disorders -- do not respond as strongly to vaccines against the respiratory syncytial virus (RSV) as people in the same age group with normal immune function.


						
The study, conducted by a research team at the Johns Hopkins Transplant Research Center, was published today in the Journal of the American Medical Association (JAMA). It parallels earlier work done at the center to better understand how the immune systems of people who are immunocompromised respond to vaccines against SARS-CoV-2, the virus that causes COVID-19.

RSV is a contagious pathogen that causes infections of the respiratory tract. It is most commonly seen in infants and young children, but poses a threat to all age groups and may lead to more serious respiratory illnesses, such as pneumonia, in the elderly and those who are immunocompromised.

"We found that on average, older adults who are immunocompromised developed fewer antibodies against RSV following vaccination as compared with the very strong responses for healthy people over age 60 seen in the clinical trials used to validate the vaccines," says study lead author Andrew Karaba, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine. "Additionally, antibody levels in people who are immunocompromised were highly variable, with some study participants showing strong increases in immunity because of the vaccines while others barely responded."

The researchers used an ongoing, Johns Hopkins Medicine-led national study -- the Emerging Pathogens of Concern in Immunocompromised Persons (EPOC) -- to follow 38 people (between ages 64 and 72) who self-reported that they are immunocompromised and received either the RSVPreF3-AS01 (also known as Arexvy) or RSVpreF (also known as Abrysvo) vaccine. The study group was evenly split between males and females, with 82% being solid organ transplant recipients and 74% taking two or more immunosuppressive medications.

The two vaccines induce the immune system to target a critical protein on the surface of RSV, the F protein, in its pre-infection form, known as pre-fusion F. High levels of antibodies against pre-fusion F, particularly those that neutralize and block RSV from entering cells, are a major contributor in preventing RSV infections. Although most people are infected by RSV many times in their lives, natural infections do not lead to a sufficient level of virus-neutralizing, anti-pre-fusion F antibodies to prevent reinfections, and perhaps, prevent serious illness.

Both RSV vaccines were designed to solve that shortcoming, and in fact, they have been shown to successfully generate large amounts of pre-fusion F antibodies in trials with healthy adults. So why, the authors of the JAMA study asked, do immune responses to the vaccines vary in people who are immunocompromised?




"We suspected that a fundamental difference in the two vaccines -- the presence or absence of an immune-stimulating chemical called an adjuvant -- might play a role in the variance in immunity, so we looked at that," says study senior author William Werbel, M.D., Ph.D., assistant professor of medicine at the Johns Hopkins University School of Medicine.

Arexvy contains an adjuvant while Abrysvo does not.

"When we compared the antibody responses between those study participants who received Arexvy with those who got Abrysvo, we found that the group receiving the adjuvanted vaccine tended to have higher levels of RSV-neutralizing, anti-pre-fusion F antibodies," says Werbel. "So, adjuvant-enhanced vaccines as a means of improving immune response in people who are immunocompromised merits further investigation in larger, more comprehensive studies."

However, both Karaba and Werbel point out that this study does not suggest RSV vaccines will not reduce RSV disease in people who are immunocompromised.

The U.S. Centers for Disease Control and Prevention (CDC) currently recommends that everyone 75 and older receive a single dose of an RSV vaccine, as well as people 60 or older in groups at high risk of infection by the virus -- including people who are immunocompromised.

"As with our previous work with COVID-19 vaccines [which led to recommendation that people who are immunocompromised getting additional vaccine doses to improve protection], we look forward to additional research on RSV vaccine responses that will provide guidance for optimized timing and vaccine selection for people who are immunocompromised," says Karaba.

Along with Karaba and Werbel, the other members of the research team from Johns Hopkins Medicine are Prasanthy Balasubramanian, Sc.M.; Camille Hage, M.D.; Isabella Sengsouk; and Aaron Tobian, M.D., Ph.D. The study co-author from the New York University Grossman School of Medicine is Dorry Segev, M.D., Ph.D., formerly with Johns Hopkins Medicine.

The work was supported by National Institute of Allergy and Infectious Diseases grants 3U01A11338897-04S1, K08A1156021 and K23A1157893; and subaward 3UM1AI109565 from the COVID Protection After Transplant Data Coordinating Center, Immune Tolerance Network at the Benaroya Research Institute at the Virginia Mason Medical Center.

Karaba reports receiving consulting fees from Hologic Inc. and speaking fees from PRIME Education. Werbel reports receiving consulting fees from the CDC/Infectious Diseases Society of America and AstraZeneca; and advisory board fees from AstraZeneca and Novavax. Segev reports receiving consulting fees from AstraZeneca, CareDx, Moderna Therapeutics, Novavax, Regeneron and Springer Publishing; and speaker fees and honoraria from AstraZeneca, CareDx, Houston Methodist, Northwell Health, Optum Health Education, Sanofi and WebMD.
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Urgent action needed to protect the Parma wallaby | ScienceDaily
The creation of more fox-free safe havens and greater collaboration between government and landowners is needed to ensure the survival of a species of wallaby, an expert from The Australian National University (ANU) argues.


						
The Parma wallaby, also known as the white-throated wallaby, is listed as a vulnerable species in Australia, while the International Union for Conservation of Nature (IUCN) classifies it as Near Threatened. The marsupial is found along the Great Dividing Range in northern New South Wales.

According to ANU Professor George Wilson, who is a co-author of a new paper analysing the history and past relocation efforts of Parma wallaby populations, as well as threats to their survival and habitats, predation is a major concern for the marsupial.

He said the Black Summer bushfires likely decimated Parma wallaby populations and habitats, further contributing to their extinction risk.

"An attempt to reintroduce a population near Robertson in New South Wales was unsuccessful, with foxes killing more than 40 Parma wallabies within three months," Professor Wilson said.

"This is in contrast to fox-free New Zealand, where authorities are trying to eradicate Parma wallabies because there is an overabundance of them.

"We know Parma wallabies are thriving in a predator-free enclosure at Mount Wilson. We need to create more privately owned safe havens and captive breeding programs like that one to secure these animals' long-term survival."

The New South Wales government's Saving Our Species program outlines certain conservation strategies for Parma wallabies.




But Professor Wilson said the strategy overlooks the need for more safe havens for these animals, which would provide several benefits including population security in the event of bushfires; facilitating disease and genetics management; and, protecting the species from vehicle collisions and introduced predators.

The NSW National Parks and Wildlife Service is building an enclosure at Ngambaa Nature Reserve which will relocate some of the Parma wallabies from Mount Wilson, although the researchers argue more facilities are needed.

"Predator-proof fencing is costly to build and maintain. Government agencies should be working with private landholders to build them in a cost-effective manner and encourage greater collaboration between zoos, nature reserves and commercial investors," Professor Wilson said.

Samaa Kalsia from the Australian Wildlife Services said the actions outlined in the Save Our Species strategy are "aspirational rather than realistic of what government agencies alone can achieve."

"A lot of the threats to Parma wallabies outlined by the New South Wales government is actually indicative of a lack of knowledge or an insufficient understanding about the animals' habitat and food requirements and the extent of the impact of predation by foxes, among other concerns," Ms Kalsia, who is a co-author of the paper alongside Professor Wilson, said.

"Historically, there hasn't been much research conducted that focuses on Parma wallabies, and this is further contributing to the species' elevated risk of extinction.

"The state government's conservation plan also doesn't outline any incentives for private landowners to implement measures that help Parma wallabies.

"It's unlikely the threats to these animals will be addressed unless governments facilitate rather than inhibit the creation of sanctuaries like the one at Yengo, Mount Wilson and others at Barrington Tops and Bannockburn."




					



This article was downloaded by calibre from https://www.sciencedaily.com/releases/2024/12/241227120913.htm



	Previous
	Articles
	Sections
	Next





	Previous
	Articles
	Sections
	Next



How do monkeys recognize snakes so fast? | ScienceDaily
Dr. Nobuyuki Kawai from Nagoya University in Japan has found that the rapid detection of snakes by monkeys is because of the presence of snake scales as a visual cue. His findings highlight an evolutionary adaptation of primates to identify snakes based on specific visual characteristics. Understanding these mechanisms provides insight into the evolution of visual processing related to threat detection. The findings were published in Scientific Reports.


						
Rapid detection of dangers and threats is important for personal safety. Since our ancestors first appeared, snakes have posed a deadly danger to primates, including humans. Even monkeys and human infants who have never encountered a snake react to pictures of them, demonstrating our innate fear of these creatures.

Kawai's first experiment demonstrated that monkeys exhibited an immediate response to images of snakes but not to images of salamanders, implying a specific fear of snakes. On the basis of this observation, he wondered what would happen if he edited the images of the salamanders to have snakeskin without changing anything else. Would monkeys respond to the skin, or would they recognize the harmless salamander in snake clothing?

To answer this question, Kawai presented monkeys that had never seen a real snake with nine images on a board and trained them to find the one that was different to receive a reward. When presented with a single snake amidst a group of salamanders, monkeys exhibited a faster response time to locate the snake compared to identifying a salamander among snakes. This observation suggests that the monkeys had a strong response to the potentially dangerous reptile.

However, when Kawai showed the edited images of salamanders with snakeskin to monkeys, they reacted to the altered images of the harmless creature equally fast, or even faster, than to the snake.

"Previously we demonstrated that humans and primates can recognize snakes quickly; however, the critical visual feature was unknown," Kawai said. "The monkeys did not react faster to salamanders, a species that shares a similar elongated body and tail with snakes, until the images were changed to cover them with snakeskin." This suggests that the monkeys were most threatened by the scales.

"This may be because during evolution our primate ancestors evolved a visual system to identify scales, which are characteristic of snakes," he continued. "These insights into primate evolution will likely improve our understanding of vision and brain evolution in animals, including ourselves."
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11- to 12-year-olds use smartphones mainly to talk to family and friends | ScienceDaily
The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.


						
"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.




The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."

The moment a child gets his/her first mobile phone as a gift is a source of worry for many parents. Concern about the risks associated with smartphone use has led to more and more initiatives trying to delay that moment. According to research, in the first year of compulsory secondary education all students already own a mobile phone by the age of 13 to 14. Aware of this, the UPV/EHU Weablearner research team, devoted to the analysis of education and technology, wanted to study the digital ecosystem of children one year earlier, in the last year of primary school. In other words, the digital devices they use at the age of 11 to12 and what they use them for.

"This is an important age to investigate because although their digital culture has begun to take shape earlier, this is when they start to have their own mobile phones and when the biggest change occurs. Gifting a smartphone has become a rite of passage into a new phase. In a way, it represents the leap to adolescence, as they are given the key to use social media and, with it, the entry into a parallel world. This is of particular concern to families and a technophobic point of view has also spread. So we wanted to explore what the situation really is," explained the researcher Eneko Tejada.

356 students from six public vocational training schools participated in the study. Two out of three say they have a mobile phone and a third say they already had one before the start of the school year. According to Tejada, "we can't say that smartphone ownership and use is widespread among 11- to 12-year-olds today, but we know it will be in the near future."

In terms of usage, the study has shown that they use smartphones mainly to talk to family and friends: "Owning a smartphone means starting to use social media directly. Parents gift their children a mobile phone to communicate with them, to know where they are, etc. But they need to realise that offering a mobile phone makes it easier for them to make the leap to social media, as they will not be using their phones exclusively to talk to family. Data has shown that they also use them to interact with their friends. So parents need to take this into account when deciding when to give their children a smartphone," Tejada explained.

Social media are not their main centre of interest

However, he stresses that 11- to -12-year-olds are not particularly attracted to social media, the function of which is not exclusively communication. They use these platforms as well, but not as much. They use them mainly to watch videos, mostly on YouTube, but they rarely access Instagram and Tik Tok. "Social media are not yet one of their main centres of interest and, unlike older students, they do not give away too much about themselves. They cannot be said to interact on these media, as very few of them generate content. Most of them just watch other people's content and they like short videos that can be watched quickly," said Tejada.

In terms of use, the study revealed gender differences. Girls watch videos more than anything else on their mobile devices, while boys play video games.

The UPV/EHU researchers point out that, although they have detected few risk factors, caution needs to be exercised: "Strategic plans must be developed to promote safe, responsible use of the Internet, social media and video games. And families need to be given guidelines to help them decide when to offer their children a smartphone."
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        A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force
        Researchers report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These 'all-optical' nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

      

      
        Ancient DNA unlocks new understanding of migrations in the first millennium AD
        Waves of human migration across Europe during the first millennium AD have been revealed using a more precise method of analysing ancestry with ancient DNA, in research led by the Francis Crick Institute.

      

      
        Scientists pin down the origins of a fast radio burst
        Astronomers pinned down the origins of at least one fast radio burst, a brief and brilliant explosion of radio waves emitted by an extremely compact object. The team's novel technique might also reveal the sources of other FRBs.
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A tour de force: Engineers discover new 'all-optical' nanoscale sensors of force | ScienceDaily
Mechanical force is an essential feature for many physical and biological processes. Remote measurement of mechanical signals with high sensitivity and spatial resolution is needed for a wide range of applications, from robotics to cellular biophysics and medicine and even to space travel. Nanoscale luminescent force sensors excel at measuring piconewton forces, while larger sensors have proven powerful in probing micronewton forces. However, large gaps remain in the force magnitudes that can be probed remotely from subsurface or interfacial sites, and no individual, non-invasive sensor has yet been able to make measurements over the large dynamic range needed to understand many systems.


						
New, highly responsive nanoscale sensors of force

In a paper published today by Nature, a team led byColumbia Engineering researchers and collaborators report that they have invented new nanoscale sensors of force. They are luminescent nanocrystals that can change intensity and/or color when you push or pull on them. These "all-optical" nanosensors are probed with light only and therefore allow for fully remote read-outs -- no wires or connections are needed.

The researchers, led by Jim Schuck, associate professor of mechanical engineering, and Natalie Fardian-Melamed, a postdoctoral scholar in his group, along with the Cohen and Chan groups at Lawrence Berkeley National Lab (Berkeley Lab), developed nanosensors that have attained both the most sensitive force response and largest dynamic range ever realized in similar nanoprobes. They have 100 times better force sensitivity than the existing nanoparticles that utilize rare-earth ions for their optical response, and an operational range that spans more than four orders of magnitude in force, a much larger range -- 10-100 times larger -- than any previous optical nanosensor.

"We expect our discovery will revolutionize the sensitivities and dynamic range achievable with optical force sensors, and will immediately disrupt technologies in areas from robotics to cellular biophysics and medicine to space travel," Schuck says.

New nanosensors can operate in previously inaccessible environments

The new nanosensors achieve high-resolution, multiscale function with the same nanosensor for the first time. This is important as it means that just this nanosensor, rather than a suite of different classes of sensors, can be employed for the continuous study of forces, from the subcellular to the whole-system level in engineered and biological systems, such as developing embryos, migrating cells, batteries, or integrated NEMS, very sensitive nanoelectromechanical systems in which the physical motion of a nanometer-scale structure is controlled by an electronic circuit, or vice versa.




"What makes these force sensors unique -- apart from their unparalleled multiscale sensing capabilities -- is that they operate with benign, biocompatible, and deeply penetrating infrared light," Fardian-Melamed says. "This allows one to peer deep into various technological and physiological systems, and monitor their health from afar. Enabling the early detection of malfunction or failure in these systems, these sensors will have a profound impact on fields ranging from human health to energy and sustainability."

Using the photon-avalanching effect to build the nanosensors

The team was able to build these nanosensors by exploiting the photon-avalanching effect within nanocrystals. In photon-avalanching nanoparticles, which were first discovered by Schuck's group at Columbia Engineering, the absorption of a single photon within a material sets off a chain reaction of events that ultimately leads to the emission of many photons. So: one photon is absorbed, many photons are emitted. It is an extremely nonlinear and volatile process that Schuck likes to describe as "steeply nonlinear,' playing on the word "avalanche."

The optically active components within the study's nanocrystals are atomic ions from the lanthanide row of elements in the periodic table, also known as rare-earth elements, which are doped into the nanocrystal. For this paper, the team used thulium.

Team investigates a surprising observation

The researchers found that the photon avalanching process is very, very sensitive to several things, including the spacing between lanthanide ions. With this in mind, they tapped on some of their photon avalanching nanoparticles (ANPs) with an atomic force microscopy (AFM) tip, and discovered that the avalanching behavior was greatly impacted by these gentle forces -- much more than they had ever expected.




"We discovered this almost by accident," Schuck says. "We suspected these nanoparticles were sensitive to force, so we measured their emission while tapping on them. And they turned out to be way more sensitive than anticipated! We actually didn't believe it at first; we thought the tip may be having a different effect. But then Natalie did all the control measurements and discovered that the response was all due to this extreme force sensitivity."

Knowing how sensitive the ANPs were, the team then designed new nanoparticles that would respond to forces in different ways. In one new design, the nanoparticle changes the color of its luminescence depending on the applied force. In another design, they made nanoparticles that do not demonstrate photon avalanching under ambient conditions, but do begin to avalanche as force is applied -- these have turned out to be extremely sensitive to force.

For this study, Schuck, Fardian-Melamed, and other members of the Schuck nano-optics team worked closely with a team of researchers at the Molecular Foundry at Lawrence Berkeley National Lab (Berkeley Lab) headed by Emory Chan and Bruce Cohen. The Berkeley lab team developed the custom ANPs based on the feedback from Columbia, synthesizing and characterizing dozens of samples to understand and optimize the particles' optical properties.

What's next

The team now aims to apply these force sensors to an important system where they can achieve significant impact, such as a developing embryo, like those studied by Columbia's Mechanical Engineering Professor Karen Kasza. On the sensor design front, the researchers are hoping to add self-calibrating functionality into the nanocrystals, so that each nanocrystal can function as a standalone sensor. Schuck believes this can easily be done with the addition of another thin shell during nanocrystal synthesis.

"The importance of developing new force sensors was recently underscored by Ardem Patapoutian, the 2021 Nobel Laureate who emphasized the difficulty in probing environmentally sensitive processes within multiscale systems -- that is to say, in most physical and biological processes. (Nature Reviews Mol. Cell Biol. 18, 771 (2017))," Schuck notes. "We are excited to be part of these discoveries that transform the paradigm of sensing, allowing one to sensitively and dynamically map critical changes in forces and pressures in real-world environments that are currently unreachable with today's technologies.
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Ancient DNA unlocks new understanding of migrations in the first millennium AD | ScienceDaily
Researchers can bring together a picture of how people moved across the world by looking at changes in their DNA, but this becomes a lot harder when historical groups of people are genetically very similar.


						
In research published today in Nature, researchers report a new data analysis method called Twigstats1, which allows the differences between genetically similar groups to be measured more precisely, revealing previously unknown details of migrations in Europe.

They applied the new method to over 1500 European genomes (a person's complete set of DNA) from people who lived primarily during the first millennium AD (year 1 to 1000), encompassing the Iron Age, the fall of the Roman Empire, the early medieval 'Migration Period' and the Viking Age.

Germanic-speaking people move south in the early Iron Age

The Romans -- whose empire was flourishing at the start of the first millennium -- wrote about conflict with Germanic groups outside of the Empire's frontiers.

Using the new method, the scientists revealed waves of these groups migrating south from Northern Germany or Scandinavia early in the first millennium, adding genetic evidence to the historical record.

This ancestry was found in people from southern Germany, Italy, Poland, Slovakia, and southern Britain, with one person in southern Europe carrying 100% Scandinavian-like ancestry.




The team showed that many of these groups eventually mixed with pre-existing populations. The two main zones of migration and interaction mirror the three main branches of Germanic languages, one of which stayed in Scandinavia, one of which became extinct, and another which formed the basis of modern-day German and English.

Finding a Roman gladiator?

In 2nd-4th century York in Britain, 25% of the ancestry of an individual who could have been a Roman soldier or slave gladiator came from early Iron Age Scandinavia. This highlights that there were people with Scandinavian ancestry in Britain earlier than the Anglo-Saxon and Viking periods which started in the 5th century AD.

Germanic-speaking people move north into Scandinavia before the Viking Age

The team then used the method to uncover a later additional northward wave of migration into Scandinavia at the end of the Iron Age (300-800 AD) and just before the Viking Age. They showed that many Viking Age individuals across southern Scandinavia carried ancestry from Central Europe.

A different type of biomolecular analysis of teeth found that people buried on the island of Oland, Sweden, who carried ancestry from Central Europe, had grown up locally, suggesting that this northward influx of people wasn't a one-off, but a lasting shift in ancestry.




There is archaeological evidence for repeated conflicts in Scandinavia at this time, and the researchers speculate that this unrest may have played a role in driving movements of people, but more archaeological, genetic and environmental data is needed to shed light on the reasons why people moved into and around Scandinavia2.

Viking expansion out of Scandinavia

Historically, the Viking Age (c.800-1050 AD) is associated with people from Scandinavia raiding and settling throughout Europe.

The research showed that many people outside of Scandinavia during this time show a mix of local and Scandinavian ancestry, in support of the historical records.

For example, the team found some Viking Age individuals in the east (now present-day Ukraine and Russia) who had ancestry from present-day Sweden, and individuals in Britain who had ancestry from present-day Denmark.

In Viking Age mass graves in Britain, the remains of men who died violently showed genetic links to Scandinavia, suggesting they may have been executed members of Viking raiding parties.

Adding genetic evidence to historical accounts

Leo Speidel, first author, former postdoctoral researcher at the Crick and UCL and now group leader at RIKEN, Japan, said: "We already have reliable statistical tools to compare the genetics between groups of people who are genetically very different, like hunter-gatherers and early farmers, but robust analyses of finer-scale population changes, like the migrations we reveal in this paper, have largely been obscured until now.

"Twigstats allows us to see what we couldn't before, in this case migrations all across Europe originating in the north of Europe in the Iron Age, and then back into Scandinavia before the Viking Age. Our new method can be applied to other populations across the world and hopefully reveal more missing pieces of the puzzle."

Pontus Skoglund, Group Leader of the Ancient Genomics Laboratory at the Crick, and senior author, said: "The goal was a data analysis method that would provide a sharper lens for fine-scale genetic history. Questions that wouldn't have been possible to answer before are now within reach to us, so we now need to grow the record of ancient whole-genome sequences."

Peter Heather, Professor of Medieval History at King's College London, and co-author of the study, said: "Historical sources indicate that migration played some role in the massive restructuring of the human landscape of western Eurasia in the second half of the first millennium AD which first created the outlines of a politically and culturally recognisable Europe, but the nature, scale and even the trajectories of the movements have always been hotly disputed. Twigstats opens up the exciting possibility of finally resolving these crucial questions."
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Scientists pin down the origins of a fast radio burst | ScienceDaily
Fast radio bursts are brief and brilliant explosions of radio waves emitted by extremely compact objects such as neutron stars and possibly black holes. These fleeting fireworks last for just a thousandth of a second and can carry an enormous amount of energy -- enough to briefly outshine entire galaxies.


						
Since the first fast radio burst (FRB) was discovered in 2007, astronomers have detected thousands of FRBs, whose locations range from within our own galaxy to as far as 8 billion light-years away. Exactly how these cosmic radio flares are launched is a highly contested unknown.

Now, astronomers at MIT have pinned down the origins of at least one fast radio burst using a novel technique that could do the same for other FRBs. In their new study, appearing in the journal Nature, the team focused on FRB 20221022A -- a previously discovered fast radio burst that was detected from a galaxy about 200 million light-years away.

The team zeroed in further to determine the precise location of the radio signal by analyzing its "scintillation," similar to how stars twinkle in the night sky. The scientists studied changes in the FRB's brightness and determined that the burst must have originated from the immediate vicinity of its source, rather than much further out, as some models have predicted.

The team estimates that FRB 20221022A exploded from a region that is extremely close to a rotating neutron star, 10,000 kilometers away at most. That's less than the distance between New York and Singapore. At such close range, the burst likely emerged from the neutron star's magnetosphere -- a highly magnetic region immediately surrounding the ultracompact star.

The team's findings provide the first conclusive evidence that a fast radio burst can originate from the magnetosphere, the highly magnetic environment immediately surrounding an extremely compact object.

"In these environments of neutron stars, the magnetic fields are really at the limits of what the universe can produce," says lead author Kenzie Nimmo, a postdoc in MIT's Kavli Institute for Astrophysics and Space Research. "There's been a lot of debate about whether this bright radio emission could even escape from that extreme plasma."

"Around these highly magnetic neutron stars, also known as magnetars, atoms can't exist -- they would just get torn apart by the magnetic fields," says Kiyoshi Masui, associate professor of physics at MIT. "The exciting thing here is, we find that the energy stored in those magnetic fields, close to the source, is twisting and reconfiguring such that it can be released as radio waves that we can see halfway across the universe."




The study's MIT co-authors include Adam Lanman, Shion Andrew, Daniele Michilli, and Kaitlyn Shin, along with collaborators from multiple institutions.

Burst size

Detections of fast radio bursts have ramped up in recent years, due to the Canadian Hydrogen Intensity Mapping Experiment (CHIME). The radio telescope array comprises four large, stationary receivers, each shaped like a half-pipe, that are tuned to detect radio emissions within a range that is highly sensitive to fast radio bursts.

Since 2020, CHIME has detected thousands of FRBs from all over the universe. While scientists generally agree that the bursts arise from extremely compact objects, the exact physics driving the FRBs is unclear. Some models predict that fast radio bursts should come from the turbulent magnetosphere immediately surrounding a compact object, while others predict that the bursts should originate much further out, as part of a shockwave that propagates away from the central object.

To distinguish between the two scenarios, and determine where fast radio bursts arise, the team considered scintillation -- the effect that occurs when light from a small bright source such as a star, filters through some medium, such as a galaxy's gas. As the starlight filters through the gas, it bends in ways that make it appear, to a distant observer, as if the star is twinkling. The smaller or the farther away an object is, the more it twinkles. The light from larger or closer objects, such as planets in our own solar system, experience less bending, and therefore do not appear to twinkle.

The team reasoned that if they could estimate the degree to which an FRB scintillates, they might determine the relative size of the region from where the FRB originated. The smaller the region, the closer in the burst would be to its source, and the more likely it is to have come from a magnetically turbulent environment. The larger the region, the farther the burst would be, giving support to the idea that FRBs stem from far-out shockwaves.




Twinkle pattern

To test their idea, the researchers looked to FRB 20221022A, a fast radio burst that was detected by CHIME in 2022. The signal lasts about two milliseconds, and is a relatively run-of-the-mill FRB, in terms of its brightness. However, the team's collaborators at McGill University found that FRB 20221022A exhibited one standout property: The light from the burst was highly polarized, with the angle of polarization tracing a smooth S-shaped curve. This pattern is interpreted as evidence that the FRB emission site is rotating -- a characteristic previously observed in pulsars, which are highly magnetized, rotating neutron stars.

To see a similar polarization in fast radio bursts was a first, suggesting that the signal may have arisen from the close-in vicinity of a neutron star. The McGill team's results are reported in a companion paper today in Nature.

The MIT team realized that if FRB 20221022A originated from close to a neutron star, they should be able to prove this, using scintillation.

In their new study, Nimmo and her colleagues analyzed data from CHIME and observed steep variations in brightness that signaled scintillation -- in other words, the FRB was twinkling. They confirmed that there is gas somewhere between the telescope and FRB that is bending and filtering the radio waves. The team then determined where this gas could be located, confirming that gas within the FRB's host galaxy was responsible for some of the scintillation observed. This gas acted as a natural lens, allowing the researchers to zoom in on the FRB site and determine that the burst originated from an extremely small region, estimated to be about 10,000 kilometers wide.

"This means that the FRB is probably within hundreds of thousands of kilometers from the source," Nimmo says. "That's very close. For comparison, we would expect the signal would be more than tens of millions of kilometers away if it originated from a shockwave, and we would see no scintillation at all."

"Zooming in to a 10,000-kilometer region, from a distance of 200 million light years, is like being able to measure the width of a DNA helix, which is about 2 nanometers wide, on the surface of the moon," Masui says. "There's an amazing range of scales involved."

The team's results, combined with the findings from the McGill team, rule out the possibility that FRB 20221022A emerged from the outskirts of a compact object. Instead, the studies prove for the first time that fast radio bursts can originate from very close to a neutron star, in highly chaotic magnetic environments.

"These bursts are always happening, and CHIME detects several a day," Masui says. "There may be a lot of diversity in how and where they occur, and this scintillation technique will be really useful in helping to disentangle the various physics that drive these bursts."

This research was supported by various institutions including the Canada Foundation for Innovation, the Dunlap Institute for Astronomy and Astrophysics at the University of Toronto, the Canadian Institute for Advanced Research, the Trottier Space Institute at McGill University, and the University of British Columbia.
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